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Abstract
This viewpoint celebrates the accomplishments of the Journal of Medical Internet Research (JMIR) on its twentieth anniversary and reviews accomplishments around research publications, journal innovation, and supporting people.

(J Med Internet Res 2019;21(10):e16390) doi:10.2196/16390
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“Form follows function” is an aphorism that has transcended architecture, computer science, and now even digital health. Reflecting on the twentieth anniversary of the Journal of Medical Internet Research (JMIR), “form follows function” also well explains the success and impact of the journal in promoting high quality research, supporting innovation in publication, and supporting a generation of young investigators.

In the 20 years JMIR has represented the field of digital health, the nature of digital health research has evolved and transformed. Today’s papers often focus on machine learning, virtual reality, smartphone apps, and other topics that were nonexistent or nascent in health care research in 1999 when the journal began, or in 2001 when the journal outlined a clear definition for electronic health (eHealth) [1]. Yet today, the journal continues to function as a hub for digital health research. The prescient nature of JMIR in publishing not only high quality but also innovative articles is exemplified by a sample of papers from 20 years prior, with topics including evaluation of consumer health tools [2], neural nets for medical decision making [3], and online prescribing [4], all of which were published in 1999. With its reputation for high quality publications, the journal has offered clinicians, patients, researchers, entrepreneurs, and policy makers a window into best practices and current evidence for digital health. While it is impossible to know what the critical topics and forms of research in digital health will be in the future, it is possible to state that JMIR will cover those with the same high standards and functions it has stood by for its first 20 years.

However, JMIR is more than high quality research. The interdisciplinary nature, rapid paradigm shifts, and global impact of digital health requires a journal to adopt a unique form to meet its function in this space. For 20 years, JMIR has been rethinking how a journal can support the digital mental health community with leading efforts in open access publication, preprints, an easy to access Web and mobile layout, social media outreach and dissemination, crowdfunding, and offering peer reviewers publication credits, among others. The journal’s adaptable online format can support research from not only the health fields but also engineering, computer sciences, design, implementation, policy, and other unique disciplines. Its unique functioning has created a form that offers the ability to publish unique special issues [5] on topics that otherwise would likely not find a voice. The format of JMIR has adapted with changes in the way people access, share, and read research papers. New innovations such as the new JMIRx journal series (“superjournals” or overlay journals for Preprint servers, announced in this 20th Anniversary Theme Issue), highlight ongoing efforts to expand the form of the journal towards an open science platform.
Even beyond high quality research and innovative publishing models, JMIR’s legacy of 20 years includes supporting people. The journal has forged a reputation for offering patients a voice in the medical world [6,7]. It also serves as a forum to engage all members of the digital health ecosystem to share their research, perspectives, and ideas, whether as a world-leading research team [8] or simply as a person with a thoughtful and important perspective to share. On a personal note, the journal has supported my own career in digital health, offering a venue to share my early research in 2014 [9] and later to serve on the editorial board, before then becoming editor-in-chief of JMIR Mental Health. I can also count many other junior investigators for whom JMIR has served as a mentor and adapted its form to help support their interests and exploration of digital health. This commitment towards supporting people of all natures and backgrounds may be the most enduring and impressive aspect of the first 20 years of JMIR.

Reflecting on the twentieth anniversary of JMIR, it is clear that “form follows function” only begins to describe the innovation and impact of the journal. From leading efforts in research, innovation in publication, and investment in people, the field has grown because of JMIR and its support for digital health. While the format of JMIR will continue to adapt to lead the field, its function as a leading force will remain constant and it will continue to act as a beacon of certainty in the always evolving world of digital health.
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Abstract

The Journal of Medical Internet Research (JMIR) has attained remarkable achievements in the past twenty years. By depth, JMIR has published the most impactful research in medical informatics and is top ranked in the field. By width, JMIR has spun off to about thirty sister journals to cover topics such as serious games, mobile health, public health, surveillance, and other medical areas. With ever-increasing data and research findings, academic publishers need to be competitive to win readers’ attention. While JMIR is well-positioned in the field, the journal will need more creative strategies to increase its attention base and maintain its leading position. Viable strategies include the creation of online collaborative spaces, the engagement of more diverse audience from less traditional channels, and partnerships with other publishers and academic institutes. Doing so could also enable JMIR researchers to turn research insights into practical strategies to improve personal health and medical services.

(Keywords: JMIR; medical informatics; digital health; publishing; knowledge translation; peer-to-peer community; impact)

The Journal of Medical Internet Research (JMIR) has engaged many health researchers since the journal published its inaugural issue in August 1999 [1]. JMIR is now ranked number one in the field of medical informatics, and the JMIR publishing office has issued close to 30 additional sister journals, including JMIR mHealth and uHealth, the Journal of Serious Games, and others. These are remarkable achievements. In this short article, I provide a quick review to highlight the important role of JMIR in promoting innovative research in the field of medical informatics. Building on its achievements, JMIR is well-positioned not only to maintain its leading position in medical informatics but also to contribute excellent research to the academic community at large.

Medical informatics researchers have long recognized that the internet is a big treasure of useful data to improve medical practice and health behaviors. For example, JMIR research published in earlier years studied how practitioners could utilize available statistical data on the internet to measure health quality [2-4]. As online tools became accessible, researchers analyzed whether the internet could serve as an effective platform for primary data collection through surveys [5,6], experiments [7], and even interviews [8]. Some researchers evaluated the efficacy of online medical treatment and found positive results in terms of reducing depression and other medical symptoms [9,10]. This research has paved the way for the emerging subfield of real-world data/evidence [11]. Pharmaceutical companies and public health agencies, such as the US Food and Drug Administration, have expended considerable efforts to promote real-world evidence to supplement and even replace expensive clinical trials.

JMIR research has applied some of the most sophisticated methods in the field. For instance, some researchers examined unstructured data with advanced text-mining techniques [12]. This line of research can detect the sentiments of participants in social media platforms [13] and can determine other deep meanings embedded in qualitative data. In addition, researchers are now able to build robots [14] and apply artificial intelligence [15] to conduct research projects that were not feasible in the past, such as using machine learning algorithms to capture real-time data from social media channels [16]. To reduce the impact of fake news on health outcomes, other JMIR researchers evaluated the veracity of news reports from multiple channels [17].
The rapid development of connected devices, such as wearable technology, smart appliances, and body sensors, has presented new opportunities and challenges for medical informatics research. JMIR has already published some exciting research about the Internet of Things which has multilevel implications for patients and health providers. For instance, many recent studies published in JMIR have shown a strong patient-centered orientation [18]. These studies focused on how the internet has enabled patients to incorporate first-hand experience into research to increase its practical value, whether from actual health care experience, usage of Internet-based devices, or information from peer groups. Funding agencies such as the Patient-Centered Outcomes Research Institute and the National Institutes of Health have paid attention to this research published in JMIR [19].

Beyond personal health, new information technology has improved the quality of health care delivery. For example, interorganizational networks have allowed hospitals to access patients’ records from different healthcare settings, facilitating the transition from electronic medical records to electronic health records [20]. Many studies published in JMIR were products of collaborative networks in health care. More recently, research published in JMIR has built ambitious frameworks useful for studying issues at the community and societal levels. Researchers have used these new frameworks to study such important global issues as aging [21], climate change [22], poverty [23] and sustainability [24].

The availability of big data in the medical sector has led to the challenge of limited attention for researchers [25]. While research institutes and established journals have employed aggressive marketing campaigns to attract attention from existing and potential consumers [26], medical researchers now receive enormous amounts of information from social media, personal devices, and other online platforms. In this context, JMIR needs to come up with creative strategies to increase its intellectual breadth and depth to maintain its leading position in the field. One viable strategy is to provide more collaborative space for JMIR subscribers and potential authors. That is, instead of serving only as a publisher of completed research, JMIR could also become a platform to promote collaboration for early-stage research. In fact, JMIR has recently started a Digital Health Community [27] within the JMIR Publications Knowledge Base and Help Center [28] to support the germination of new ideas and allow authors to provide feedback to the journal. The question is how to engage digital health researchers in platforms like that. To encourage increased participation in this community, JMIR may offer Karma points (already implemented to reward reviewers) that can serve as credits to reduce publication fees. Besides that, the JMIR editorial team can reach out and engage researchers from related fields to increase the journal’s impact. Increased attendance of academic conferences and professional meetings may be very useful for increasing the exposure of JMIR in various academic communities. Finally, JMIR may consider forming new partnerships with other publishers, professional organizations, academic institutes in different countries, and even funding agencies. Used properly, these strategies can increase the impact of JMIR in the next 20 years - beyond the impact factor.
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Abstract

Background: In the last few years, several studies have focused on describing and understanding how virtual coaches (ie, coaching program or smart device aiming to provide coaching support through a variety of application contexts) could be key drivers for health promotion in home care settings. As there has been enormous technological progress in the field of artificial intelligence and data processing in the past decade, the use of virtual coaches gains an augmented attention in the considerations of medical innovations.

Objective: This scoping review aimed at providing an overview of the applications of a virtual coach in the clinical field. In particular, the review focused on the papers that provide tangible information for coaching activities with an active implication for engaging and guiding patients who have an ongoing plan of care.

Methods: We aimed to investigate the use of the term virtual coach in the clinical field performing a methodical review of the relevant literature indexed on PubMed, Scopus, and Embase databases to find virtual coach papers focused on specific activities dealing with clinical or medical contexts, excluding those aimed at surgical settings or electronic learning purposes.

Results: After a careful revision of the inclusion and exclusion criteria, 46 records were selected for the full-text review. Most of the identified articles directly or indirectly addressed the topic of physical activity. Some papers were focused on the use of virtual coaching (VC) to manage overweight or nutritional issues. Other papers dealt with technological interfaces to facilitate interactions with patients suffering from different chronic clinical conditions such as heart failure, chronic obstructive pulmonary disease, depression, and chronic pain.

Conclusions: Although physical activity is a healthy practice that is most encouraged by a virtual coach system, in the current scenario, rehabilitation is the great absentee. This paper gives an overview of the tangible applications of this tool in the medical field and may inspire new ideas for future research on VC.

(J Med Internet Res 2019;21(10):e12805) doi:10.2196/12805

KEYWORDS
virtual coaching; rehabilitation; clinical medicine; review; embodied conversational agent; physical activity; health behavior
Introduction

Background

Virtual coaches are seen as key drivers for health promotion in home care settings. Concurrently, against the background of demographic development, the continuity of care from the professional environment into the home has become critical to ensure patients’ quality of life and to optimize the economics of medical and social treatments. Nowadays, 1 out of 6 people in the European Union (EU) has a disability [1]. Over one-third of people older than 75 years old have disabilities that restrict them to some extent [2]. Acute disease episodes such as stroke, neurodegenerative diseases, heart attack, or diabetes cause most long-term disabilities and entail very costly care processes. In industrialized countries, stroke is the third major cause of death and the most frequent reason for neurological disability [3]. Rehabilitation is a process by which a patient follows a care plan, first in a protected environment (ie, clinic or rehabilitation center) and second at home, the latter case requiring a tutor. The current evidence shows that home-based programs are effective [4], especially in terms of exercise capacity and health-related quality of life, offering comparable benefits to hospital-based programs [5].

As there has been enormous progress in the fields of artificial intelligence (AI) and data processing in the past decade, the use of virtual coaches has gained increasing attention in the considerations of medical innovations. The term virtual coach refers to a coaching program or smart device aimed at providing coaching support through a variety of applications. The virtual coach will be able to personalize and adapt goals according to the progress achieved by the user in their recovery from their impairments or disabilities. It is broadly defined as any form of coaching using electronic media, including or excluding input from a real (human) coach. The virtual coaches guide and train users through a set of tasks, with the aim of supporting positive actions or assisting in learning new skills. For example, virtual coaches could help users to define and preserve a fitness program, suggest problem-solving skills training, or advise patients with specific medical conditions [6-8].

The latest technological developments have shown promise as effective, accessible, and cost-effective solutions. Recent research about the use of embodied conversational agents (ECAs; ie, a computer-generated cartoonlike character, with the ability to produce and respond to verbal and nonverbal communication) has shown that users can efficaciously form a working alliance relationship with a nonhuman agent (ie, a virtual coach) [9].

Virtual coaching (VC) is becoming increasingly important in medical care and in health-related research investments. For example, the recent EU’s Horizon 2020 research framework program funded several projects on VC through a specific call entitled “Personalised coaching for well-being and care of people as they age” [10]. The primary objective of this call was the development of VC solutions that provide personalized advice, guidance, and follow-up support for key age-related issues of daily life that sustain a person’s abilities to remain active and independent (eg, diet, physical activity, risk avoidance, and overall wellness).

Objectives

Currently, VC for rehabilitation support in the home environment is still in its initial phases of development from the technical, organizational, medical, and ethical points of view. It is of the foremost importance to provide a terminological and conceptual foundation for this new field. Therefore, we sought to investigate the use of the term virtual coach in the clinical field by performing a methodical review of the relevant literature on VC. Pretests of the body of literature for finding a suitable review method revealed a variety of VC approaches, conversational agents and avatar applications, study designs, diseases, and outcome measures, such that the approach of a traditional systematic review appeared inappropriate. We decided to use the scoping review method [11] to map the key concepts behind a research area as well as the main sources and types of evidence that are available [12]. In addition, we wished to underline that, during the investigative process, we focused on coaching activities intended as innovative modalities designed to engage and guide patients who have an ongoing plan of care.

This review can be used as a starting point by clinical researchers and clinicians interested in VC, revealing the potential of VC systems in the clinical domain, and supporting the understanding of the essential components of such interventions.

Methods

Search Strategy

We chose to adopt and follow the Arksey and O’Malley scoping review methodology [11]. The literature review was conducted on the PubMed [13], Scopus [14], and Embase [15] databases to find VC papers focused on the medical domain. Studies were collected up to July 2019.

Considering the main key concept for our research, specifically a coaching program or smart device aimed at providing coaching support through a variety of applications, we identified the relevant key words (namely, virtual coach and virtual trainer) for an initial search strategy. These keywords were then refined and used for the identification of related terms. Thus, the final keywords were as follows (syntax was adjusted for each database as necessary): “virtual coach” (OR “virtual coach interventions” OR “virtual coaching”); “virtual trainer”; “virtual training” (OR “virtual training platform” OR “virtual training system”); “virtual therapist”; “virtual nurse”; “virtual agent”; “embodied conversational agent”; “avatar assisted therapy” (OR “avatar mediated training” OR “avatar therapy”); “e coach.”

In addition, wildcard symbols, such as hyphens or inverted commas, were used to consider all possible variations of root words (eg, plural). Limiting categorical area terms were used for the Scopus database: Medicine, Health Professions, and Psychology. Only published journal papers written in English were included, but there was no limitation regarding the publication date.
In addition to the electronic database search, a manual search was performed in JMIR for issues dated up to July 2019. Moreover, we carefully checked references to each article we found to avoid missing relevant papers not identified in the electronic search (namely, handsearching). Two authors (PT and IS) conducted the literature search, and they stored the references in a spreadsheet program, removing duplicates.

Inclusion and Exclusion Criteria

In a second step, after electronic searching and handsearching, we used the titles and abstracts of the identified articles to check their pertinence to the medical domain. At this step, we selected papers that focused on specific VC activities dealing with clinical or medical contexts, excluding those aimed at surgical settings or electronic learning (e-learning) purposes.

The preselected abstracts were considered for full-text analysis if the related VC had a reasonable sense of agency, with some extent of autonomous behavior able to exhibit some form of reasoning. Furthermore, 3 reviewers (PT, IS, and MCo) independently examined the search results of possible relevant papers. Consensus rounds were used to solve disagreements in the selection.

Full-Text Assessment

Publications that satisfied the initial inclusion and exclusion criteria were downloaded into bibliography manager software [16] for further screening toward a deeper investigation of the same, previous listed inclusion and exclusion criteria. To meet the objectives of this scoping review, we gathered the following information from each paper: (1) clinical field of application, (2) interface used, (3) study typology, (4) type and number of enrolled participants, (5) intervention duration, (6) study aim or purpose, (7) outcome measurement, and (8) overall conclusions.

Data were summarized in a descriptive form. A quantitative assessment was attempted, but the wide heterogeneity in the study design, instrumental technologies, characteristics of the studied subjects, and analytical methods adopted in the studies prevented any type of meta-analysis of data.

Results

Quantitative Results and Overview

Figure 1 shows the paper selection process. A total of 294 records were identified in PubMed [13], 264 in Scopus [14], and 271 in Embase [15] databases. Overall, 398 nonduplicate records were identified in the initial electronic search (274 were duplicated, 154 were common to all database, 47 were unique from PubMed, 56 were unique from Scopus, and 19 were unique from Embase).

After reading the titles and the abstracts, 309 records clearly did not meet our eligibility criteria; the 89 remaining records were selected to undergo further analysis. Several articles were related to clinical aspects; however, they were not focused on specific coaching activities. Therefore, we further excluded 49 records that did not meet the inclusion and exclusion criteria for full-text assessment. In detail, 27 papers were excluded because they were related to mere virtual training approaches, without any implication on coaching activities or clinical applications, 8 analyzed e-learning platforms, and 6 were related to emotional aspects of ECA (nondirectly related to clinical interaction). In addition, 3 were excluded because they presented a model of user-interface communication services, 2 were only related to reminder or agenda services, 2 presented the analysis of interactions between users and commercial virtual environments, and 1 was a review on behavioral changes. In addition, using handsearching, we retrieved 6 additional records, 1 of which was a conference paper previously not included by automatic research.

After a careful revision of inclusion and exclusion criteria, a total of 49 records were finally selected to undergo the full-text review. In addition, 16 of the 46 studies selected were clustered as randomized controlled trials (RCTs), 21 as exploratory studies, 5 as review articles, and 5 as theoretical studies. Figure 2, showing the distribution in time of the selected 46 scientific articles in terms of their publication date (ranging from 2005 to July 2019), reflects a noteworthy increase in interest regarding the use of VC in the clinical setting in the last few years.
Figure 1. Flowchart describing study's identification and selection.

Figure 2. Included articles versus years.

Tables 1-5 summarize the main features of the identified scientific articles on VC.
### Table 1. Studies on virtual coaching applied to clinical or medical contexts included in the analysis as randomized controlled trials.

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Clinical field of application</th>
<th>Interface</th>
<th>Subjects enrolled</th>
<th>Subjects (n)</th>
<th>Testing period (in weeks, unless otherwise specified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al 2008 [17]</td>
<td>Chronic conditions</td>
<td>Not real-time text message (email)</td>
<td>Chronic pain, depression, or impaired mobility</td>
<td>121</td>
<td>4</td>
</tr>
<tr>
<td>Gabriele et al 2011 [18]</td>
<td>Obesity in adults</td>
<td>Not real-time text message (email)</td>
<td>Healthy overweight</td>
<td>104</td>
<td>12</td>
</tr>
<tr>
<td>Martorella et al 2012 [19]</td>
<td>Chronic conditions</td>
<td>ECA(^a) (virtual nurse)</td>
<td>Adults scheduled for their first cardiac surgery</td>
<td>60</td>
<td>1 day</td>
</tr>
<tr>
<td>Watson et al 2012 [20]</td>
<td>Obesity in adults</td>
<td>ECA with verbal and nonverbal communication</td>
<td>Healthy overweight or obese</td>
<td>70</td>
<td>12</td>
</tr>
<tr>
<td>Bickmore et al 2013 [22]</td>
<td>Physical activity</td>
<td>ECA with verbal and nonverbal communication</td>
<td>Healthy elderly</td>
<td>263</td>
<td>8 (follow-up 1 year)</td>
</tr>
<tr>
<td>Wijsman et al 2013 [23]</td>
<td>Physical activity</td>
<td>Avatar</td>
<td>Healthy elderly</td>
<td>235</td>
<td>12</td>
</tr>
<tr>
<td>Leahey et al 2016 [27]</td>
<td>Obesity in adults</td>
<td>Periodic email contact</td>
<td>Healthy overweight</td>
<td>75</td>
<td>40</td>
</tr>
<tr>
<td>Ritchie et al 2016 [28]</td>
<td>Chronic conditions</td>
<td>Interactive voice and a dashboard for the nurse to review data</td>
<td>Chronic heart failure and COPD</td>
<td>511</td>
<td>12</td>
</tr>
<tr>
<td>Gardiner et al 2017 [29]</td>
<td>Health promotion</td>
<td>ECA</td>
<td>Healthy</td>
<td>61</td>
<td>4</td>
</tr>
<tr>
<td>Cotè et al 2018 [31]</td>
<td>Chronic conditions</td>
<td>ECA (virtual nurse)</td>
<td>Kidney transplant patients on immunosuppressive medication</td>
<td>70</td>
<td>1 day</td>
</tr>
<tr>
<td>Hui et al 2018 [32]</td>
<td>Physical activity</td>
<td>ECA with verbal; face-to-face communication</td>
<td>Healthy</td>
<td>200</td>
<td>12</td>
</tr>
</tbody>
</table>

\(^{a}\)ECA: embodied conversational agent.
### Table 2. Studies on virtual coaching applied to clinical or medical contexts included in the analysis as randomized controlled trials.

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Study aim</th>
<th>Outcome measurement</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al 2008 [17]</td>
<td>Engage and empower patients to collaborate with their primary care physician in managing their health conditions</td>
<td>Access to Web site; access to personal online worksheets; number of emails sent to the electronic coach</td>
<td>Nurses can play an important role, joining efforts to develop new territory to promote patients as partners in managing their health conditions.</td>
</tr>
<tr>
<td>Gabriele et al 2011 [18]</td>
<td>The effects of electronic coach support on weight loss, dietary behavior, physical activity, and engagement</td>
<td>Waist and hip circumstances; questionnaire for intervention engagement; Social Support Inventory; dietary behavior</td>
<td>Nutrition education apps are feasible and acceptable solutions to support health promotion interventions.</td>
</tr>
<tr>
<td>Martorella et al 2012 [19]</td>
<td>Investigate the preliminary effects of a virtual nursing intervention to improve pain relief in patients undergoing cardiac surgery</td>
<td>Questionnaires; pain intensity score (at the time of admission and after surgery)</td>
<td>Web-tailored approach can increase accessibility to health education and promote pain relief without generating more costs.</td>
</tr>
<tr>
<td>Watson et al 2012 [20]</td>
<td>Increase activity levels, via step count, in overweight or obese individuals</td>
<td>Step count</td>
<td>The virtual coach was beneficial in maintaining activity level.</td>
</tr>
<tr>
<td>Bickmore et al 2013 [21]</td>
<td>Promote both physical activity and fruit and vegetable consumption through a series of simulated conversations with users on their home computers</td>
<td>IPAQ©; step count; National Institutes of Health - National Cancer Institute (NIH-NCI) fruit and vegetable scan; weight</td>
<td>Automated health intervention software designed for efficient re-use is effective at changing health behavior.</td>
</tr>
<tr>
<td>Bickmore et al 2013 [22]</td>
<td>Compare the efficacy of a computer-based physical activity program with that of a pedometer control condition in sedentary older adults</td>
<td>Daily step count</td>
<td>An automated exercise promotion system deployed from outpatient clinics increased walking among elderly over the short-term.</td>
</tr>
<tr>
<td>Wijsman et al 2013 [23]</td>
<td>Assess whether a Web-based intervention increases physical activity and improves metabolic health in inactive older adults.</td>
<td>Wrist activity monitor; anthropometric measures; blood samples analysis</td>
<td>In inactive older adults, a 3-month Web-based physical activity intervention was effective in increasing objectively measured daily physical activity and improving metabolic health.</td>
</tr>
<tr>
<td>Friederichs et al 2014 [24]</td>
<td>Determine whether a Web-based physical activity intervention based on motivational interviewing with an avatar results in more positive appreciation and higher effectiveness of the intervention, when compared to an intervention that is purely text-based</td>
<td>Web-based questionnaires; IPAQ</td>
<td>Avatars that do not strengthen the social relationship with the user do not enhance the intervention impact.</td>
</tr>
<tr>
<td>Vroege et al 2014 [25]</td>
<td>Assess how many participants successfully reached the physical activity level as targeted and the effects of the intervention on body composition and metabolic health</td>
<td>Wrist activity monitor; body mass index; blood samples analysis</td>
<td>Of the intervention group, 42.0% reached their daily physical activity end goal, which was associated with a markedly better effect on body composition and metabolic health compared to the effect in the entire intervention group.</td>
</tr>
<tr>
<td>Broekhuizen et al 2016 [26]</td>
<td>Assess if an internet-based intervention aimed to increase physical activity was effective in improving quality of life of inactive older adults</td>
<td>Wrist activity monitor; Dutch paper version of the Research and Development 36-item health survey</td>
<td>Internet-based physical activity program was effective in improving quality of life in 60-70-year-olds after 3 months.</td>
</tr>
<tr>
<td>Leahey et al 2016 [27]</td>
<td>Efficacy of a novel approach to weight loss maintenance based on modifying the cost–benefit ratio</td>
<td>Weight</td>
<td>Internet delivered cost–benefit approach to weight loss maintenance may be effective for long-term weight control.</td>
</tr>
<tr>
<td>Ritchie et al 2016 [28]</td>
<td>Evaluate the impact of a technology-supported care transition support program on hospitalizations, days out of the community and mortality</td>
<td>Number of rehospitalizations, death, days in the hospital, and out of the community</td>
<td>Clinically meaningful reduction in 30-day rehospitalization rates in chronic obstructive pulmonary disease patients when using an interactive voice response–enhanced care transition intervention.</td>
</tr>
<tr>
<td>Gardiner et al 2017 [29]</td>
<td>Evaluate the feasibility of using an ECA to teach lifestyle modifications to urban women</td>
<td>Patient Health Questionnaire; Household Food Insecurity Access Scale; Self-Efficacy for Exercise Scale; Perceived Stress Scale</td>
<td>It is feasible to use an ECA to promote health behaviors on stress management and healthy eating among diverse urban women.</td>
</tr>
<tr>
<td>King et al 2017 [30]</td>
<td>Compare the effectiveness of 2 linguistically and culturally adapted, community-based physical activity interventions with the potential for broad reach and translation</td>
<td>Changes in walking and other forms of physical activity measured via self-reporting and accelerometers.</td>
<td>The intervention has substantial potential to reduce the health disparities gap by influencing a key health behavior in underserved populations.</td>
</tr>
<tr>
<td>Paper reference</td>
<td>Study aim</td>
<td>Outcome measurement</td>
<td>Conclusion</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------</td>
<td>---------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Coté et al 2018 [31]</td>
<td>Evaluate the acceptability, feasibility, and preliminary efficacy of virtual nurse intended to support medication adherence among kidney transplant recipients</td>
<td>Web-Based Nursing Intervention Acceptability Scale; number of completed sessions; medication adherence measures</td>
<td>The results support the feasibility and acceptability of proposed virtual nurse. It could constitute an accessible adjunct in support of existing specialized services.</td>
</tr>
<tr>
<td>Hui et al 2018 [32]</td>
<td>Evaluate the effectiveness of an information technology-based lifestyle intervention program on improving physical activity level and health status in a sample of middle-aged Hong Kong adults</td>
<td>Physical Activity measured by accelerometer; IPAQ</td>
<td>The information technology–based lifestyle intervention is fast, inexpensive, flexible, and convenient for adults, especially those with a busy work life.</td>
</tr>
</tbody>
</table>

IPAQ: International Physical Activity Questionnaire.

We identified 5 reviews on VC. To define the fundamentals and elementary components of the term virtual coach, we first analyzed the reference paper by Ding et al [53]. Recently, another review examined electronic health (eHealth) interventions with the combined use of self-tracking and persuasive electronic coaching (eCoaching) [54]. In the psychiatric field, 2 reviews were focused on the use of ECA in psychotherapy [55] and the use of conversational agents for benefits in psychoeducation and self-adherence in the screening, diagnosis, and treatment of mental illnesses [56]. Another recent review identified some technological systems that could rehabilitate elderly patients with insomnia, including virtual coaches [57].

Regarding their clinical fields of application for VC, most of the identified articles classified as RCTs directly or indirectly addressed the topic of physical activity [22-26,30,32]. Some RCTs were mainly focused on the use of VC to manage being overweight [18,20,27] or nutritional issues [21] instead of physical activity. Other RCTs dealt with technological interfaces to facilitate interactions with patients suffering from different chronic clinical conditions such as heart failure, chronic obstructive pulmonary disease (COPD) [28], depression and chronic pain [17] or therapy adherence [19,31]. Similar usage contexts, namely physical activity [33,34,37,40,42,48], nutrition [6], and chronic condition [35,39,41,43,47,51,52], were also found in most exploratory studies. Finally, we also identified other interesting exploratory studies that evaluated the psychological effects [36,44] and the psychoeducational benefits of VC for the users [38,45,46].

Conversely, we identified several scientific articles that highlighted the growing interest in the use of computer-based ECAs for clinical purposes, both in the context of physical activity [19-22,30-32,35,40,41,43,51] and psychological applications [36,38,42,44,45,49] (Figure 3). Moreover, the ECAs that simulated the key features of a human conversation have also been the subject of a scoping review centered on clinical psychology [55] and 5 theoretical articles focusing on their modeling and architecture [58-62]. Figure 4 shows the distribution of the clinical conditions treated in the 46 studies.
Table 3. Studies on virtual coaching applied to clinical or medical contexts included in the analysis as exploratory studies.

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Clinical field of application</th>
<th>Interface</th>
<th>Subjects enrolled</th>
<th>Subjects (n)</th>
<th>Testing period (in weeks, unless otherwise specified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guillen et al 2005 [33]</td>
<td>Physical activity</td>
<td>Touch screen monitor</td>
<td>Healthy</td>
<td>30</td>
<td>8</td>
</tr>
<tr>
<td>Segerstål et al 2011 [34]</td>
<td>Physical activity</td>
<td>Not real-time text message (Web-based)</td>
<td>Healthy</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>Cotè et al 2012 [35]</td>
<td>Chronic conditions</td>
<td>ECA (virtual nurse)</td>
<td>HIV positive</td>
<td>71</td>
<td>1 day</td>
</tr>
<tr>
<td>Novielli et al 2012 [36]</td>
<td>User’s reactions</td>
<td>ECA with verbal; face-to-face communication</td>
<td>Healthy young</td>
<td>30</td>
<td>Variable</td>
</tr>
<tr>
<td>Ellis et al 2013 [37]</td>
<td>Physical activity</td>
<td>ECA (computer-based)</td>
<td>Parkinson disease</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Hadlicka 2013 [38]</td>
<td>Meditation Training</td>
<td>ECA</td>
<td>Healthy</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Kreps et al 2013 [39]</td>
<td>Chronic conditions</td>
<td>SMS text reminders</td>
<td>Crohn disease</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>Silveira et al 2013 [40]</td>
<td>Physical activity</td>
<td>ECA with verbal and nonverbal communication (tablet based)</td>
<td>Healthy elderly</td>
<td>44</td>
<td>12</td>
</tr>
<tr>
<td>van Vuuren et al 2014 [41]</td>
<td>Chronic conditions</td>
<td>ECA with verbal and nonverbal communication (virtual therapist)</td>
<td>Chronic aphasia resulting from a single left hemisphere stroke</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Adams et al 2015 [42]</td>
<td>Physical activity</td>
<td>Not real-time text message (email) and phone call</td>
<td>Coronary artery bypass grafting</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Cotè et al 2015 [43]</td>
<td>Chronic conditions</td>
<td>ECA (virtual nurse)</td>
<td>HIV positive</td>
<td>26</td>
<td>b</td>
</tr>
<tr>
<td>Stevens et al 2016 [44]</td>
<td>User and ECA interactions</td>
<td>ECA (computer-based)</td>
<td>Healthy young</td>
<td>40</td>
<td>1 day</td>
</tr>
<tr>
<td>Tielman et al 2017 [45]</td>
<td>Psycho-education</td>
<td>ECA</td>
<td>Healthy</td>
<td>46</td>
<td>3 days</td>
</tr>
<tr>
<td>Chi et al 2017 [46]</td>
<td>Social isolation in older adults</td>
<td>Pet avatar (tablet based)</td>
<td>Healthy elderly</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Klaassen et al 2018 [47]</td>
<td>Chronic conditions</td>
<td>Text messages and notifications to the website and to the application</td>
<td>Adolescents with type 1 diabetes</td>
<td>21</td>
<td>6–8</td>
</tr>
<tr>
<td>Oyibo et al 2018 [48]</td>
<td>Physical activity</td>
<td>Video</td>
<td>Healthy</td>
<td>659</td>
<td>1 day</td>
</tr>
<tr>
<td>Suganuma et al 2018 [50]</td>
<td>Psychotherapeutic intervention</td>
<td>ECA with verbal; face-to-face communication</td>
<td>Healthy</td>
<td>128</td>
<td>2</td>
</tr>
<tr>
<td>Dworkin et al 2019 [51]</td>
<td>Chronic conditions</td>
<td>ECA</td>
<td>HIV positive</td>
<td>43</td>
<td>12</td>
</tr>
<tr>
<td>Srivastava et al 2019 [52]</td>
<td>Chronic conditions</td>
<td>Virtual coaching</td>
<td>Patients with prediabetes</td>
<td>10</td>
<td>1 day</td>
</tr>
</tbody>
</table>

aECA: embodied conversational agent.
bMissing data.
Table 4. Studies on virtual coaching applied to clinical or medical contexts included in the analysis as exploratory studies.

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Study aim</th>
<th>Outcome measurement</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guíllen et al 2005 [33]</td>
<td>Assess technological platform and the fitness condition.</td>
<td>Heart rate; VO₂</td>
<td>The couch is based on the personalized training programs adapted to user’s characteristics and preferences and on a continuous assessment of the actual fitness status.</td>
</tr>
<tr>
<td>Segerståhl et al 2011 [34]</td>
<td>Investigate how users incorporate a system employing 2 modes of delivery into their training and analyze benefits in personal exercise monitoring.</td>
<td>Heart rate</td>
<td>Personal exercise monitoring systems may be improved by more systematically combining mobile and Web-based functionality.</td>
</tr>
<tr>
<td>Cotè et al 2012 [35]</td>
<td>Study of the acceptability and feasibility of a Web application which was designed to empower people living with HIV to manage their daily antiretroviral therapies</td>
<td>Acceptability questionnaires; field notes; observations</td>
<td>The results of the study support the feasibility and acceptability of the intervention.</td>
</tr>
<tr>
<td>Novielli et al 2012 [36]</td>
<td>Investigate the user’s reactions to received suggestion by an embodied conversational agent (ECA) playing the role of artificial therapist in the healthy eating domain</td>
<td>Classification of speech; user’s reactions</td>
<td>The adaptation of the dialogue is crucial for an effective persuasive interaction.</td>
</tr>
<tr>
<td>Ellis et al 2013 [37]</td>
<td>Feasibility, acceptability, and preliminary evidence of effectiveness of a virtual exercise coach to promote daily walking in community dwelling persons with Parkinson disease</td>
<td>Six-minute walk test; gait speed; number of steps per day; retention rate; satisfaction; interaction history</td>
<td>Sedentary persons with PD successfully used a computer and interacted with a virtual exercise coach. Retention, satisfaction, and adherence to daily walking were high over 1 month.</td>
</tr>
<tr>
<td>Hudlicka 2013 [38]</td>
<td>Develop and evaluate a virtual mindfulness coach for training and coaching in mindfulness meditation</td>
<td>Web-administered surveys 5-point; Likert scale</td>
<td>Virtual coach-based training of mindfulness is both feasible, and potentially more effective, than a self-administered program.</td>
</tr>
<tr>
<td>Kepps et al 2013 [39]</td>
<td>Describe how electronic health communication programs can be improved by using artificial intelligence to increase immediacy</td>
<td>Weight; patient’s activity; sleep patterns</td>
<td>Artificial Intelligence can enhance the “immediacy” of eHealth by humanizing health promotion efforts, promoting physical and emotional closeness.</td>
</tr>
<tr>
<td>Silveira et al 2013 [40]</td>
<td>Investigate which information technology-mediated motivation strategies increase adherence to physical exercise training plans in older people</td>
<td>Adherence and attrition; gait speed; motivation instruments</td>
<td>The social motivation strategies were more effective to stimulate the participants to comply with the training plan and remain on the intervention.</td>
</tr>
<tr>
<td>van Vuuren et al 2014 [41]</td>
<td>Analysis of performance of a system for delivering speech and language therapy to people with aphasia, delivered by a virtual therapist</td>
<td>Performance in terms of word accuracy</td>
<td>For persons with aphasia, receiving treatment in an ecologically valid real-world setting delivered by a virtual therapist that provides more cues than not can lead to faster learning.</td>
</tr>
<tr>
<td>Adams et al 2015 [42]</td>
<td>Investigate how modify desired movements and activities in a way that minimizes shoulder joint abduction, extension, and flexion</td>
<td>Blood pressure; amount of work done in weight training</td>
<td>The VC, based on a sport-specific, symptom-limited exercise program, would enable the patient to train at a higher intensity than is typically allowed.</td>
</tr>
<tr>
<td>Cotè et al 2015 [43]</td>
<td>Explore and describe how patients living with HIV experience receiving customized asynchronous accompaniment via a virtual nurse</td>
<td>Semistructured interviews to get participants to share their experience of the intervention through personal stories and what they thought and felt during their participation</td>
<td>The virtual nurse humanized the experience and helped them acquire new skills for achieving optimal antiretroviral therapy adherence.</td>
</tr>
<tr>
<td>Stevens et al 2016 [44]</td>
<td>Investigate the effect of features of human behavior on the quality of interaction with an ECA</td>
<td>Number of errors in ECA speech; multiple-choice questions</td>
<td>Influences from mimicry can be explained by visual and motor simulation, and bidirectional links between similarity and liking.</td>
</tr>
<tr>
<td>Tielman et al 2017 [45]</td>
<td>Study the preferable presentation mode for improving adherence.</td>
<td>Behavioral data; questionnaires</td>
<td>Both the attitude towards the virtual agent and how well the psychoeducation was recollected were positively related to adherence in the form of task execution.</td>
</tr>
<tr>
<td>Chi et al 2017 [46]</td>
<td>Examine the perceived acceptance and utility of a tablet-based ECA (termed digital pet) for older adults</td>
<td>Semistructured, individual interviews for testing of a digital pet companion</td>
<td>A digital pet can provide older adults with companionship and enhance social interaction.</td>
</tr>
</tbody>
</table>
The user-centered design showed that nutrition education apps are feasible and acceptable solutions to support health promotion interventions in primary care.

Knowledge of the Mediterranean diet; URICA (University of Rhode Island Change Assessment)-short-form scale; intention to use technology for nutrition education

The study provides a set of guidelines for the design of persuasive technologies for promoting regular exercise behavior.

Use an internet-based cognitive behavioral therapy preventative mental health measure

The internet-based cognitive behavioral therapy with the embodied conversational agent can be used in mental health care.

Adherence; acceptability; feasibility, pre- versus posthealth literacy; pre- versus postself-efficacy

The strength of the physician–patient relationship appears to allow people with prediabetes to skip or advance rapidly through behavioral stages in the process of lifestyle modification.

<table>
<thead>
<tr>
<th>Study aim</th>
<th>Outcome measurement</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Describe the design and development of a nutrition education app and the results of a formative evaluation with families</td>
<td>Knowledge of the Mediterranean diet; URICA (University of Rhode Island Change Assessment)-short-form scale; intention to use technology for nutrition education</td>
<td>The user-centered design showed that nutrition education apps are feasible and acceptable solutions to support health promotion interventions in primary care.</td>
</tr>
<tr>
<td>See how patients with type 1 diabetes experience the game with a VC</td>
<td>System Usability Scale; semistructured interview to explore user experiences</td>
<td>User evaluations with patients under pediatric supervision revealed that the use of mobile technology in combination with Web-based elements is feasible.</td>
</tr>
<tr>
<td>Evaluate determinants of bodyweight exercise performance in the context of behavior modeling in fitness apps</td>
<td>Social cognitive theory instruments</td>
<td>The study provides a set of guidelines for the design of persuasive technologies for promoting regular exercise behavior.</td>
</tr>
<tr>
<td>Evaluate a novel approach that involves a website and virtual specialist for patients while they are awaiting their specialist appointment</td>
<td>Cross-cultural continence-specific quality of life; Pediatric Incontinence Questionnaire; ehealth literacy survey (eHEALS); Newest Vital Signs test; Working Alliance Inventory</td>
<td>A novel approach that involves a website and virtual specialist for patients while they are awaiting their specialist appointment showed an overall improvement in 74% of patients with urinary incontinence.</td>
</tr>
<tr>
<td>Use an internet-based cognitive behavioral therapy preventative mental health measure</td>
<td>World Health Organization-Five Well-Being Index; Kessler 10; Behavioral Activation for Depression Scale</td>
<td>The internet-based cognitive behavioral therapy with the embodied conversational agent can be used in mental health care.</td>
</tr>
<tr>
<td>Evaluate the feasibility, acceptability, and preliminary efficacy of an ECA intervention to improve adherence to antiretroviral therapy</td>
<td>Adherence; acceptability; feasibility, pre- versus posthealth literacy; pre- versus postself-efficacy</td>
<td>The pilot study of demonstrated acceptability and preliminary efficacy in improving adherence in this important population.</td>
</tr>
<tr>
<td>Evaluate performance relative to behavior stages associated with long-term behavior modification</td>
<td>Continuity in adherence to the program</td>
<td>The strength of the physician–patient relationship appears to allow people with prediabetes to skip or advance rapidly through behavioral stages in the process of lifestyle modification.</td>
</tr>
</tbody>
</table>

Table 5. Reviews and theoretical studies on virtual coaching applied to clinical or medical contexts.

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Clinical field of application</th>
<th>Interface</th>
<th>Study typology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ding et al 2010 [53]</td>
<td><em>a</em></td>
<td>Overview of virtual coach interventions</td>
<td>Review</td>
</tr>
<tr>
<td>Lentferink et al 2017 [54]</td>
<td>Lifestyle</td>
<td>e-Coach(^b)</td>
<td>Review</td>
</tr>
<tr>
<td>Provoost et al 2017 [55]</td>
<td>Psychotherapeutic interventions in clinical psychology</td>
<td>ECA(^c) (virtual human characters on computer screens to robots) and communication</td>
<td>Review</td>
</tr>
<tr>
<td>Vaidyam et al 2019 [56]</td>
<td>Psychiatry</td>
<td>Conversational agent, chatbot</td>
<td>Review</td>
</tr>
<tr>
<td>Salvemini et al 2019 [57]</td>
<td>Insomnia and sleep disorders</td>
<td>Virtual coach</td>
<td>Review</td>
</tr>
<tr>
<td>de Rosis et al 2006 [58]</td>
<td>Health promotion</td>
<td>ECA with verbal; face-to-face communication</td>
<td>Theoretical study</td>
</tr>
<tr>
<td>Cotè et al 2011 [59]</td>
<td>HIV positive</td>
<td>ECA (virtual nurse)</td>
<td>Theoretical study</td>
</tr>
<tr>
<td>Perez et al 2016 [60]</td>
<td>User and ECA interactions</td>
<td>ECA</td>
<td>Theoretical study</td>
</tr>
<tr>
<td>Cotè et al 2017 [61]</td>
<td>Chronic conditions</td>
<td>ECA (virtual nurse)</td>
<td>Theoretical study</td>
</tr>
<tr>
<td>Fadhil et al 2019 [62]</td>
<td>Health promotion</td>
<td>ECA</td>
<td>Theoretical study</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.  
\(^b\)e-coach: electronic coach.  
\(^c\)ECA: embodied conversational agent.
**Definition of Virtual Coach**

**Overview**

The term virtual coach was firstly used in the athletic context during the 1950s, in reference to sporting coaches that were leading the teams behind the scenes or over distance. The earliest medically oriented usage of Virtual Coach was in 1997 in an operating room for guiding a nonstandard surgical procedure. Nowadays, the term virtual coach is a specific technological concept referring to ad hoc platforms comprised of one or more devices with a dedicated software that are used for training and coaching interventions. VC platforms use several tasks to support the learning of new activities and encourage positive or correct behavior. According to Ding et al, 4 components (i.e., self-monitoring, context awareness, coaching strategy, and interface modality) define the space of action of such interventions and address when, how, and what message, feedback, and stimuli to deliver.

**Self-Monitoring**

This could be defined as the observation and recording of a specific activity or a specific condition, related to personal and physical information (e.g., activity levels, calorie intake, and weight). Self-monitoring is performed (also in real time) with a wide variety of sensors that allow the tracking of the user performance, triggering messages to the user only when they are necessary and relevant.

**Context Awareness**

This consists of a collection of specific contextual parameters (e.g., location, time, identity, and activity) and of the responsiveness to an interruption of a task based on that contextual information. However, many more factors, such as the emotional state of the user and the reason and modality of the interruption, are crucially linked to the responsiveness [63]. Sensor technologies combined with VC algorithms empower a system to improve the identification of contextual elements (e.g., location and user activity), optimizing the identification of activity discontinuation by the user and delivering prompt messages in appropriate moments.

**Coaching Strategy**

A coaching strategy selects which kind of content should be contained in each message delivered to the user, distinguishing general versus specific messages and the incorporation of proper emotional effects within them. The strategy also aims to perform a dynamic adaptation of the activities to the needs, performance, and improvements of the user, which are collected through the two self-monitoring and context awareness phases. Due to the adaptation, the annoying effect could be avoided and the user may be more confident in their use of the system. Moreover, positive messages may help to reinforce the performance, comfort, and interest in using the system. Conversely, the use of negative feedback and messages should be limited as they are normally inappropriate and the aim is to decrease errors.
Interface Modality

This includes the different kinds of interfaces (i.e., visual, auditory, and tactile) that can be used to deliver coaching messages to users. As matter of fact, ECAs have become the most popular interface because of increasing innovations in the field of computer graphics. ECA interfaces could be very different, ranging from simple animated characters to humanlike or animal-like entities, talking animals, or many other varying forms. One of the common trends is to design animated humanlike agents and then characterize them with a great heterogeneity of features, from its gender, aesthetics, and voice to its personality and behavioral patterns.

Interaction Between Virtual Coach and the User

As previously mentioned, the ability to provide coaching messages in a way that is personalized both to the user and the situation will likely develop a trustworthy relationship between the VC platform and the user, improving the acceptance and effectiveness of the technology. In this context, the interaction between the virtual coach and the user acquires a priority role. From the analyses of the literature, a description of the interaction between VC and users was found as the relevant topic. Several articles examined this theme in depth [18,20,21,36,49,53,55]. The most comprehensive description of the interaction between VC and users was proposed by Watson et al [20]. In their study, they suggested several steps to organize VC-user communication as a structured process: (1) opening with salutation and social contact; (2) proceeding to review of data acquired, feedback, and goal setting; (3) advice about specific topics (e.g., activities and diet); (4) guarantee to time of next contact; and (5) ending with encouragement and farewell.

Moreover, the structure and format of the dialogue, together with the content of individual expressions, needs to be personalized according to the users’ progress in the system, their current status, and the speech context [20]. An acceptable interface for communication should be able to distinguish the communicative and social attitudes of users, and adjust the dialogue and the interaction style accordingly [36]. Due to this personalization, individuals who did not reach their proposed objectives or who had a different attitude towards the communication would have had a different interaction than those who met their goals. The ability to provide personalized feedback and support, in an interactive manner, was the most successful coaching feature [38].

According to Kreps et al [39], the success of health communication interaction depends upon multiple factors, including the accuracy, timeliness, fidelity, persuasiveness, and sensitivity of messages exchanged. In addition, the immediacy is a critical factor in determining whether communication processes work and could help users to work together to achieve important health goals [39].

A group of 20 out of 46 revised papers (see Tables 1 and 3 and Figure 3) used the human ECAs as interface modality of VC. Provoost et al [55] published a scoping review about the use of the ECA in the field of clinical psychology. The authors defined the concept of an ECA via the classification of the roles, characteristics, and skills of these interfaces. Thus, the ECA consists of 3 components:

1. the interface that allows users to communicate with the ECA (e.g., from Web-based questionnaires to real-time audio and video input);
2. the algorithm that consists of the mental capacities of the ECA, allowing the ECA to react empathetically with users;
3. the so-called embodiment (or visual representation) of the ECA, meaning how it appears (e.g., humanoid, toylike, photograph, or fantasy). The look of the ECA is also defined by the way in which it communicates with users (e.g., verbally vs nonverbally, text messages vs speech, and with or without gestures and facial expressions).

The authors also categorized the way in which information was conveyed: ECA and users could communicate with each other through speech, facial expressions and eye gaze, hand and body gestures, or simply text [55]. The negative experience performed by Friederich et al [24] corroborated the relevance of considering the multiple verbal and nonverbal communication modalities when designing ECAs. In the cited paper, the avatar, with limited relational skills and unable to respond in gestures to the user’s state and input, was not able to enhance the intervention and therefore did not increase the intervention’s impact.

Simulating facial expressions and eye gaze (face-to-face conversation) is particularly important in health care when dealing with users with low literacy because in those cases, face-to-face encounters with health providers remain the most effective interaction modalities [21]. Regarding the aesthetic characteristics of the ECA, it is important to state that the level of trustworthiness is increased by the personification of the agent. The most recent systems incorporate bots, games, and simulated environments to talking/thinking/teaching ECAs, allowing them to understand the effect of different features of the system on human acceptability, understanding, and learning [44].

The effects of mimicry on likability in human-ECA interaction were tested to investigate whether visual cues displayed appropriate signals than those in the no-mimicking condition. Similarly, the effect of the ECA’s facial gestures (i.e., smiling, winking, and rolling eyes) was investigated in a parallel experiment to understand whether comprehension of a story was increased when recited by an ECA with facial expressiveness [44]. Expressive facial gestures may aid learning through increased redundancy and increased cognitive load. In contrast with this, it is reported that some users experienced a phenomenon referred to as the uncanny valley [64], where the general trustworthiness of the agent negatively correlates with the degree of visual realism of the ECA form. In other words, ECAs that are more cartoonish are perceived as more acceptable and effectively realistic than more visually realistic ones [38].

Regarding the social aspects of ECAs, it is worth mentioning that one of the selected articles described 4 social roles for ECAs [55]: (1) the social interaction partner aims to engage in an interaction with the user to improve specific social skills, (2) the tutor aims to teach something, (3) the coach aims to motivate and engage the user, and (4) the health care provider aims to simulate the behavior of a health care provider.
In addition, a pilot study evaluated how older adults could interact with a pet avatar [46]. This study examined the perceived acceptance and utility of a tablet-based conversational agent in the form of a pet avatar that was used by older adults over 3 months, during daily interactions. The results disclosed that this interface (ie, a digital pet) could provide older adults with companionship and enhance social interaction.

In conclusion, studies indicate that ECAs have the following benefits:

1. Social interaction: relations between a human being and a machine are social; an avatar supports contact in a natural way, like with other human beings.
2. User attention: animated characters can attract the user’s attention.
3. Real simulation: embodied relational agents provide the illusion of liveliness and interacting with a real person.
4. Body language information: facial expressions of the avatar contain a lot of information.
5. Trustworthiness and believability: the level of trustworthiness is amplified by the humanization of the ECA: a realistic face seems to be rated as more intelligent, engaging, and likeable.

Medical Care Sectors

Summary

The analysis of the literature showed that the application of the VC has involved different areas of the medical domain, which allowed us to address the problem from different angles. In particular, the studies evaluated specific topics, such as physical activity and nutritional regimen, or wider contexts linked to the reduction of the risk of illness. The following are the main topics covered.

Lifestyle: Physical Activity

The physical activity of adults and elderly people is increasingly recognized as an essential lifestyle behavior in maintaining health and preventing diseases. Therefore, it is not surprising that many articles have tried to introduce an automated exercise promotion system to support motor activity in healthy or overweight elderly subjects.

At the beginning of this decade, Segerstål and Oinas-Kukkonen [34] supported the idea that physical exercise monitoring systems could be improved by combining mobile and Web functionality. So, they conducted a qualitative field study with 30 participants using a heart rate monitor and a Web service in their training for 3 weeks. Despite the limitations of the study because of the lack of a control group, the authors showed that a system employing multiple modes of delivery may influence personal exercise monitoring as perceived by users, and highlighted the importance of future developments of intelligent coaching that can provide useful and personalized information. Indeed, keeping an optimal physical status is a critical issue in an ageing society. Hui et al [32] tested the effectiveness of a Web-based virtual training system with ECAs to improve physical activity in a sample of middle-aged adults. The system was flexible and convenient for adults, especially for those with a busy work life. In a preliminary validation study, Fadhil et al [62] discussed the outcome of a 1-month use of a conversational agent–assisted health coaching system designed to support health intervention delivery to individuals or groups, showing initial promising results in the engagement and adherence of users and the role of a conversational agent in delivering health-promoting activities.

Among the elderly population, Bickmore et al [21,22] evaluated the efficacy of an automated intervention with the ECA to improve physical activity and fruit and vegetable consumption in sedentary older adults, showing an effective result at changing health behavior with this computer-based program. Regarding physical activity, results of the RCT demonstrated that participants who received the ECA intervention walked significantly more steps, recorded by a pedometer, than control participants at 2 months [22]. In particular, the authors highlighted 2 fundamental factors on the success of physical activity promotion: the importance of face-to-face conversation, using voice, between the ECA and the participants, and their level of health literacy. A subsequent work by Friederich et al [24] confirmed that the relational skills of the avatar are very important in strengthening the relationship with the user and may enhance intervention impact. In fact, they developed a Web-based physical activity intervention based on motivational interviewing that was done by an avatar positioned behind a desk in a small office (Figure 3, on right). The avatar communicated through text balloons, without the use of voice or nonverbal expressions such as empathic gestures and eye and head movements. Consequently, the avatar used in the study was not able to increase intervention effectiveness and the authors concluded that the action of a virtual coach with more complex relational skills had to be recommended for future research. In this context, King et al [30] conceived a study design to evaluate the comparative effects of physical activity recommendations by humans or computers in unserved populations. The authors, confident of the results obtained by using a virtual advisor (ie, ECA) in a preliminary study [65], hoped to obtain, through a comparative effectiveness trial, the confirmation that this program could offer a substantial potential to reduce the health disparities gap by influencing a key health behavior in underserved populations.

In addition, a Web-based physical activity intervention was proposed to increase health and reduce risk factors in the elderly population. In several studies from the same group [23,25,26], an internet program aimed to increase physical activity and improve quality of life of inactive older adults using monitoring and feedback by accelerometers and digital coaching. The authors found that an internet-based physical activity program was effective in improving quality of life after 3 months, particularly in participants that reached their individually targeted increase in daily physical activity. More importantly, they also observed an improvement of objectively measured daily physical activity and metabolic health after a 3-month, Web-based, physical activity intervention. Such Web-based interventions provide new opportunities for large-scale prevention of chronic and metabolic diseases in the aging population.

Similarly, in a preclinical exploratory trial [40], an information technology–based training app that runs on tablets and monitors...
older people was used to follow personalized training plans autonomously at home, and to improve balance and strength in 44 older adults. The app seemed to assist and motivate the subjects to autonomously perform strength-balance exercises and increase their gait speed. The social motivation strategies were more effective at stimulating the participants to comply with the training plan and lowered the dropout rate.

**Lifestyle: Nutrition and Obesity**

Watson et al [20] demonstrated a sustained level of activity in overweight adults provided with a VC in addition to a pedometer and Web-based feedback, compared with a decline seen in those without VC. Even the use of an electronic coach (e-coach) to support and help users has resulted in them keeping their weight under control [18,27], or the development of an intelligent virtual agent (ie, ECA) to persuade people to improve their eating habits [36] has provided promising results. Limited experiences are documented in the context of nutrition education apps, which however seem to be potentially useful in providing effective prevention and health promotion programs for overweight children [18].

To provide guidelines for the design of persuasive technologies for promoting regular exercise behavior, Oyibo et al [48] conducted an empirical study on 659 subjects to uncover the determinants of the performance of bodyweight exercise behavior. After modeling 2 popular bodyweight exercise behaviors using a virtual coach, they showed that perceived self-efficacy and perceived social support are the strongest determinants of this exercise behavior.

In a cohort of 10 patients with prediabetes, Srivastava et al [52] recently offered a module consisting of a Web app supporting diabetes prevention education and a mobile app with an electronic diary and virtual coach. Thanks to an efficient review of user performance and the ability to send support notifications from the user’s coach or physician, the module reached a high success rate (60%), allowing patients at high risk for diabetes to be engaged in the process of lifestyle modification.

**Chronic Diseases**

VC could play a fundamental role for people with chronic diseases, providing them with support for the self-management of their problems at home. This explains why some authors have begun to evaluate the use of e-coaches in communities of no longer healthy subjects. In 2008, Allen et al [17] developed an internet-based health coaching intervention to enhance patient-provider communication regarding 3 common conditions: chronic pain, depression, and impaired mobility. This efficient and low-cost approach offered an innovative opportunity to improve patient and clinician partnerships in managing chronic conditions. An internet-based health coaching intervention that can offer a significant benefit to many patients, but differs substantially from usual nursing care, was also implemented to empower patients toward collaborative self-management. Providing and evaluating the experience gathered within a community of patients with Parkinson disease, Kreps et al [39] showed that VCs and comfortable human-computer interfaces (based on user-centered AI approaches) could stimulate active information processing and adoption of new thoughts, such as motivation and behavior changes. A proof of concept of a pervasive gamified platform framework that is a combination of integrated sensors (wearables), a VC, and serious games in health care has been recently reported by Klaassen et al [47]. Interestingly, they combined different technology components to promote positive health behaviors among young people with type 1 diabetes.

Ritchie et al [28] conducted a study on the use of the system and readmission outcomes of a pragmatic randomized trial of e-coach (as the VC was called in this paper). In the study, the system was used in a diverse sample of complex medical patients with congestive heart failure and COPD from a wide geographic region in the Southern United States. Although 30-day rehospitalization rates did not statistically differ between the e-coach and usual postdischarge care groups, in the COPD subgroup the e-coach was associated with significantly fewer days in the hospital. This indicated that interventions may need to be disease-specific to decrease rehospitalization rates and to ensure adequate postdischarge care. This study addressed the problem of how to manage care transition from the hospital to the home for people with two different critical illnesses. E-coach, supported by an interactive voice response (IVR) system, did not reduce the rehospitalization of these subjects. This evidence led the authors to conclude that, to date, a combination of an IVR and personal contact with the treating physician is the solution to that has the most beneficial effect on reducing preventable readmissions and providing optimal transitional support for these complex patients. In the cardiological field, Adams et al [42] described a single case of a patient who was a powerlifter and returned to his sport after coronary artery bypass grafting with long-distance coaching by the cardiac rehabilitation staff. Through high-intensity training that was complemented by phone and email support, he lifted heavier loads than he had before the bypass grafting.

Regarding the neurological diseases, Ellis et al [37] conducted a phase 1, single-group, nonrandomized clinical trial in Parkinson disease (PD). The intervention was designed to increase the physical activity of 20 subjects with mild-to-moderate PD by promoting additional daily walking using a pedometer and brief daily interactions with the computer-animated virtual exercise coach. Patients successfully used the virtual coach at home over a 1-month period, demonstrating the initial feasibility of this approach.

With a virtual therapist designed for speech therapy that works across devices, and built-in Web monitoring, scheduling, and communication technologies, van Vuuren et al [41] recruited 8 participants with chronic aphasia to receive intensive computer-based script training differing in the amount of high or low cuing provided during treatment. With the limitations of a small sample size and the lack of separation of auditory and visual cuing, the overall effect size for the computerized treatment was large and like what would be expected when treatment was delivered by a speech-language pathologist.

With the role of virtual nursing avatars (VNAs) considered to be promising and evolving [66] in the context of chronic disease, Cotê et al [35,43,59,61] promoted the application of VNAs.
through a Web app to support the management of antiretroviral therapy and the adoption of healthy behaviors in HIV patients.

In a 3-month pre- to postdesign pilot study, the promotion of HIV medication adherence was also explored in 43 patients using a theory-based, mobile-delivered, ECA to provide information and behavioral skills. They showed good acceptability and preliminary efficacy in improving drug adherence [51].

The promotion of therapy adherence in other chronic diseases was also described through a Web-based nursing intervention in some pilot RCTs [19,31], whose results support the feasibility and acceptability of the virtual nursing sessions in a small sample of patients.

**Psychology**

The use of VC has also involved the field of, both in offering new educational approaches or psychotherapeutic support, and in trying to understand the relationship between ECA and user. In 2013, Hudlicka [38] reported that the virtual coach–based training of mindfulness was potentially more effective than a self-administered program, including written and audio material, in a group of students initiated to this practice. Although it had a low number of participants, the study highlighted the possible effectiveness of virtual training and coaching in ending or acquiring a behavior that may be deleterious (eg, smoking) or healthy (eg, exercise) in people exposed to medical risk. A virtual agent was also used with good results in favoring adherence to a therapeutic task within a psychoeducational process [45]. However, the study showed that if psychoeducation was presented in the text, it resulted in better adherence than if the agent offered it verbally. Indeed, we know how important the mimicry and the expressiveness of the ECA are for its effective interaction with the user. These 2 aspects have been addressed in 2 interesting experiments reported in a recent article by Stevens et al [44] (see “Interaction between virtual coach and the user”). Recently, ECA applications in clinical psychology have been reviewed but the authors concluded that these applications are still limited [55].

**Risk Factors Reduction**

ECAs and VC services with an integrated cognitive training system, interactive clinical scales and tests to identify chewing and swallowing difficulties, with integrated pedometers and other wearable sensors (fall, freezing, or motor fluctuation detection systems), as well as a home-based interactive information environment can be used to identify and prevent disease-related complications at home or outdoors. This type of coaching system has been demonstrated in health problems such as obesity and a sedentary lifestyle [20,22,27]. This user interface would also provide daily motor, cognitive, and behavioral exercises and tips, monitor lifestyle and take care of treatment adherence monitoring, with AI to solve basic inquiries, and would provide contact with urgent or nonurgent health care responses if needed. The hardware of this system would be a combination of home-based wall microphones, speakers, and screens and a mobile phone–based system. A comparable system for heart failure was implemented for the My Heart IST-2002-507816 project [33]. This system was designed to be remotely supervised by humans specialized in health care, such as nurses, providing an environment for transitional care of patients. This would have had an additional positive impact on the prevention of hospital admission–related complications and in reducing sanitary burden and costs by minimizing admission days in the hospital and out of community [21].

**Treatment Adherence**

Any implemented VC service such as ECA should also take specific care of treatment adherence monitoring. In this sense, the creation of a virtual social environment may include that patients could exchange information with other patients or could directly contact their reference health care professionals for treatment-related inquiries [27]. However, the adherence to the treatment or intervention very much depends on the humanity of the ECA, such as showing empathy, emotions, or using human-like speech. Those devices that are monitored and controlled remotely by humans have been shown to be particularly effective [30,46]. Kreps and Neuhauser demonstrated that it is possible to provide computer-mediated support to patients to track their medication adherence [39], and this evidence may be very useful in preventing motor fluctuations and dyskinesias in PD patients, where the chronology of treatment is important [37].

**Discussion**

**Findings**

This scoping review shows that in the last 10 years, there has been a growing interest in implementing VC programs aimed at stimulating and guiding users toward positive behaviors in the various sectors of the health care world. In the review, we evaluated all available evidence on the use of VC, defined a coaching program, and suggested problem-solving strategies helping users to face specific medical conditions. In most cases, a successful VC approach must consist of participant-involving methods, with a focus on the individual patient’s lifestyle conditions. In addition, the review allowed us to map the key concepts currently tied to the users’ or patients’ VC, such as function and symptoms, medication, dietary recommendations, recognition and coping with alarm signals of worsening of the disease, psychological and emotional reactions in connection with the disease, and exercise strategies. The patients’ relatives or other acquaintances can be involved depending on the patients’ needs and requests, and education must be conducted in a combined individual and group-based setting.

Recently, another review examined eHealth interventions with the combined use of self-tracking and persuasive e-Coaching [54]. It is interesting to note that the review provides information on which key components can be effective on health outcomes, usability, and adherence. Although the analysis is relevant for future strategies that combine self-tracking and persuasive e-Coaching, it addresses the topic of the virtual coach differently from our review, which aimed to analyze the context and the medical implications of the interventions carried out rather than the aspects that can influence the effective use of technological solutions. We extended the investigation to the study protocols, the types of interface adopted, and the medical areas of interest, adding a dedicated section for the latter, and we decided to
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gather this information as it would allow us to assess the state of the VC application related to its degree of use and diffusion in the medical health field.

**General Implications in the Medical Sector**

Regarding the medical care context, to date, the use of virtual coach technology—assisted care seems to be more represented but it has mainly been implemented for healthy subjects with the aim of improving their health behaviors and reducing the risk factors for cardio- and cerebrovascular diseases, such as obesity or physical inactivity. On the contrary, only 7 studies considered groups of patients with chronic diseases (ie, depression, heart failure, COPD, PD, Crohn disease, diabetes, and urinary incontinence) with the intent of demonstrating the usefulness of different internet-based health coaching interventions. These were aimed, for example, at improving communication with nursing staff, reducing the rate of rehospitalization of patients, or promoting their daily physical activity.

It is noteworthy that this review found 16 RCT studies among the 46 articles selected for concrete coaching interventions in the medical health field in the last 10 years. However, although this may represent an interesting fact for a topic that has appeared over the last 15 years, it deserves some specific considerations. First, as the majority of RCT studies involved healthy subjects, although often constitutionally overweight or in old age, their primary aim was often to promote healthy behavior. Moreover, with particular reference to this type of intervention on a healthy population, RCT studies have so far preferentially evaluated the use of VC for the purposes of primary prevention [18,21,22,24-27,29,30,31] and only in 4 cases [17,19,28,31] have they speculated about its application in chronic pathological conditions. Thus, most RCT studies have, above all, demonstrated how various technologies used to activate VC are feasible and acceptable and, consequently, how they can have a potential impact on preserving public health.

In relation to the ambitious goal of helping with the implementation of primary prevention, it is obvious that both the limited number of subjects studied and the short time of use of the technological solutions have not yet allowed research to sustain the absolute effectiveness of VC in producing a change in harmful behavior or maintaining good habits that can positively affect people’s health. Conversely, it is known that studies related to lifestyles and how these can be modified in a positive and healthy way require several years of monitoring of a large population. Second, although 6 RCT studies evaluating physical activity and 3 being overweight are present, the comparability of results within each of the two groups is inadequate for differences in average age and sample size of the studied populations, in the types of interface, and in the used outcome measures.

Most of the remaining studies, definable as exploratory, return little information beyond the interest of some authors in evaluating the application of VC in the management of some pathological conditions.

Health promotion can be achieved by using ECA or IVR systems, as the usability and acceptance of these devices is usually high [24,30,46]. They have been used for engaging the elderly in regular physical exercise [24,30,46], and they have been applied in combination with tracking devices and sensors, such as pedometers, to promote a healthy lifestyle in older adults with obesity and a sedentary lifestyle, [20,22,27] and to enhance an adult’s social interaction.

The therapeutic alliance between the patient and the health professional has also been considered an integrative element in all forms of therapy, regarding both the efficacy of treatment and the improvement of adherence. Interestingly, ECAs, especially those exhibiting empathic behaviors, can potentially deliver nonjudgmental support like real face-to-face communication, and thus may compensate for clinical failures in some groups of patients. ECA might also be used to promote healthy eating habits specific to neurologic and cardiologic patients. In addition, taking care of nutrition in patients is very important, particularly during pharmacological treatments as many nutrients may interact with drugs (eg, levodopa), thus interfering with their intestinal absorption. Although the ideal characteristics of an ECA developing an empathic relationship with the user are still under study, this interface seems to bring good acceptability in many studies and could be the best solution today in terms of an interface for controlling the regular intake of drugs in patients with chronic diseases.

**Cardiological and Neurological Areas**

The review has revealed a certain interest in cardiological and neurological diseases which, as is well known, often require changes in lifestyle, adherence to drug therapies, and specific rehabilitation programs. Specifically, cardiological and neurological diseases are especially relevant for people as they age. They include cardiovascular diseases, such as heart attack and heart failure, cerebrovascular diseases, such as stroke, or neurodegenerative disorders such as PD. Admittedly, these diseases have quite different pathogenic mechanisms and therapeutic treatment, with an acute onset or a chronic course. However, the structure of the rehabilitation programs is quite similar, even if the care plans and their basis might differ at some points. Their main objective is to help the patients in improving their quality of life as much as possible through recovery of their fitness levels and motor and cognitive disabilities. People should be supported in relearning or regaining the ability to deal with their home environment without (extensive) help. Thanks to the progress in acute treatment (eg, coronary angioplasty, thrombolysis, the concept of stroke units, and dysphagia management), most people survive acute pathological events but they are often affected by long-term disability.

Consequently, rehabilitation (mainly as organized inpatient multidisciplinary rehabilitation) remains one of the cornerstones of disability treatment. Rehabilitation strategies help survivors to relearn skills that are lost. In the literature, there are models [67,68] that illustrate disease progression with and without rehabilitation, emphasizing its importance in improving functional performance. The main idea is that rehabilitation is necessary to develop and expand functional recovery in acute
disease (eg, heart attack or stroke) and to slow down cognitive and motor function decline in chronic disease (eg, heart failure or PD). Currently, the adjustment of chronic drug therapy and rehabilitation therapy may start from the acute care hospital after the person’s overall condition has been stabilized, and it should be a long ongoing process continued after being out of clinic for months or years. However, the surveillance of correct drug intake and the continuation of rehabilitation treatment are difficult in the domestic environment, especially if not supported adequately by informal caregivers and in the presence of frailty conditions likely to be relevant for the older population. So, in most cases, the correct drug intake may not occur and the rehabilitation process will end following clinical discharge, so patients will have a risk of a clinically unstable condition or a gradual increase in their disability level by detraining. In this scenario, the intervention of a VC would have significant and positive implications in terms of home therapeutic management of patients suffering from these diseases.

**Lack of Continuity of Care**

The lack of continuity of care leads to a gap between the real patient’s condition and the level of recovery that they could reach with a constant, well-structured rehabilitation process [51,52]. To maximize the rehabilitation outcome, the patient’s motivation should be sustained during exercise repetition. Patients need to be able to practice motor actions in different tasks and environmental contexts to develop motor schemata that are versatile enough to meet the situations they encounter in daily life. The difficulty level of the motor and cognitive task assigned to the patient, together with their subjective awareness of the obtained global performance and the quantity and quality of feedback received during training, can influence patient motivation and produce different means of acting and different performances.

In addition to improving motor and cognitive manifestations by proper monitoring and rehabilitation programs, one of the main elements determining quality of life is related to rehabilitation strategies oriented to promote independence in basic and instrumental activities of daily living. For all these reasons, it is time to design and implement coaching systems capable of activating the appropriate strategies to improve the motor and cognitive disabilities of patients, including those promoting independence in personal hygiene, dressing, self-feeding, using the telephone or other forms of communication, and taking prescribed medications. Thus, continuously applied and personalized rehabilitation programs help people with disabilities to improve the body functions that limit reinsertion into their home or community, living independently, and participating in education, the labor market, and civic life [41]. Currently, the major disadvantages of home-based rehabilitation solutions are the lack of specialized equipment and insufficient alignment and adaptability of the technical possibilities to the individual care needs and abilities, but **ad hoc** VC systems could be the answer to these problems.

**Future Perspective of Virtual Coaching System**

The review of the VC literature confirms an increased diffusion of technologies with strong interaction with human beings in the world of health and medicine. The increase in interest on this issue is evident not only in the number of publications since the beginning of the current year but also in the guiding vision of the EU’s Horizon 2020 research framework program.

If up to now most studies have tested the goodness of the technological interlocutor and the availability of the human one, in the future, we will try to strengthen this relationship in the medical sector as we are working to foster patients’ engagement toward a process of self-awareness and self-confidence in health management. Nevertheless, advanced modes of presence will lead to ubiquity of the VC and allow further interaction modes. Integrating the VC within the real world in terms of an augmented reality (eg, the avatar could also be present in the car) will broaden its abilities to guide the user and therefore increase the literacy of the suggested actions. Advanced sensing and acting levels allow seamless adaptation in relation to the people’s conditions. Prospectively, multiple linked coaches will allow better monitoring and guidance of the user. Furthermore, the to-be virtual coach will not only improve basic treatment scenarios, but the advanced AI may also infer new treatment strategies.

Hopefully, these changes will allow us to deal with increasingly complex clinical situations, mainly belonging to the world of chronic diseases and disabilities. The lesson acquired so far, aimed at promoting coaching interventions often on healthy subjects, independent thinking, and acting, represents an important step in transferring the experience of the interventions on the major themes of primary prevention to the more complicated and specific ones of secondary prevention.

Thus, the future of VC for frail or sick people is expected to provide solid evidence about the usefulness and effectiveness in preserving physical, cognitive, mental, and social well-being for as long as possible. More specifically, the VC will educate and finally empower patients to increase their adherence to drug therapy and to pursue physical and cognitive rehabilitation programs to regain independence with a healthier lifestyle and a better quality of life.

**Strengths and Limitations of This Scoping Review**

This scoping review was guided by a protocol reviewed by a research team that adopted Arksey and O’Malley’s definition for scoping reviews at the outset of the study and found that their simple definition was generally useful in guiding study selection. To ensure a broad search of the literature, the search strategy included 3 electronic bibliographic databases, the reference list of different articles, the websites of relevant journals, and the snowball technique. Each citation and article were then reviewed by 3 independent reviewers belonging to different disciplines (medicine and bioengineering) who met at regular intervals to resolve conflicts.

For several reasons, this review brings new information to the reader’s attention. First, it revised the definition of virtual coach, demonstrating the current validity of the first description made by Ding and how it can still include the technological developments of recent years aimed at improving interaction between virtual coach and user. Second, with an innovative approach, the review significantly aimed at highlighting which medical care sectors were considered to apply VC. Considering
this extensive analysis, the review aimed to return useful information to bioengineers regarding the current potentialities of the medical application of VC and look at its possible future uses.

Nevertheless, some limitations are worth noting. First, because of variability in the conduct of scoping reviews, we are aware that there is a need for methodological standardization to ensure the strength of evidence. Second, this review may not have identified all the papers in the published literature despite attempts to be as comprehensive as possible. Our search algorithm included 9 different terms (and their declination) previously used to describe the VC devices and services; however, other terms may also exist. Although our search included 3 databases (ie, PubMed, Scopus, and Embase), the overall search strategy may have been biased toward health and sciences. Moreover, we may have missed some papers in the gray literature.

Conclusions

The continuous technological progress is changing the impact on users of the use of a humanoid avatar, which is an artificial figure apparently substitutive for a health professional. This relationship could entail numerous preconceptions, such as the lack of a direct dialogue between doctor and patient. As already underlined, a trusty relationship will be based on the good interaction between the user and the avatar and on how much the latter is recognized as an element of a high-quality medical care process. However, the psychological implications of this relationship can only be known through the concrete application of these technologies. Based on our analysis, we must look forward with confidence, aware that there are still several open questions. In a broader vision, many articles on VC have directly or indirectly addressed medical aspects of utmost importance in both primary (eg, risk factors reduction) and secondary (eg, treatment adherence) prevention.

However, the review gained evidence that VC is more rarely applied in medical care for secondary prevention. As a matter of fact, although physical activity is mostly encouraged by a VC system, we know that it cannot be compared with a real rehabilitation program, whose indication is of extreme importance in patients suffering from acute disabling events or motor functional impairments because of several chronic conditions. Therefore, in the current scenario of VC application, rehabilitation is the great absentee. Thus, looking at a secondary prevention of chronic diseases, VC has a concrete potential to improve medication adherence and to extend existing rehabilitation programs for patients, providing a great opportunity to guarantee the continuity of care between hospital and home. Considering these considerations, it is essential that the constructive dialogue between bioengineers and clinicians in creating innovative technological platforms continues and improves to deal synergistically with new challenges in the world of medical care.
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Abstract

Background: Many health care organizations around the world have implemented health information technologies (ITs) to enhance health service efficiency, effectiveness, and safety. Studies have demonstrated that promising outcomes of health IT initiatives can be obtained when patients and family members participate and engage in the adoption, use, and evaluation of these technologies. Despite knowing this, there is a lack of health care organizations using patient and family engagement strategies to enhance the use and adoption of health ITs, specifically.

Objective: This study aimed to answer the following three research questions (RQs): (1) what current frameworks or theories have been used to guide patient and family engagement in health IT adoption, use, implementation, selection, and evaluation?, (2) what studies have been done on patient and family engagement strategies in health IT adoption, use, implementation, selection, and evaluation?, and (3) what patient and family engagement frameworks, studies, or resources identified in the literature can be applied to health IT adoption, use, implementation, selection, and evaluation?

Methods: This scoping review used a five-step framework developed by Arksey and O’Malley and adapted by Levac et al. These steps include the following: (1) identifying the RQ, (2) identifying relevant studies, (3) selecting studies, (4) charting relevant data, and (5) summarizing and reporting the result. Retrieved academic and grey literature records were evaluated using a literature review software based on inclusion and exclusion criteria by two independent reviewers. If consensus was not achieved, two reviewers would resolve conflicts by discussion. Research findings and strategies were extracted from the studies and summarized in data tables.

Results: A total of 35 academic articles and 23 gray literature documents met the inclusion criteria. In total, 20 of the 35 included studies have been published since 2017. Frameworks found include the patient engagement framework developed by Healthcare Information and Management Systems Society and the patient and family engagement framework proposed by Carman et al. Effective strategies include providing patients with clear expectations and responsibilities and providing reimbursement for time and travel. The gray literature sources outlined key considerations for planning and supporting engagement initiatives such as providing patients with professional development opportunities, and embedding patients in existing governance structures.

Conclusions: Several studies have reported their findings regarding successful strategies to engage patients and family members in health IT initiatives and the positive impact that can emerge when patients and family members are engaged in such initiatives in an effective manner. Currently, no framework has consolidated all of the key strategies and considerations that were found in...
this review to guide health care organizations when engaging patients and family members in a health IT–specific project or initiative. Further research to evaluate and validate the existing strategies would be of value.

**Introduction**

Globally, health care organizations have implemented health information technologies (ITs) to improve health service efficiency, effectiveness, and patient safety [1-9]. Health IT in this context refers to several technologies implemented in clinical settings to improve an aspect of clinical care. These technologies may include but are not limited to (1) electronic health records (EHRs; medical records in electronic form), (2) patient portals (Web access to a variety of functions such as viewing lab results and booking an appointment), (3) care coordination portals (electronic portals that support the coordination of care activities), and (4) mobile health apps (apps to track, learn, or monitor an aspect of one’s health) [10,11]. Some organizations have implemented patient portals that are tethered to hospital EHRs to provide patient access to their health information and provide patients with digital tools to take more control over their own health and care [12-14]. However, not all health care organizations have consistently taken full advantage of their health IT and systems [15]. Therefore, many of their potential benefits to patients, families, health professionals, and the health care system remain unseen [15].

Several studies have shown promising results from health IT when engaging end users such as patients and family members in the adoption, use, and evaluation of a specific health IT such as an EHR [16,17]. One article revealed a decrease in medication errors at the hospital when patients were engaged in the implementation of an electronic medication administration system [16]. By engaging patients in interviews to determine the best methods for identifying mental health patients through the barcode scanning process, an improvement in medication scanning rates and reduction in medication errors was realized [7]. In another study, patients engaged in user interface testing of a patient portal improved the usability and uptake of the technology by marginalized patient populations [18]. These examples show that active ways (eg, incorporating patients on design teams and obtaining patient feedback preimplementation of a health IT) of engaging patients and family members in health IT activities can be beneficial [18]. If health care organizations begin to effectively engage their patients and families in the development, adoption, use, and evaluation of health IT more regularly, there may be an increasing number of benefits realized.

Engaging patients and family members in decision making related to health services is not a new concept [19]. In fact, patients have engaged with health care organizations in many ways for several years now, such as advising health care institutions about health service delivery and patient-oriented health research [20]. In the United States, the Patient-Centered Outcomes Research Institute has advocated and funded the engagement of patients in many research initiatives [21]. However, patient engagement in health IT development, adoption, use, and evaluation is not as mature as it is in patient participatory medicine for health service delivery. The term, patient engagement, in this context broadly encompasses processes that involve informing and/or partnering with patients [22], to inform health service planning and delivery of the health IT. Engaging in a patient’s own health care is outside of the scope of this discussion.

The objective of this scoping review was to explore studies that aim to improve outcomes of health IT initiatives through patient and family engagement and to explore practical strategies that health care organizations can leverage to meaningfully engage patients and families across the continuum of health IT initiatives. The review specifically focuses on how patients and family members can be involved in the health service planning and delivery context and not how they are more engaged in their own care.

**Methods**

This scoping review adopted the 5-step framework defined by Arksey and O’Malley [23] and updated by Levac et al [24]. These steps include the following: (1) identifying the research question (RQ), (2) identifying relevant studies, (3) selecting studies for data collection, (4) charting relevant data, and (5) summarizing and reporting the result [23,24]. Ethical approval was not required for this study. The following sections outline the steps followed to conduct the review.

**Step 1: Identifying the Research Questions**

The literature review was conducted to answer the following three RQs:

- **RQ1:** What current frameworks, models, or theories have been used to guide patient and family engagement in health IT adoption, use, implementation, selection, and evaluation?
- **RQ2:** What studies have been done on patient and family engagement strategies in health IT adoption, use, implementation, selection, and evaluation? And what are their results?
- **RQ3:** What patient and family engagement frameworks (not specific to health IT), studies, and/or resources can be applied to health IT adoption, use, implementation, selection, and evaluation?

The use of the 3 RQs was done to clearly articulate the scope of the review and explore literature that can be applied broadly to patient and family engagement in health IT projects or initiatives. The following assumptions were made to clarify the terminology used in the study when developing the RQs. The
broader term health IT was used to represent various forms of IT used in health contexts such as (but not limited to) EHRs (patient records accessible via a computer) [25], patient portals (secure websites that allow patients to access their health record and other functions such as booking a medical appointment) [26], care coordination portals, and mobile health apps (use of mobile devices to provide health care services) [27]. RQs and terminology were refined through consultation with the members of the research team and a patient and family advisory committee. The patient and family advisory committee was based at a Canadian hospital located in Toronto, Ontario.

Step 2: Identifying Relevant Studies

With the guidance of a research librarian with experience conducting scoping reviews, a search strategy was developed using the following databases: MEDLINE, PsycINFO, Cumulative Index for Nursing and Allied Health Literature, Theses Canada, and the Education Resources Information Center. These databases are all commonly used in health science–related literature reviews with a focus on health services and were made available through the organizations in which the authors are employed. A primary search strategy was developed for the MEDLINE database (see Table 1) and adapted to be used for the other electronic databases.

The search strategy used a combination of relevant Medical Subject Headings terms identified by the research librarian and keywords with Boolean terms (search combinations are shown in Table 1 via the use of the various search syntax shown above). The database search was supplemented with a search for unpublished gray literature related to patient engagement frameworks and toolkits. The search tool by the Canadian Agency for Drugs and Technologies in Health, Grey Matters, guided the gray literature search. A search using Google’s search engine was also completed. Additional methods for identifying relevant resources included the following: (1) reference searching from key article reference lists, (2) input from health IT experts, and (3) the patient and family advisory committee.

The gray literature search used keywords to refine the search that included the following: ehealth, electronic medical records, electronic health records, patient portals, patient/families/caregiver engagement, ehealth adoption, use and evaluation, frameworks/strategies/resources/tools/toolkits, and health IT. Searches were completed between June and December 2018, and the screening process took part in early 2019.

Inclusion/Exclusion Criteria

Studies and frameworks in any clinical or health care setting were included. The studies and documents assessed were not limited to their date of publication or country of origin. Studies not published in English were excluded from this review. Systematic reviews were not eligible, but their reference lists were screened to find supplementary relevant studies. Studies that did not explicitly address patient or family engagement were excluded from the review. The focus of the review was on studies that involved, engaged, or empowered patients, families in the decision-making process, and across all stages of a health IT initiative for health service planning and delivery and not studies that focused on technologies that can be used to engage patients, families, and/or caregivers in their care. Studies that focused on patient engagement as an outcome of integrating and enabling technologies in the care process were, therefore, excluded.

Table 1. Shows the search strategy developed for the MEDLINE database.

<table>
<thead>
<tr>
<th>No</th>
<th>Searches</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>health records, personal/or patient portals/</td>
<td>1531</td>
</tr>
<tr>
<td>2</td>
<td>exp Medical Records Systems, Computerized/ or exp Electronic Health Records/ or exp Hospital Information Systems/ or exp Information Systems/</td>
<td>235,853</td>
</tr>
<tr>
<td>3</td>
<td>exp Patient Participation/</td>
<td>23,426</td>
</tr>
<tr>
<td>4</td>
<td>((patient or family or caregiver) adj2 (engag* or involv* or empower* or activat* or participat*)).mp.</td>
<td>46,576</td>
</tr>
<tr>
<td>5</td>
<td>framework.ab,ti.</td>
<td>217,304</td>
</tr>
<tr>
<td>6</td>
<td>exp Telemedicine/</td>
<td>24,262</td>
</tr>
<tr>
<td>7</td>
<td>exp Patient Portals/</td>
<td>179</td>
</tr>
<tr>
<td>8</td>
<td>“patient and public involvement”,kw.</td>
<td>145</td>
</tr>
<tr>
<td>9</td>
<td>exp Medical Informatics/</td>
<td>419,180</td>
</tr>
<tr>
<td>10</td>
<td>theory.ab,ti.</td>
<td>303,436</td>
</tr>
<tr>
<td>11</td>
<td>model.ab,ti.</td>
<td>1,870,340</td>
</tr>
<tr>
<td>12</td>
<td>Search #5 or Search #10 or Search #11 [framework set]</td>
<td>2,259,697</td>
</tr>
<tr>
<td>13</td>
<td>3 or 4 or 8 [patient engagement set]</td>
<td>46,658</td>
</tr>
<tr>
<td>14</td>
<td>Biomedical Technology/</td>
<td>5923</td>
</tr>
<tr>
<td>15</td>
<td>Search #1 or Search #2 or Search #6 or Search #7 or Search #9 or Search #14 [eHealth set]</td>
<td>472,799</td>
</tr>
<tr>
<td>16</td>
<td>Search #12 and Search #13 and Search #15</td>
<td>558</td>
</tr>
</tbody>
</table>
**Step 3: Study Selection**

Numerous records were retrieved from the academic database search and gray literature search. Literature screening was completed using the Covidence systematic review software [28]. The software removed duplicates from the database search to aid with screening. Once duplicates were removed, 2 members of the research team independently screened the article titles and abstracts to determine if the full-text article should be retrieved and assessed. After the title and abstract screening, the inter-rater reliability score was calculated. Conflicts/discrepancies between screeners were resolved by discussion between the 2 screeners, and if consensus was not reached, a third member of the research team was consulted.

**Step 4: Charting the Data**

From each included study or gray literature document, pertinent information was extracted and summarized to address the RQs. This information included the following: descriptions of the study (study name, authorship, country of publication, journal published, study design, and population study), study methods (engagement strategies employed by researchers), and all study results related to the RQs (lessons learned and recommended engagement strategies).

**Step 5: Collating, Summarizing, and Reporting Results**

Results were collated, summarized, and reported based on the RQ or RQs that the article addressed. Descriptive statistics were used to summarize characteristics of the articles found through the database and gray literature search. A content analysis was performed on the identified studies to identify and record overarching themes that emerged. The approach to categorizing themes was an iterative, inductive process involving 2 members of the research team. The 2 members of the research team met after the data extraction process to create and refine the overarching themes identified. The recommended patient engagement strategies and considerations discussed in the included articles were also recorded.

**Results**

**Characteristics of the Identified Studies**

A total of 1395 academic literature records, or gray literature documents, were retrieved from the academic and gray searches and expert consultation. During the abstract and title screening process, the inter-rater reliability between the 2 independent raters (KL/DM) was above 75% (Cohen kappa=.44). After the full-text records were assessed, 35 (n=35) academic articles and 23 (n=23) gray literature documents met the inclusion criteria (see Figure 1). The publication date of the academic articles and gray literature ranged between 2005 and 2018. The studies were conducted in the United States (n=14), and the remaining publications originated in other countries located in North America, Europe, and Asia. From the gray literature, 13 (n=13) documents were published in Canada, 4 (n=4) in Australia, 3 (n=3) in the United Kingdom, and 3 (n=3) in the United States. **Table 2** provides an overview of the design of the academic and gray literature included in this review. **Multimedia Appendix 1** provides the full data extraction table for all included records.
**Table 2.** Design of the identified academic and gray literature (N=58).

<table>
<thead>
<tr>
<th>Design</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Qualitative</td>
<td>21 (36)</td>
</tr>
<tr>
<td>Mixed methods</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other academic papers (eg, case reports and editorials)</td>
<td>12 (20)</td>
</tr>
<tr>
<td>Reports/websites/other forms of gray literature</td>
<td>23 (40)</td>
</tr>
</tbody>
</table>

**RQ1: Current Health Information Technology–Related Frameworks, Models, or Theories**

A total of 2 articles outlined frameworks or models that have been used to effectively guide patient and family engagement in health IT adoption, use, implementation, selection, and evaluation [29,30]. In the first article that addresses RQ1, the Healthcare Information and Management Systems Society patient engagement framework was discussed. This framework was created to inform health care organizations on how to leverage health IT systems to implement patient engagement strategies [29]. The framework outlines 5 approaches to engagement that align with the International Association for Public Participation’s spectrum for community engagement and suggest tools such as patient-accessible records and patient-specific education to inform and partner with patients. Although these tools are not at the health service delivery level, the stages of engagement discussed in the framework are applicable to health IT health service planning and delivery.
These stages of engagement are as follows: (1) inform, (2) consult, (3) involve, (4) collaborate, and (5) empower [22].

The second article that addressed RQ1 is a study by Walker et al that outlined an evaluative model for health IT implementation [30]. Walker et al engaged patient groups through a series of focus groups and an online forum to understand the evaluation needs of patients related to an inpatient portal implementation. Through a nominal group approach, patients specified the following 2 categories of patient-specific outcomes that should be incorporated in an evaluation of an inpatient portal: (1) outcomes related to the explicit use of the inpatient portal and (2) outcomes related to the tacit knowledge gained by having access to an inpatient portal [30]. Explicit use of the inpatient portal may result in a change in patient satisfaction, which can be a measure of patient outcomes as a result of portal implementation and use [30]. Tacit knowledge that is gained from using the inpatient portal could result in change in patient engagement in health IT, which can be a measurable outcome [30]. The model demonstrates that soliciting patient feedback on explicit portal use and changes in tacit knowledge is needed for a multifaceted evaluation of an inpatient portal implementation.

RQ2: Patient and Family Engagement Strategies in Health Information Technology Initiatives

A total of 19 (n=19) studies were identified that utilized patient and family engagement strategies in health IT adoption, use, implementation, selection, and evaluation. A finding of 2 studies related to the use of engaging patients through multiple digital modalities. A study by Athilinagam et al engaged patients on the design, potential features, and the ease of use of a mobile health app to improve self-care in heart failure [31]. Interviews were conducted with 10 patients and 4 cardiologists before the initial prototype was developed. The authors concluded that existing mobile health apps have not been widely adopted and suggested the mixed use of internet, email, and text messages for promoting better communication and long-term engagement with digital health apps [31]. Another study by Lafata et al reiterated the need for different digital modalities to effectively engage patients from vulnerable patient populations [32].

Multidisciplinary, Team-Based Approach

A total of 4 (n=4) studies suggested that a multidisciplinary, team-based approach would be an effective engagement strategy for engaging patients and families in the use of health IT [33-36]. A study by Ackerman et al examined the patient engagement strategies during the implementation of a patient portal at 5 community health centers [33]. Portal champions reminded clinicians and staff to encourage patients to sign up for the portal. Volunteers, front desk clerks, and medical assistants provided enrollment assistance to patients and used clinic computers to demonstrate to patients how to use portal services. The study by Ackerman et al found that the uptake and use of the portal improved when patients were engaged by trusted staff members or clinicians. Results from the study by Raval et al concluded that the engagement of a pediatric surgeon and physician assistant was crucial to the success of recruiting and engaging patients in the development of a mobile app for colorectal disease management [34]. As the clinical team was available during the planning stages of the research project, it helped ease the process of engaging patients in the study. As a result, pediatric patients and their family members who were already visiting the hospital were successfully recruited and provided useful feedback. Similar recommendations were made by Krist et al and Shapiro-Mathews et al [35,36]. In a study by Krist et al, patient engagement strategies in primary care practices were evaluated [35]. Primary care offices had registration staff pass out information to patients, had nurses discuss how to sign up for a patient portal, and other clinicians communicate the value of signing up for the patient portal. Krist et al concluded that a team-based approach to engaging patients positively influenced the uptake of the patient portal compared with the clinician-dependent approach to engaging patients. The article by Shapiro-Mathews et al outlined an institutional strategy for mobile health technologies that requires an interdisciplinary approach [36]. A clinical nurse specialist and other health care professionals can facilitate a team-based approach to engage patients, provide patient education, and inform the design of mobile apps that meet the needs of patients.

Training/Education of Patients

A total of 8 (n=8) articles highlighted the importance of training/education of patients in the success of health IT adoption, use, implementation, selection, and evaluation. The results from a study by Anshari et al showed that the availability of a Web-based health educator is important to improving the health literacy of patients and empowering patients to control their own health and health information [37]. Greyson et al conducted a randomized controlled trial where patients in the intervention arm received tailored, structured education regarding the use of a patient portal at the bedside [38]. Study results suggested that bedside portal training produced a trend of increased ability to log in and navigate the portal, satisfaction with portal use, and frequency of portal use after discharge. Van den Bulck et al explored patient needs, expectations, and attitudes toward a patient portal by administering an online survey to recruited patients [39]. Results showed that digital health literacy is a key factor to portal adoption and providing training to patients could provide exposure to using the portal and create appropriate expectations of what the portal is capable of. Another study by Wildenbos et al explored experiences and perspectives of older adult patients using a patient portal 1-year postimplementation of the technology [40]. The results from the study by Wildenbos et al concluded that health literacy level of patients was a strong factor that influenced the patient’s overall interest and perceived ability to use the patient portal. Although the previously discussed training/education methods may be most directed at engaging patients in their own care, similar methods could be used to orient patients before engaging in a health IT initiative aimed at supporting adoption, use, implementation, selection, and evaluation.

Training of Health Care Providers

In addition to training patients on the use of health IT, the study by Raval et al also recommended that health care providers may need to be trained to address potentially low levels of self-efficacy of employing effective patient engagement methods [34]. Wildenbos et al also emphasized the need for health care
providers to be trained regarding how to effectively engage patients [41]. Likewise, a study by Metting et al explored patient needs and opinions through focus groups to facilitate the development of patient Web portals [42]. A training activity that was recommended included training health care providers to effectively communicate with patients with regards to engagement specific activities.

RQ3: General Patient and Family Engagement Frameworks, Studies, and Resources

A total of 13 (n=13) academic sources and 23 (n=23) gray literature sources were found that employed patient and family engagement strategies for research and clinically relevant projects that were not health IT–specific, but the principles or findings embedded within them could potentially be applied to this context. In turn, relevant principles and findings may be included in a future health IT–specific patient and family engagement framework or set of recommendations for health care organizations to utilize. Of the 13 academic articles, 6 (n=6) explicitly outlined frameworks that can be used to involve patients and family members within nonhealth IT contexts such as research, health service delivery, and quality improvement.

A framework proposed by Carman et al was widely used to inform effective patient and family engagement strategies in health IT adoption, implementation, use, selection, and evaluation [43] (see Figure 2). The framework outlines 3 categories of engagement activities across a continuum: (1) consultation, (2) partnership, and (3) shared leadership. These 3 categories can be applied in different levels of the health care system, which was segmented by the authors as follows: individual care, organization governance, and government policy. The framework highlighted individual factors that can potentially impact a patient’s willingness and ability to engage with the health care system such as health literacy and education level. At the institutional level, health care organizations and staff can also encourage patient engagement through demonstrating that patient participation and leadership is imperative to the achievement of organizational goals [43].

Policies and practices that can influence patient engagement can create expectations that patients can and will serve as advisors and decision makers on committees and patient-centered councils. Bridgepoint Hospital in Toronto, Canada, implemented practices that brought patients, families, and hospital staff together to redesign health care services at the hospital and improve the overall patient experience [44]. Patients and family members at the hospital were recruited as advisors to review the hospital quality improvement processes.

At the government level, policy makers can create mechanisms so that patients can provide input in public policy, such as public deliberation sessions, town hall meetings, public hearings, or regulatory comment processes [43]. Nonprofit organizations and government agencies can also aid in creating funding mechanisms requiring patient participation in the decision-making process. These efforts to encourage patients and family member participation in quality improvement processes broadly can be applied specifically to the health IT context, creating mechanisms that encourage patients and families to provide their input in health IT–related projects and policies.

Figure 2. Multidimensional framework for patient and family engagement in health and health care (permission from author and publisher obtained to use image, and copyright obtained).
A number of the identified studies that addressed RQ3 utilized different strategies to engage patients in a clinical research network or to engage the youth in projects led by academic researchers (see Table 3).

Guidance documents and reports identified in the gray literature highlighted key attributes to patient engagement broadly in the health care and research context. Gray literature sources highlighted key considerations to guide health care organizations in preparing for engagement activities (see Table 4).

### Table 3. A list of common strategies used in identified academic studies to engage patients and family members.

<table>
<thead>
<tr>
<th>Recommended strategies</th>
<th>Identified studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prioritize effective communication with regular updates and provide explanation of research/medical terminology and show that patients are being valued as partners</td>
<td>Boyer et al (2018) [46], Chung et al (2018) [51], Faulkner et al (2018) [52], Coathup et al (2016) [53]</td>
</tr>
<tr>
<td>Engage a group of more than 2 patients so that they can support one another and have shared discussion</td>
<td>Perfetto et al (2018) [19], Hamilton et al (2018) [48], Faulkner et al (2018) [52]</td>
</tr>
<tr>
<td>Leverage clinical providers as trusted agents</td>
<td>Boyer et al (2018) [46], Chung et al (2018) [51], Suarez-Balcazar (2005) [54]</td>
</tr>
<tr>
<td>Provide adequate preparation (orientation, training, and resources) for both the engaged stakeholders and the team members engaging stakeholders</td>
<td>Boyer et al (2018) [46], Suarez-Balcazar (2005) [54]</td>
</tr>
<tr>
<td>Identify concepts that may be confusing and set aside time to explain them in jargon-free terms</td>
<td>Hawke et al (2018) [47], Hamilton et al (2018) [48]</td>
</tr>
</tbody>
</table>

### Table 4. Key considerations from existing engagement frameworks and toolkits when preparing for engagement.

<table>
<thead>
<tr>
<th>Considerations when preparing for engagement</th>
<th>Identified studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarify objectives and impact of engagement activities</td>
<td>[55-57]</td>
</tr>
<tr>
<td>Clarify why stakeholders can get involved</td>
<td>[21,58-61]</td>
</tr>
<tr>
<td>Discuss preferences of ongoing communication to ensure that all stakeholders involved are informed throughout</td>
<td>[62,63]</td>
</tr>
<tr>
<td>Determine the appropriate level of engagement that meets patient and organizational goals</td>
<td>[64]</td>
</tr>
<tr>
<td>Clarify and document roles, responsibilities, and scope of engaged population that are agreed upon between project team and engaged population</td>
<td>[58,59,63,65]</td>
</tr>
<tr>
<td>Define time commitment and expectations from the engagement team</td>
<td>[55,56,58,60,62]</td>
</tr>
<tr>
<td>Consider potential barriers for engagement</td>
<td>[62]</td>
</tr>
<tr>
<td>Plan to protect patient privacy</td>
<td>[56]</td>
</tr>
<tr>
<td>Involve patients in the planning process</td>
<td>[21,56,57,59,64,66]</td>
</tr>
<tr>
<td>Allocate financial resources to reimburse participants for expenses incurred while being involved in project (eg, time, travel, training, translation, and childcare)</td>
<td>[56,58-60,63,67,68]</td>
</tr>
</tbody>
</table>

Additional considerations and characteristics were highlighted to support patients, family members, and staff in health care organizations during engagement activities (see Table 5). In addition to preparing and supporting engagement, 9 (n=9) gray literature sources highlighted the importance of conducting an evaluation to ensure that initiatives to engage patients and family members are meaningful and provide value for all stakeholders [21,57,59,61-65,67]. Studies encouraged the use of quantitative...
measures and measuring against specified objectives to demonstrate the value of engagement [57,67]. Different evaluative methods were described such as providing evaluation forms, conducting surveys, and engaging in discussions with patients to provide the opportunity for giving constructive feedback. The use of surveys and feedback forms allows for organizations to solicit feedback anonymously, which may be preferred by some patients and family members [62,63,69].

Table 5. Key considerations to support patients and family members during engagement activities outlined by gray literature sources.

<table>
<thead>
<tr>
<th>Considerations when supporting engagement activities</th>
<th>Identified studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meet patients/families in their own environments and communities</td>
<td>[59,60]</td>
</tr>
<tr>
<td>Schedule meetings at a variety of different times (not just during working hours)</td>
<td>[59]</td>
</tr>
<tr>
<td>Allow for family presence when engaging patients</td>
<td>[66]</td>
</tr>
<tr>
<td>Engage 2 or more patients at a time</td>
<td>[56]</td>
</tr>
<tr>
<td>Provide training and support for stakeholders to effectively communicate and partner with each other</td>
<td>[58,60,62]</td>
</tr>
<tr>
<td>Leverage Web-based tools when providing training for patient engagement</td>
<td>[68]</td>
</tr>
<tr>
<td>Ensure researchers/project leads have the necessary skills to involve patients</td>
<td>[58,59]</td>
</tr>
<tr>
<td>Provide patients with background information/readings before preparing for meetings</td>
<td>[56,63]</td>
</tr>
<tr>
<td>Provide patients with opportunities for professional development (eg, authoring manuscripts and presenting at conferences)</td>
<td>[21,60,62,67]</td>
</tr>
<tr>
<td>Embed patient partners in existing governance structures (eg, boards, steering committees, advisory councils, and patient groups)</td>
<td>[55,64,67,70]</td>
</tr>
<tr>
<td>Communicate in jargon-free language</td>
<td>[57]</td>
</tr>
<tr>
<td>Track and update clear timelines of each milestone</td>
<td>[68]</td>
</tr>
<tr>
<td>Leverage health care professionals and their ability to encourage patients to engage</td>
<td>[71]</td>
</tr>
<tr>
<td>Clearly articulate the type of patient information being shared and why</td>
<td>[56]</td>
</tr>
<tr>
<td>Be transparent about the constraints and why input may not be always used</td>
<td>[58,59,61,63,68,72]</td>
</tr>
<tr>
<td>Outline outcomes that are important to patients and can improve their quality of life</td>
<td>[55]</td>
</tr>
<tr>
<td>Frequently check in with patients for any questions and to keep them informed (eg, through progress reports or newsletters)</td>
<td>[62]</td>
</tr>
<tr>
<td>Provide opportunity for stakeholders to use multiple channels of communication (eg, written communication, emails, phone calls, and social media)</td>
<td>[59,63,70]</td>
</tr>
<tr>
<td>Provide thank you letters, along with feedback and suggestions for future involvement</td>
<td>[68]</td>
</tr>
</tbody>
</table>

**Discussion**

**Primary Findings**

Patient and family engagement has become a topic of increasing interest in the research community in the last several years. In fact, the majority (57%, 33/58) of the included studies in this review have been published since 2017. Identified studies have highlighted the importance of involving and partnering with patients in health IT design and development [51,73]. Several studies have used a variety of strategies and outlined considerations when engaging patients and family members in health IT–related projects. These studies outlined several considerations for engaging patients and families, mainly when preparing for engagement or in the early stages of the engagement process (see Table 4). Strategies that were consistent among the identified studies include providing incentives and reimbursement for patients, clarification of patient roles and responsibilities, and demonstrating the value of engagement to patients. However, there is a limited amount of literature that have established a framework, model, or theory, or set of recommendations that can be used to guide patient and family engagement in health IT initiatives. As a result, there is no standardized methodology or resource for engaging patients and family members effectively for health IT initiatives. The development of a practical framework (borrowing concepts, recommendations, and relevant principles from the nonhealth IT literature) to guide health care organizations and health care providers within this unique context is needed. One main limitation for the development of a standardized framework is that it may not capture the unique needs of all diverse patient groups. Therefore, additional resources may be required to supplement and guide effective patient and family engagement for health IT initiatives; however, starting with a resource that health care organizations can use to engage in this important work, is needed.

Patient engagement is a broad term that can be defined by varying levels of involvement from the patient. The overall goal of patient engagement may not always be about moving to a higher level of engagement and patient empowerment. The study by Hamilton et al outlined a key recommendation of...
patients valuing the freedom to become gradually more engaged at their own pace. Therefore, desired objectives and the impact of engagement need to be discussed and agreed upon between the organization and the engaged stakeholders. Many health care organizations recognize the varying degrees of engagement. A total of 9 (n=9) citations found in this review referred and/or adapted the participation spectrum outlined by the International Association for Public Participation that identifies different levels of stakeholder and community participation [22]. These findings are relevant not only in the broader health care or health research settings but can be applied to health IT contexts.

**Comparison With Past Work**

This scoping review adds to existing literature reviews that have articulated successful engagement characteristics and approaches within the health research context [74]. The impact of engagement can be profound. The review by Manafo et al documented outcomes when engaging patients in health research that include the following: (1) patients feeling empowered, (2) improved trust between researcher and patients, and (3) decreased attrition of study participants. Increased engagement has also positively impacted health IT projects in different ways such as increased usage of health IT, satisfaction with health IT use [35,37,38], and the obtainment of quality/safety-related outcomes [17]. A review on patient involvement in health research by Shippee et al concluded that available literature on patient involvement focused on 1 research phase and particularly earlier stages of research. Similarly, academic studies have involved patients in specific stages of health IT projects, such as the usability testing or the implementation of an inpatient portal and not necessarily throughout all stages of the health IT life cycle. An article by Petersen articulated that despite patients being actively involved in conducting research, patients are often not involved with setting the research agenda, evaluating results, or discussing next steps [20]. Similarly, there is limited evidence reporting or evaluating engagement strategies across multiple phases of a health IT project. As a result, there is a need for further research on sustained engagement throughout different stages of health IT projects and how strategies may differ depending on whether the organization is in a development or implementation phase of a health IT project. This is where identifying findings from the nonhealth IT literature may add value.

Studies have highlighted the important role of health providers in the engagement and activation of patients [57,65]. A study by Graffigna concluded that health providers have a crucial role in influencing the engagement and activation of type 2 diabetic patients in using health IT tools to manage their health condition [75]. Furthermore, several academic and gray literature sources have highlighted the need to incorporate patients and families in underserved populations in health IT initiatives. Involvement and feedback that reflects the diversity of the community can allow organizations to gain a better understanding of the diversity in patient needs [59,68,76,77]. Studies suggested that there were economic and ethnic disparities associated with the use and adoption of health IT [78,79]. Future studies could explore methods in which current engagement strategies can be adapted to effectively engage patients and families from underserved populations. There is also opportunity for health care organizations that primarily work with underserved populations to document and disseminate their strategies in effectively engaging these populations.

Gray literature sources have outlined the importance of evaluating engagement activities to quantify the value of engagement and provide constructive feedback on how engagement initiatives can be improved [63,67]. Evaluation methods that have been recommended include having feedback discussions with patients, providing evaluation forms, and surveys. Other sources have also considered standardizing evaluation by building evaluation components into project plans and leveraging existing standardized tools to evaluate the process and impact of engagement [56,59]. A study by Abelson et al developed a patient engagement evaluation tool that can be used by health care organizations broadly. The evaluation tool consists of 3 unique questionnaires used to evaluate the following 4 evaluation principles: (1) integrity of design and process, (2) influence and impact, (3) participatory culture, (4) collaboration, and (5) common purpose [80].

Despite the number of tools that have been developed to evaluate public and patient engagement, there is a lack of consistency on how engagement strategies are evaluated, and few studies have quantitatively evaluated measures of engagement. A literature review by Esmail et al outlined that there were only 2 studies that evaluated patient engagement within the health research context using quantitative measures [81]. A review by Dukhanin et al identified other existing evaluation tools but concluded that the methodology of each tool varies significantly [82]. Therefore, implications for research include the validation of existing evaluation tools and the combined use of qualitative and quantitative tools to assess engagement. Furthermore, many existing evaluation tools rely heavily on process metrics and measure perceived benefits of engagement [82]. There is a need for health care organizations to increase adoption and use of outcome metrics, such as changes in patient knowledge and attitudes toward engagement, to evaluate patient, public, and community engagement. Meaningful evaluation efforts require capacity and commitment from health care organizations [80]. An implication for health care organizations is to internally build the capacity and culture that supports evaluation efforts to improve the engagement process for patients, families, and organizations.

**Limitations**

This review has a few limitations that should be considered when reviewing its findings. The exploration of engagement strategies broadly has led to several considerations and recommendations for how to engage patients and families in health IT initiatives. As identified in the literature, there is a spectrum that exists within the context of patient engagement. Patients can be actively or passively involved in health IT initiatives, and this distinction should be further explored throughout the stages of engagement within the health IT context. A more focused approach that applies to specific health care settings may be completed to solicit results that are appropriate for specific contexts.

Regarding the review methodology, there were challenges with the search strategy regarding the use of broad terms such as...
theory, model, and frameworks. The terms theory, model, and frameworks were taken from common terminology and approaches used in implementation science [83]. This was done to capture as many different types of engagement tools that could guide future engagement strategies; but as a result, there were a significant number of studies that did not meet the appropriate inclusion criteria for this review but were identified in the initial search. The review included studies published in English only. There is a possibility that relevant studies and resources from health care organizations in non-English speaking countries that have studied or developed engagement strategies in health IT settings were excluded.

Conclusions
Several studies and gray literature documents identified in this review have reported their findings on successful strategies to engage patients and family members in health care and the positive impact that can emerge when patients and family members are engaged. Several studies have employed a variety of engagement strategies to engage diverse patient populations in health IT projects. Currently, no framework, set of recommendations, or resource document has consolidated all of the lessons learned and considerations to guide health care organizations when engaging patients and family members in a health IT-specific project. There is much to learn and incorporate from the nonhealth IT-specific work that has already been done. With the increasing number of studies reporting their findings of engaging patients in health IT-related initiatives, continuing efforts to evaluate and validate these engagement strategies is needed.
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Abstract

Background: The use of mobile health (mHealth) technologies to improve population-level health outcomes around the world has surged in the last decade. Research supports the use of mHealth apps to improve health outcomes such as maternal and infant mortality, treatment adherence, immunization rates, and prevention of communicable diseases. However, developing countries face significant barriers to successfully implement, sustain, and expand mHealth initiatives to improve the health of vulnerable populations.

Objective: We aimed to identify and synthesize barriers to the use of mHealth technologies such as text messaging (short message service [SMS]), calls, and apps to change and, where possible, improve the health behaviors and health outcomes of populations in developing countries.

Methods: We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses checklist. Deriving search criteria from the review’s primary objective, we searched PubMed and CINAHL using an exhaustive terms search (eg, mHealth, text messaging, and developing countries, with their respective Medical Subject Headings) limited by publication date, English language, and full text. At least two authors thoroughly reviewed each article’s abstract to verify the articles were germane to our objective. We then applied filters and conducted consensus meetings to confirm that the articles met the study criteria.

Results: Review of 2224 studies resulted in a final group of 30 articles for analysis. mHealth initiatives were used extensively worldwide for applications such as maternal health, prenatal care, infant care, HIV/AIDS prevention, treatment adherence, cardiovascular disease, diabetes, and health education. Studies were conducted in several developing countries in Africa, Asia, and Latin America. From each article, we recorded the specific health outcome that was improved, mHealth technology used, and barriers to the successful implementation of the intervention in a developing country. The most prominent health outcomes improved with mHealth were infectious diseases and maternal health, accounting for a combined 20/30 (67%) of the total studies in the analysis. The most frequent mHealth technology used was SMS, accounting for 18/30 (60%) of the studies. We identified 73 individual barriers and grouped them into 14 main categories. The top 3 barrier categories were infrastructure, lack of equipment, and technology gap, which together accounted for 28 individual barriers.

Conclusions: This systematic review shed light on the most prominent health outcomes that can be improved using mHealth technology interventions in developing countries. The barriers identified will provide leaders of future intervention projects a solid foundation for their design, thus increasing the chances for long-term success. We suggest that, to overcome the top three barriers, project leaders who wish to implement mHealth interventions must establish partnerships with local governments and nongovernmental organizations to secure funding, leadership, and the required infrastructure.

(J Med Internet Res 2019;21(10):e13263) doi:10.2196/13263
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Introduction

Background
Mobile devices are a cheap source of technology for addressing health care needs in developing countries. With the expansion of technology, mobile health (mHealth) is a tool that can be used to exchange health information for improving health outcomes through short message service (SMS) text messaging, mobile apps, and calls [1]. mHealth offers simplicity, efficiency, and effectiveness to patients due to its ability of rapid communication. mHealth intervention is a useful tool due to the ability to be accessible at the user’s convenience. Mobile apps can be used to assess and measure the impact of a specific disease or may actually prevent a specific illness from occurring. A simple text can communicate, store, retrieve, and remind patients of their health status or deliver messages that promote healthy behaviors and choices. It is an inexpensive tool that can reduce the disparities of health in developing countries. Health care professionals now use smartphones or tablet computers to accomplish tasks for which they once used to need a pager or a personal digital assistant [2,3].

Definition of Key Terms
The term barrier is defined as “something that separates one thing from another” [4]. It is anything that prevents a certain goal from being achieved [4]. The second term, mHealth, is defined as a “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices” [5]. A developing country is a country that has a slow rate of industrialization, low per capita income, high unemployment, high poverty rate, and low standard of living [6]. Developing countries usually rely on developed countries for their economic growth and prosperity [6].

Rationale for the Review
mHealth is a tool that has had a positive impact on developed countries and has contributed to improving the health outcomes of populations around the world [7]. Specifically, researchers have focused on SMS in health care, and leading health organizations recommend its use [8]. Around the globe, mobile-cellular subscriptions will soon match the number of people of the population worldwide and are expected to continue to increase [9]. This is especially true in the developing world, where the market has not yet reached saturation [9]. mHealth has closed the gap in the digital divide in low-resource areas [10]. In the developing world, the World Health Organization reported a shortage of health care workers in 57 countries, resulting in a clear opportunity for innovative and effective solutions to help improve the health outcomes of their most vulnerable populations [11]. Mobile technology devices such as tablets, phones, computers, and tracking devices can be used to support and enhance health care in developing countries. The use of text messaging to promote healthy behaviors and healthy choices can be considered a groundbreaking component in improving population and community health.

Context of Other Evidence
Many studies have been carried out to determine the efficiency of mHealth in developing countries. A literature review of SMS-supported interventions for surveillance, management, treatment compliance, and prevention of noncommunicable diseases in India, South Africa, and Kenya found mobile phones to be well accepted by the population; however, high-quality intervention designed studies were needed [12]. In Nigeria, mobile device questionnaires were used to understand the perceptions of women at high risk of maternal death; although over 90% of women owned mobile phones, innovative methods were lacking to strengthen the delivery of maternal health information to those hard-to-reach populations [13]. In Zambia, SMS was found to have the potential to diagnose HIV early in infants by accelerating the delivery of results of blood sample testing to clinics, but the identification of lack of mobile phone ownership during the design of the study was found to hinder the success of the intervention [14].

In China, a smartphone app and text messaging were used to improve vaccination coverage among children, as well as the consumption of infant micronutrient powder packets [15]. Caregivers’ suspicious beliefs and lack of acceptability were the major causes negatively affecting the success of the mHealth intervention [16,17]. In remote areas of Vietnam, the mMom app was used to improve pregnant women’s maternal and infant health knowledge. An anticipated challenge was the high level of integration among local partners that required constant communication and engagement for coordination of the mHealth initiative [3].

An exploratory qualitative study conducted in Latin America and the Caribbean sought to further understand the needs of underserved populations and their exposure to public health interventions that used information and communications technologies to highlight the scarcity of such tools to reduce inequities. The greatest challenges were the lack of sustainability for financial and technical resources due to the unreliability of sustained external funding, poor intervention design caused by the resistance of precedents, and lack of technological literacy among participants unfamiliar with the use of information and communications technologies [18].

A study designed for primary prevention of hypertension in Argentina, Guatemala, and Peru found challenges that consisted of the unacceptability of mHealth innovations by the targeted communities, and emphasized the need to tailor the interventions to potential literacy challenges attributed to lack of understanding of cultural context [19]. In Brazil, a mobile phone–based intervention to promote prenatal care practices found that only one-fifth of women eligible for the study were actually interested in participating [19]. In Tajikistan, Bolivia, and Palestine, a behavioral change intervention was deployed using text messages to bring awareness of using contraceptives among the young to prevent unwanted pregnancies [20]. Negative attitudes toward and beliefs about contraception, including the cultural stigma of having sex before marriage,
being judged, and confidentiality concerns, limited participant
discussion of contraception with providers [21]. In urban and
rural areas of Guatemala, text messages were used to remind
parents of infants to attend vaccination visits and decrease
unnecessary morbidity [22]. This study concluded that client
preference for delivery modalities such as a combination of text
messaging and phone calls should have been considered to reach
the maximum amount of the targeted population [22].

Objective
While other studies have focused on the potential benefits of
mHealth in developing countries, our literature review sought
to define the barriers that impede the successful application of
mHealth (eg, SMS, cell phones, apps) interventions that aim to
improve health outcomes of a population in diverse developing
countries around the world. This knowledge may serve as a
useful tool for project leaders to consider when planning or
designing future mHealth interventions to strengthen the chances
of long-term, sustainable success in the community. To analyze
the use of mHealth in developing countries, more studies need
to examine the different types of barriers these countries face.
We conducted this literature review to determine what type of
mHealth initiatives are more popular in developing countries,
as well as the outcomes and barriers identified by the respective
article authors. We aimed to provide a clearer understanding of
what initiatives have the best supporting evidence of improving
health outcomes by using mHealth approaches and of the
resources developing countries require to foster the long-term
and sustainable success of these projects.

Methods
Protocol Registration and Eligibility Criteria
This review followed the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) guidelines
(Multimedia Appendix 1) [23]. We did not register the review.
The main objective was to identify and synthesize the barriers
to the use of mHealth to improve the health outcomes in
developing countries. Articles were eligible for review if they
met criteria such as having a health outcome and involving the
use of mHealth technology in a developing country. We
analyzed articles only if (1) the full-text article was available,
(2) the article related to humans, (3) the article was published
between 2008 and 2018, and (4) the article was written in
English. Exclusion criteria for this review were systematic
reviews, articles unrelated to the objective of the review, and
no direct health outcome being involved. We did not consider
for this review any studies that were in progress. Finally, we
removed duplicate articles from the literature matrix.

Information Sources and Search
In addition to reporting this review in accordance with the
PRISMA guidelines, we conducted it using techniques of the
Assessment of Multiple Systematic Reviews [24]. We searched
PubMed and CINAHL with an exhaustive search string
comprising Medical Subject Headings (MeSH), due to their
widespread availability, and Boolean operators. Multimedia
Appendix 2 provides a detailed list of MeSH terms. We
conducted searches for this literature review in September 2018.

Risk of Bias in Individual Studies
Our methods did not enable randomization, so to control for
selection bias, we conducted the search using exhaustive MeSH
terms, which are widely used in databases used for literature
research. To avoid influencing each other’s individual opinions,
each researcher recorded his or her findings independently. We
calculated a kappa statistic to measure interrater reliability,
which refers to the agreement and consistency of article
selection. The kappa was .78, which reflects a moderate
agreement between the reviewers [25,26].

Results
Study Selection, Data Collection Process, and Data
Items
Figure 1 illustrates the search and selection process in each
database. The initial search in PubMed resulted in 535 articles,
and in CINAHL the search produced 1689 articles. The total
number of articles obtained from both search engines was 2224.
Then, after applying limiters, we narrowed the PubMed results
down to 144 articles and CINAHL to 145 articles. All 289
abstracts were screened by at least two reviewers. Reviewers
screened abstracts recording their individual observations and
recommendations to either include or exclude each article. A
consensus meeting was then held to arrive at an agreement on
the selected articles. If there was a disagreement, a third author’s
vote was required to reach consensus. We produced a list of 58
abstracts germane to the objective of the review. We distributed
these articles among our team in a manner that ensured each
article was analyzed by at least two reviewers. A second
consensus meeting arrived at a final group of articles for analysis
of 30. The other articles were eliminated after a full reading.
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram of the literature search and selection process.

Study Selection and Characteristics

Between September and November 2018, we reviewed the 30 articles germane to this review’s objective of defining the barriers to implementing mHealth interventions in developing countries. Results included mHealth initiatives covering health outcomes such as prenatal care, infectious diseases, medication adherence, appointment reminders, and chronic diseases education. The articles in the group for analysis reported interventions piloted across several developing countries around the world. We divided the 30 articles among the reviewers for analysis by at least two reviewers. We held group consensus meetings to facilitate discussion of individual barriers identified in the articles.

Results of Individual Studies and Synthesis of Results

We analyzed the articles to determine the health outcomes most commonly improved with mHealth interventions, the most used mHealth technology, and, most importantly, the barriers that hindered the adoption or impact of the mHealth interventions. We break down each of the findings to provide a comprehensive vision for future leaders who wish to implement mHealth interventions in developing countries.

Among the articles analyzed, maternal health was the most prevalent health outcome with a frequency of 9 out of the 30 articles (30%) [27-35]. Infectious diseases and chronic diseases were the second most prevalent outcomes, with a frequency of each of 8 out of 30 (27%) articles [36,39-44,49-51]. The third most prevalent outcome was preventive health, occurring in 5 out of 30 (17%) articles [22,52-55].

The mHealth interventions identified in the literature were SMS only; SMS or phone calls and voice messages, or both SMS and phone call and voice messages; SMS phone app; multimedia messages for diagnosis; and a combination of SMS, smartphone app, and cellphones. We identified SMS in 28 of the 30 articles we analyzed (93%). The use of SMS only was mentioned in 16 of 26 interventions (62%) [28-31,35,37,38,40-43,45-47,50,52]. SMS with or without phone calls and voice messages was the second highest with a frequency of 4 of 26 interventions (15%) [22,32,39,53]. Smartphone with the use of apps was the third most commonly used with a frequency of 3 of 26 interventions (12%) [34,36,55]. Interventions using multimedia messages had a frequency of 2 of 26 (4%) [27,54]. Finally, the combination of SMS, smartphone app, and cell calls occurred in only 1 of 26 (4%) interventions [33].

The 73 barriers into 14 categories identified in the 30 articles. The categories are immature (or lack of) infrastructure (10/73, 14%), lack of equipment (9/73, 12%), technology gap (9/73, 12%), human resource issues (7/73, 10%), time or work conflict (7/73, 10%), cost (6/73, 8%), lack of public policy (8/73, 8%), literacy (4/73, 5%), language barriers (4/73, 5%), psychosocial issues (4/73, 5%) lack of training (3/73, 4%), concerns about privacy and confidentiality of information (2/73, 4%), and other (12/73, 16%).
3%), lack of efficacy (1/73, 1%), and exposure of program (1/73, 1%).

Figure 2 provides a geographic distribution of the studies in the analyzed studies. Africa accounted for 16 of 30 (53%) articles, Asia for 10 of 30 (33%) articles, and South America for 3 of 30 (10%) articles; 1 article studied both Africa and South America (3%).

Table 1 summarizes the following details of each article analyzed: study design, sample size, technological intervention, health outcome, barriers identified, and world region.

Figure 2. Location of studies of mobile health technologies to improve preventive health outcomes in developing countries, by region.
<table>
<thead>
<tr>
<th>First author, date, reference</th>
<th>Study design and sample size</th>
<th>mHealth intervention category</th>
<th>Health outcome category</th>
<th>Barriers identified</th>
<th>Continent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ginsburg, 2015 [36]</td>
<td>Open data-kit survey (design-stage evaluation activity)</td>
<td>Smartphone app</td>
<td>Infectious disease</td>
<td>• Technology gap</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Language barrier</td>
<td></td>
</tr>
<tr>
<td>Nhavoto, 2017 [37]</td>
<td>RCT&lt;sup&gt;a&lt;/sup&gt; and interviews (tuberculosis n=69, HIV n=72)</td>
<td>SMS&lt;sup&gt;b&lt;/sup&gt; only</td>
<td>Infectious disease</td>
<td>• Privacy concerns</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Literacy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Language barrier</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td>Bediang, 2014 [38]</td>
<td>Blinded RCT (intervention n=104, control n=104)</td>
<td>SMS only</td>
<td>Infectious disease</td>
<td>• Infrastructure</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Policy</td>
<td></td>
</tr>
<tr>
<td>Bigna, 2013 [39]</td>
<td>RCT (n=224 divided into 4 groups)</td>
<td>SMS with or without phone calls and voice mail</td>
<td>Infectious disease</td>
<td>• Equipment</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Language barrier</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Policy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Privacy concerns</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Infrastructure</td>
<td></td>
</tr>
<tr>
<td>Medhanyie, 2015 [27]</td>
<td>Interviews, 2893 electronic health records of 1122 women</td>
<td>Multimedia messages for diagnosis</td>
<td>Maternal health</td>
<td>• Time or work conflict</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Human resources issues</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Time or work conflict</td>
<td></td>
</tr>
<tr>
<td>Rokicki, 2017 [28]</td>
<td>Cluster RCT (n=756)</td>
<td>SMS only</td>
<td>Maternal health</td>
<td>• Time or work conflict</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Cost</td>
<td></td>
</tr>
<tr>
<td>Toda, 2016 [52]</td>
<td>Clustered RCT (intervention n=32 [88 cases], control n=32 [21 cases])</td>
<td>SMS only</td>
<td>Preventive health</td>
<td>• Human resources issues</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Technology gap</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Training</td>
<td></td>
</tr>
<tr>
<td>Flax, 2017 [29]</td>
<td>Cluster RCT and interviews (n=195)</td>
<td>SMS only</td>
<td>Maternal health</td>
<td>• Infrastructure</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Psychosocial stressors</td>
<td></td>
</tr>
<tr>
<td>Ngabo, 2012 [30]</td>
<td>Pilot study</td>
<td>SMS only</td>
<td>Maternal health</td>
<td>• Infrastructure</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Cost</td>
<td></td>
</tr>
<tr>
<td>Jia, 2015 [53]</td>
<td>Longitudinal data analysis of monthly electronic health record suspect and mortality cases for both the traditional sentinel program and mobile phone reporting (n=178)</td>
<td>SMS with or without phone calls and voice mail</td>
<td>Preventive health</td>
<td>• Training</td>
<td>Africa</td>
</tr>
<tr>
<td>Leon, 2015 [40]</td>
<td>RCT (n=22 studied, n=15 interviewed)</td>
<td>SMS only</td>
<td>Chronic disease</td>
<td>• Technology gap</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Infrastructure</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Psychosocial stressors</td>
<td></td>
</tr>
<tr>
<td>Hao, 2015 [41]</td>
<td>Interviews (n=11)</td>
<td>SMS only</td>
<td>Infectious disease</td>
<td>• Time or work conflict</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Policy</td>
<td></td>
</tr>
<tr>
<td>Lund, 2014 [31]</td>
<td>Open-label, pragmatic-cluster RCT, 2550 pregnant women (intervention n=1311, control n=1239)</td>
<td>SMS only</td>
<td>Maternal health</td>
<td>• Equipment</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Literacy</td>
<td></td>
</tr>
<tr>
<td>Tuijn, 2011 [54]</td>
<td>Feasibility study attaching a cell phone to a microscope</td>
<td>Multimedia messages for diagnosis</td>
<td>Preventive health</td>
<td>• Infrastructure</td>
<td>Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Equipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Training</td>
<td></td>
</tr>
<tr>
<td>First author, date, reference</td>
<td>Study design and sample size</td>
<td>mHealth intervention category</td>
<td>Health outcome category</td>
<td>Barriers identified</td>
<td>Continent</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>-------------------------</td>
<td>-------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Linnemayr, 2017 [42]</td>
<td>True experiment (n=332)</td>
<td>SMS only</td>
<td>Infectious disease</td>
<td>● Technology gap</td>
<td>Africa</td>
</tr>
</tbody>
</table>
| Steury, 2016 [43] | RCT (n=96) | SMS only | Chronic disease | ● Efficacy
● Cost | Africa |
| Ippoliti, 20107 [32] | RCT (n=17) | SMS with or without phone calls and voice mail | Maternal health | ● Infrastructure
● Literacy | Africa and South America |
| Uddin, 2017 [33] | Stratified 2-stage random-cluster sampling technique to select participants (n=5280) | SMS, smartphone app, and cell phone calls | Maternal health | ● Technology gap | Asia |
| Balakrishnan, 2016 [34] | Feasibility study (n=512) | Smartphone app | Maternal health | ● Cost
● Training | Asia |
| Fang, 2018 [44] | RCT (n=247) | SMS with or without phone calls and voice mail | Chronic disease | ● Technology gap
● Equipment
● Psychosocial stressors | Asia |
| Zhou, 2016 [45] | RCT and the intervention period lasted for 6 months and used baseline and follow-up surveys (n=351 villages, n=1393 children) | SMS only | Chronic disease | ● Policy | Asia |
| Fang, 2016 [46] | Random sampling method RCT (3 groups: SMS [n=95], SMS + Micro Letter app [n=92], and phone [n=93]) | SMS only | Chronic disease | ● Technology gap
● Infrastructure | Asia |
| Kumboyono, 2017 [47] | No RCT, posttest-only control group design (n=90) | SMS only | Infectious disease | ● Psychosocial stressors | Asia |
| Kazi, 2013 [48] | No RCT, systematic random sampling (n=28) | SMS only | Infectious disease | ● Human resources issues | Asia |
| Mohan, 2017 [49] | Cross-sectional study (n=800) | SMS only | Chronic disease | ● Language barrier | Asia |
| Lin, 2017 [35] | True experiment (n=757) | SMS only | Maternal health | ● Training
● Policy
● Exposure of program
● Time or work conflict | Asia |
| Wu, 2014 [55] | Prospective true experiment (intervention n=97, control n=128) | Smartphone app | Preventive health | ● N/A\(^b\) | Asia |
| Beratarrechea, 2015 [22] | Interviews (n=43) | SMS with or without phone calls and voice mail | Preventive health | ● Infrastructure
● Technology gap | South America |
| Rico, 2017 [50] | Interviews (n=14) | SMS only | Chronic disease | ● Literacy
● Technology gap | South America |
| Piette, 2012 [51] | RCT (n=200) | SMS only | Chronic disease | ● Cost
● Equipment
● Infrastructure
● Policy | South America |

\(^a\)RCT: randomized controlled trial.
\(^b\)SMS: short message service.
\(^c\)N/A: not available.
Discussion

Principal Findings
This review identified the common barriers faced by developing countries in the adoption of mHealth. mHealth is widely used in developing countries as a tool to improve the health outcomes of highly vulnerable communities and individuals. Based on the evidence found in this review, mHealth is an effective method to support health care services. mHealth has been used in many developing countries in regions such as Africa, Asia, and Latin America. These countries constantly battle infectious diseases, chronic diseases, perinatal complications, acute diseases, birth defects, and many more. This review revealed important barriers that must be understood before implementing mHealth initiatives. Considering and assessing these barriers prior to the design phase of an mHealth intervention will have a positive impact on the health outcomes of populations and individuals.

As noted above, mHealth can provide a great opportunity to solve health care issues faced by developing countries. However, there are various challenges and barriers to be considered prior to implementation.

Health Outcomes

Based on the findings of this review, the 2 main health outcomes affected by an mHealth intervention were infectious diseases and maternal health. In developing countries, the burden of infectious diseases is prevalent due to poverty, leading to “poor nutrition, indoor air pollution and lack of access to proper sanitation, and lack of health education” [56]. According to the World Health Organization, most illnesses are avoidable and treatable. It is estimated that diseases account for up to 45% of the burden in poor countries due to poverty; HIV, tuberculosis, and malaria account for 18% [56]. The second most common health outcome affected by an mHealth intervention was maternal health. Developing countries account for 99% of all maternal deaths compared with developed countries [53]. This is the biggest health gap in the world [53]. In remote locations, poor women are more prone to receive inadequate care, specifically in the areas lacking skilled health care workers [27].

The majority of the reviewed articles used SMS as an mHealth intervention to improve infectious disease, health outcomes, and patient treatment adherence. In developing countries, infectious diseases are prevalent due to the lack of preventive care. mHealth interventions in developing countries were considered effective in improving antenatal care, vaccination, and preventive treatment for chronic and infectious diseases [55]. SMS was also effective for maternal health, prenatal care, infant care, HIV/AIDS prevention, treatment adherence, cardiovascular disease care, diabetes care, health education, tuberculosis prevention and care, anemia care, immunization, and disease awareness [32,49]. SMS directly increased disease awareness by providing health tips and reinforcing reminder systems. Moreover, SMS provided emotional support to patients, promoted knowledge about health, and influenced attitude change toward greater self-responsibility [36].

Mobile Health Tool Used

SMS was the most commonly used mHealth tool due to the number of mobile phones in use. An estimated 4.5 billion people are expected to have mobile phones worldwide by 2020 [33]. Compared with other methods of communication, text messaging has an advantage due to its low cost and high reliability [33]. Researchers in the field state that educational mHealth training programs are effective in raising awareness by offering an efficient and cost-effective way to achieve the success of mHealth implementation [42]. A health education approach via mobile phones can be used to manage diseases, aid medical testing, and improve treatments. Specifically, text messaging can be used for interventions and health education, because it is particularly popular in developing countries [42]. Through simple text messaging, patients have reported that they felt more confident in their treatment [49]. SMS has the potential to make patients feel supported, encouraged, and aware, thus helping them take better care of themselves and continue treatment [28]. SMS reminders also improve appointment attendance and SMS text messaging helps health care providers prescribe medicine on a timely basis, consequently improving patient care [32,39].

SMS is perceived as a tool that can boost the rate of adherence to medical treatment and has the potential to help in the prevention of diseases. Health information transmitted through text messages can also effectively be used to manage the treatment of infectious diseases such as tuberculosis [45]. The main mechanism is the use of text messages to remind patients about appointments and taking medications, to deliver motivational messages and health education or health promotion messages. Another approach is the use of mobile phones by health workers to help support services in diagnosing women and children in remote areas and identifying patients at risk who need to be referred. Throughout the literature review, SMS was often mentioned in combination with phone calls, voice messages, smartphone apps, and multimedia messages. However, the literature also provided examples of participants who did not know how to use mobile phones or similar technology efficiently. In other words, they did not know how to work a phone or were unable to read text messages. This limited knowledge may be attributed to the amount of exposure individuals in developing countries have to technology. Therefore, there was a correlation between frequency of phone usage and knowledge of this technology. Phone calls as an mHealth intervention can also help improve health outcomes while at the same time offering participants a simpler method than SMS. Mobile phone apps were proven to be an efficient tool to assist people in achieving early screening for diagnosis and treatment purposes. Moreover, apps have been shown to prevent health complications, thus helping improve preventive medicine [50].

World Region

Africa was the most frequent study setting in the articles we analyzed. This review suggested that this region has been extensively participating in mHealth projects.

The 3 most prevalent barrier categories were lack of infrastructure, lack of equipment, and technology gap.
Developing countries should consider investing in their infrastructure and encouraging partnerships with equipment providers to help their populations afford phones and learn how to use them. It is vital for developing countries to adapt to new emerging technologies in an effort to reduce the risk of being left behind in the great technological advancements in health.

Strengths and Limitations
This review had several limitations. First, selection bias tended to be prevalent in many research studies. To help address this problem, we held consensus meetings once per week to discuss the findings of the research articles. However, our main controls for selection bias were (1) identifying the research objective, (2) defining the key terms used, and (3) having more than one reviewer examine each article. We conducted all consensus meetings either through Skype or in person. These meetings offered great value to our research because they reduced personal bias when eliminating the articles from the literature matrix. We gathered feedback, opinions, and knowledge throughout the process. Another selection bias was the selection of only free full-text articles. We eliminated a few articles in this step. Including those articles in the review most likely would not have changed the outcome of our review, but it might have identified additional barriers.

Second, we examined only 10 years’ worth of articles when abstracting the data. However, this may or may not be a limitation, as the technology used in mHealth may not have existed earlier. A third possible limitation is publication bias for the 10 years considered in this review.

This review adds to the body of knowledge on the significant barriers mHealth confronts in developing countries. This review was constructed in accordance with PRISMA guidelines. We limited our review to 2 well-known research databases, CINAHL and PubMed. As a result, we expect this review will have a high external and internal validity.

Recommendations and Suggestions for Further Research
To overcome these barriers, the published literature suggested some important solutions. Strengthening health care systems through the use of mHealth requires strong governance, as well as the commitment of the private sector [35,48]. More investment in phones and rigorous training on these devices is also required to improve their acceptability in developing countries [47]. It is also important to consider the characteristics of the population, such as socioeconomic background, to gain a better perspective of the community [29]. When phone ownership is lacking, a microcredit program, in which several people can obtain a loan to purchase a group phone, may be feasible, and consequently the group would rely on other family members or the community to improve their health [37]. The successful development of interventions using the capability of mHealth technologies lies within the criticality of mHealth research. It entails important characteristics, such as collaboration throughout all phases of the project [43].

It is important to adapt and redesign emerging interventions as the technology advances. The future of mHealth in both developed and developing countries is expected to be prosperous with new innovations arising exponentially throughout the health care domain. It is important to assess the disparities by country in order to improve their respective health care sectors. Community needs could be addressed and improved through the use of available technology by country. However, to drastically make a change and improve the use of mHealth in developing countries, policy reform at all levels is needed.

Project leader support through policy reform could compensate for the barriers faced in developing countries. Therefore, there is a need for future research on how governments can help their countries reach their goals to improve and increase the acceptance of mHealth as a means to improve health care and, ultimately, improve the health of their communities. In addition, there is a need for future implementation of mHealth technologies such as text messaging to improve chronic diseases, such as tuberculosis, HIV, hypertension, cardiovascular disease, colorectal cancer, and pneumonia, in remote and resource-limited settings to overcome the challenges a community faces. Implementation of mHealth initiatives requires rigorous training of health care workers, as well as of the designated population who will be participants in studies, to understand and use the technology correctly [39].

Training on the use of devices, such as cell phones and mobile apps, and on sharing and receiving text messages will not only improve the performance but also increase the acceptability of mHealth within the community [39,46]. Special attention needs to be paid to the illiterate when using SMS due to the inability of participants to read and comprehend these messages [55]. Lastly, there is a need to design the health system based on approaches to control the timing of text messaging, mobile network fluctuations, and mobile phone turnovers to improve treatment adherence and follow-up visits in cases of chronic diseases, infectious diseases, maternal care, and birth defects [32,48].

Conclusion
The published literature demonstrates the barriers faced by developing countries in the use of mHealth to improve health outcomes. This systematic review shed light on the most prominent health outcomes that can be improved using mHealth technology interventions in developing countries. SMS technology is readily available at low cost in developing countries and can be easily adopted to interventions that improve the health outcomes already identified. Additionally, the barriers identified will provide the leaders of future intervention projects a solid foundation for the design of those interventions, thus increasing the chances of long-term success and sustainability. We suggest that, to overcome the top 3 barriers, project leaders who wish to implement mHealth interventions must establish partnerships with local governments and nongovernmental organizations to secure funding, leadership, and the required infrastructure. This research identified the barriers and the frequency of those barriers by region. It also identified the most used type of mHealth tool, as well as the health outcomes affected by the tool used. This literature review highlighted the need for policy reform in developing countries to improve health care and, ultimately, improve the health of their communities.
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The Role of the Sharing Economy and Artificial Intelligence in Health Care: Opportunities and Challenges

Abstract

Health care systems worldwide have been influenced by the globally growing trend toward a sharing economy and will likely advance with these trends in the near future. Therefore, based on peer-to-peer relationships between individuals, sharing health care works by renting medical staff, facilities, and other medical resources. Medical data innovation, integration, analysis, and sharing have the potential to dramatically change the current pattern of the health care system and to provide precise and predictive medical assessment for individuals in the future. In addition, artificial intelligence could be useful in the fields of both clinical medicine and medical research and help to minimize the scarcity of human resources and broaden the role of humans in health care.

(J Med Internet Res 2019;21(10):e13469) doi:10.2196/13469
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In a classical health care system, primary care is mainly provided by family physicians. Family physicians are expected to offer appropriate advice and diagnoses at the early stages of illness. This type of health care requires familiarity with patients’ conditions (e.g., drug allergies or idiopathic issues) and therefore represents a patient-centered approach characterized by preventive and coordinated actions [10]. However, the corresponding costs associated with this comprehensive care tend to be high and can vary across patients. In recent years, the concept of sharing health care has emerged. Sharing health care is based on a peer-to-peer relationship between individuals with similar economic/social roles and works by renting medical staff, facilities, and other medical resources. For example, doctors will practice in single hospitals, clinics, or private health care facilities as well as other locations in a more flexible fashion. This sharing health care system will be similar to other growing sharing businesses (e.g., Airbnb, Mobike, and Uber), which are characterized by low entry requirements and high efficiency [2]. In this vision of the future, family physicians will engage in medical record sharing (with informed consent) and paramedic and facility sharing; therefore, with the same limited resources, a larger proportion of patients could receive primary medical care. With the application of principles of sharing economy in medicine, more patients look for medical information on the internet and make decisions based upon that information [11].

The term crowdfunding originally refers to the collective effort of consumers who offer funding to support and sustain a project [12]. Today, an interesting application of sharing economy in health care has emerged in mainland China (e.g., among users of Wechat, Weibo, QQ, and other social networking). We consider the application of sharing economy in health care as a type of “charitable crowdfunding,” which refers to crowdfunding projects that aim to help the poor, disabled, and other disadvantaged people to pay their health care budgets. As an example, since its foundation in 2015 until September 2018, one popular charitable crowdfunding project in mainland China—“fun in funding”—has already raised more than 55 billion RMB and helped 2.5 million families overcome fatal diseases such as leukemia and lung cancer. Many ordinary people donate just a few RMB, but with the spread of donation messages, more donations follow. As a result, such approaches are likely to raise the targeted money for poor and severely ill patients. Although there is no accurate or reliable statistical data of all funding used in this practice, we believe that this innovation of crowdfunding application has succeeded in helping many low-income families and people with genetic diseases to treat their illnesses. Furthermore, this can help fill the gap of the current health insurance system because all types of health insurance can only cover about 70%–80% of the expenditure if the expenditure does not exceed the reimbursement cap (Figure 1).

Table 1. Characteristics of the selected health care systems (2016).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mainland China</th>
<th>Hong Kong Special Administrative Region</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physicians per 1000 people</td>
<td>2.31(^a)</td>
<td>1.90(^b)</td>
<td>2.55(^c)</td>
</tr>
<tr>
<td>Hospital beds per 1000 people</td>
<td>5.37(^a)</td>
<td>5.32(^b)</td>
<td>2.5(^d)</td>
</tr>
<tr>
<td>Mean cost per patient (US $)</td>
<td>1801.74(^a)</td>
<td>2208.37(^b)</td>
<td>9990(^c)</td>
</tr>
</tbody>
</table>

\(^{a}\) Data source: National Health and Family Planning Commission of the People’s Republic of China.

\(^{b}\) Data source: Department of Health, Hong Kong Special Administrative Region.

\(^{c}\) Data source: US Department of Health and Human Services.

\(^{d}\) Data source: 2014 World Health Organization report.

In Hong Kong, the health care system has a dual-track structure encompassing the public and private sectors [8]. Public health care, operationalized by public hospitals, is the cornerstone of the health care system in Hong Kong, accounting for approximately 90% of health services and 29% of outpatient services. Hong Kong public health care also provides a comprehensive range of quality services at very low costs (e.g., US $13/bed/day), which is made possible by a high subsidy rate [7]. In Hong Kong, private clinics complement the public sector. The American system differs from those in mainland China and Hong Kong and involves a hybrid system that includes the federal government, local governments, and private funds (households and private businesses). It is estimated that American citizens have greater health care costs than other developed countries [9]: this is likely because most US health care services are delivered privately, even if they are publicly financed. Selected characteristics (physicians, hospital beds, and mean costs) of the health care systems of mainland China, Hong Kong, and the United States are compared in Table 1. The World Health Organization has specified a minimum of 2.5 health care professionals (physicians, nurses, and midwives) per 1000 people for essential primary care coverage; among the three systems detailed here, only the United States has met this criterion.
Medical data innovation, integration, analysis, and sharing have the potential to dramatically change the current pattern of the health care system worldwide and provide precise and predictive medical assessment for individuals in the future [14,15]. In addition, decision makers should provide a sufficient medical budget and lead the digitizing health care process through cooperation among the various health care organizations (hospitals, private medical constitutes, and charitable companies) to achieve development of health care systems.

The development of AI has been considerable over the past several decades, and it is conceivable that it could be applied to the medical field, particularly to data evaluation. In about 20 years, half of all work is expected to be out of date or no longer needed, and medical health care is not exempt from AI development [16]. AI could be useful in the fields of clinical medicine and medical research and help minimize the scarcity of human resources and broaden the role of human beings in health care. Given the popularity of personal smart devices, the idea of adopting AI for personal health care services is no longer out of reach and is increasingly viable.

AI technology will indeed help health care professionals provide more care for a larger number of patients, make better clinical decisions, and reduce unnecessary hospitalization and health care costs [17]. However, it is essential to assess the ethical issues in the application of AI technology in health care. Does AI involvement change the doctor-patient relationship and who is responsible for technology-assisted decisions when patients are harmed? Besides, without the clinical physician’s involvement, how will patients be reassured and kept emotionally stable? All of these issues require further consideration if effective solutions are to be identified.

When working toward achieving these goals, governments and health care providers must obtain a deeper understanding of patients’ preferences of AI in primary care and investigate the applicability of adopting a sharing health care business model.
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Abstract

Background: Self-guided internet-based interventions have several advantages over guided interventions and are generally effective in treating psychiatric symptoms.

Objective: We aimed to investigate whether the use of a new self-guided internet-based intervention (MOOD) would lead to a significant reduction in depressive symptoms compared with a care-as-usual (CAU) control group in a sample of individuals with depressive symptoms, most of whom had already used a different self-guided internet-based intervention in a previous trial.

Methods: A total of 125 individuals were randomized to the intervention condition (MOOD) and received access to the intervention for a period of six weeks or a CAU group. After six weeks, all participants were invited to take part in the post assessment. The Beck Depression Inventory-II served as the primary outcome.

Results: Both intention-to-treat as well as per-protocol analyses indicated that the depressive symptomatology decreased in both conditions but showed no advantage for those who had used MOOD. Subsequent moderation analyses suggested that those individuals who had less experience with psychotherapy benefitted to a greater extent compared with those with more experience.

Conclusions: Self-guided internet-based interventions are deemed a suitable first-step approach to the treatment of depression. However, our results indicate that they are more efficacious in those with less psychotherapy experience.

Trial Registration: ClinicalTrials.gov NCT03795480; http://clinicaltrials.gov/ct2/show/NCT03795480
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Introduction

Background

Major depression (MD) is one of the most common mental disorders, with more than 300 million people affected worldwide [1]. MD has an aggregated lifetime prevalence of 10.8% and a 1-year prevalence of 7.2% [2], and it represents an enormous personal and economic burden [3,4].

There is evidence for the effectiveness of psychotherapy and pharmacotherapy in the treatment of depression [5-7]. Although classic face-to-face psychotherapy is effective, it is not possible to treat all affected individuals by this method. According to the World Health Organization (WHO), the treatment gap for depression is 56.3% [8]. This means that a large number of
individuals suffering from depressive symptoms remain untreated. This treatment gap can be attributed to several different causes. One of the reasons being that there is an insufficient number of therapists, resulting in long waiting lists. In rural areas, psychologists and psychiatrists are especially underrepresented [9]. Furthermore, general practitioners often do not recognize MD, and misdiagnoses are frequent [10]. Besides these barriers on the supply side, there are also barriers on the demand side. These include patient fear about stigmatization, (expected) discomfort discussing one’s own mental health problems, the wish to overcome problems by oneself, a lack of awareness of the need for help, and the anticipated high cost of treatment [11,12]. In addition, it has been shown that greater levels of depression are associated with increased perceived barriers to seeking help, as depression is linked to deficient motivation and reduced activity, as well as to negative cognitive biases (eg, a negative view of the world or future) [13].

The Potential of Internet-Based Interventions

Internet-based interventions can help overcome the supply and demand barriers of conventional face-to-face treatment. Internet-based treatments could reach people who fear stigmatization, are widely accessible (especially for those living in rural areas or those with physical barriers), and provide a high level of privacy [14,15]. Furthermore, the individuals themselves can decide when and where they want to use the intervention. In addition, these interventions are usually available at low cost and, thereby, are affordable for individuals with limited financial resources [16]. In recent years, numerous internet-based interventions have been developed and investigated for their feasibility, acceptance, effectiveness, and side effects, most being used in the treatment of depression and anxiety disorders [17]. To date, a wide range of studies has provided evidence of the effectiveness of internet-based interventions. Studies have found effect sizes ranging from small to large [18-25].

Internet-based interventions can be categorized as either unguided or guided. Guided internet-based interventions are supported by a therapist or a trained person (eg, via frequent email correspondence or telephone support). In self-guided internet-based interventions, the patient does not receive any additional human support. Meta-analyses have found similar effect sizes for guided internet-based treatments when compared with classical face-to-face treatment [18,26]. According to van Ballegooijen et al [27], the average percentage of completed sessions is similar for guided internet-based interventions when compared with face-to-face therapy, although more individuals complete all sessions of the face-to-face therapy. However, individuals who dropped out from face-to-face therapy only completed 24.5% of the intervention, whereas noncompleters of guided internet-based interventions completed on average 42.1%. Many other studies have shown that internet-based interventions often have high dropout rates [28]. A meta-analysis that examined predictors of treatment adherence in self-guided internet-based interventions for depression identified several demographic and psychopathological factors (male gender, low educational background, and comorbid anxiety symptoms) that predict dropout [29].

Another meta-analysis by Richards and Richardson [23] included 19 randomized controlled trials (RCTs) of 10 guided and 9 self-guided interventions for depression. The effect size found for the guided internet-based interventions was 0.78, and for the self-guided interventions the effect size was 0.36 (Cohen d). A study that directly compared guided and self-guided interventions for depression within an experimental comparison of the same program with or without therapeutic support and a control group found an effect size of 0.66 for the self-guided version and 1.14 for the guided version (outcome: Beck Depression Inventory-II or BDI-II), which showed that although the effects were smaller for self-guided than for guided, interventions without support were still effective [30]. A meta-analysis by Baumeister et al [31] also supports the superiority of guided over unguided interventions in terms of effectiveness; however, the extent of this superiority seems to be significantly smaller than that in most previous studies (especially in depression studies).

The advantage of self-guided internet-based interventions over guided interventions is that they provide increased access to treatment for those who need it, even for individuals who do not meet the full criteria of a disorder, and, at the same time, are affordable and conserve resources [21]. A recent meta-analysis used individualized participant data to estimate aggregated effect sizes in 13 RCTs on self-guided internet-based interventions for depression [29]. This type of meta-analysis is better able to identify the true effects while taking into account the variability of the studies (eg, degree of support, adherence to treatment, and setting). The meta-analysis found an effect size of 0.27 (Hedge g). Contrary to previous results showing that higher baseline symptoms predict a greater reduction of symptoms after the intervention period [32], baseline depressive symptoms did not moderate treatment outcome. Another important finding was that better adherence was associated with better treatment outcome.

Objective

Self-guided internet-based interventions have several advantages over guided interventions and generally are effective in treating psychiatric symptoms. However, the question of which individuals benefit the most has not been investigated well enough. The aim of this study (NCT03795480) was to investigate the acceptance and effectiveness of a new self-guided internet-based intervention for depressive symptoms in a sample that had already received a similar intervention in the context of an earlier study [33]. In other words, we aimed to investigate the possible benefit of recurrent use of self-guided internet-based interventions. The intervention, called MOOD, was developed to provide individuals experiencing subjective depressive symptoms with low-threshold, self-directed, anonymous, and free access to an unguided internet-based intervention. Most of our participants had previously used a Web-based self-help program for depression in the framework of another trial [33]. The study thus enabled us to investigate whether people who had already received a similar therapy could still benefit from MOOD. We expected that participants who received access to MOOD would show a significant reduction of depressive symptoms (primary outcome: BDI-II) compared with the care-as-usual (CAU) control group. In addition, participants in
the intervention group were expected to report a significant increase in self-esteem and quality of life after the intervention period, compared with the control group. Furthermore, willingness to change (as assessed with the University of Rhode Island Change Assessment (URICA) scale [34]) was expected to moderate treatment outcome. Another aim of the study was to examine possible moderators of treatment outcome.

Methods

Study Design
The study was a randomized controlled superiority trial with 2 conditions and parallel assignment (1:1). During the intervention period of 6 weeks, the intervention group received access to the internet-based self-help intervention MOOD, whereas the CAU group received access after completion of the post assessment. There were 2 assessment times, baseline and posttreatment (with an intervention period of 6 weeks). The study was approved by the local psychological ethics committee of the Center for Psychosocial Medicine of the University Medical Clinic Hamburg-Eppendorf, Germany (approval number: LEPEK-003). All participants gave Web-based informed consent before participating in the study. The study was conducted in accordance with the Declaration of Helsinki. The 2 assessments did not ask for any personal information except for an anonymous email address (instructions on how to create such an address were given); no names, telephone numbers, or addresses were asked for. Email addresses were kept in a handwritten list and were assigned to participant codes. The email addresses were stored in a safe. All other obtained data were anonymized and stored electronically on password-protected computers. If a participant requests the deletion of his or her data after completion of the study, this could be done if they provide the code word. The program MOOD ensures network security via secure sockets layer encryption. Messages that were sent within the internal message system of MOOD met the required data safety standard.

Procedure
The study was conducted at the University Medical Center Hamburg-Eppendorf (Germany). At the 2 assessment times, baseline and posttreatment, data were obtained via an internet survey (Enterprise Feedback Suite survey from QuestBack Unipark). The baseline assessment obtained sociodemographic and psychopathological data (see subsection Instruments). After 6 weeks, all participants were invited to take part in the post assessment in which the same psychopathological data as before were assessed. Individuals in the treatment group were asked to provide a subjective evaluation of the internet-based self-help intervention. At the beginning of the post assessment, participants were asked to enter the same email address and individual code (numbers and letters) they had generated during the baseline assessment to ensure correct matching of pre and post data. Participants who completed the post assessment were rewarded with access to 2 mindfulness-based self-help manuals. These manuals contain a series of established relaxation and mindfulness exercises (eg, to increase acceptance and self-esteem) and were sent to the participants as PDF files.

Sample size
The power analysis for calculating the sample size for an analysis of covariances (ANCOVA) was conducted using G*Power [35] and revealed a sample size of 128 to detect a medium effect of 0.25, with alpha=.05 and a power of .80, which was expected based on a meta-analysis of the effectiveness of internet-based cognitive behavioral therapy (CBT) for depression [23].

Recruitment
The sample was recruited via an internal database of individuals with depression who had previously participated in studies conducted by the principle investigator’s unit and had given consent that they could be contacted for further studies. Most of the participants had previously participated in the Effectiveness of Internet-Based Depression Treatment study (EVIDENT) investigating the effectiveness of an internet-based self-help program for mild to moderate depressive symptoms [33]. Study invitations were sent via email providing information on the purpose and procedure of the study. In addition, invitations to the study were posted on online forums on depression and depression information websites. If participants were interested in taking part in the study, they were directed to a Web page from which the baseline assessment could be started. No financial compensation was offered.

Eligibility Criteria
Participants could be included if they fulfilled the following inclusion criteria: subjective psychological distress with desire for treatment for depressive symptoms (there were no cutoff criteria for depressive symptoms at baseline), aged between 18 and 65 years, internet access, and sufficient command of the German language. Individuals with acute suicidality (assessed at baseline using item 9 on suicidal thoughts of the BDI-II, cutoff ≥2) and/or a self-reported lifetime diagnosis of schizophrenia or bipolar disorder were excluded from the study. Participants who were excluded because of acute suicidality were contacted and provided with help offers and telephone numbers that could be contacted in case of acute crisis. Participants with other psychiatric diagnoses were not excluded from the study. All participants were allowed to continue previously started treatments (psychotherapy or pharmacotherapy; access to treatment) and also changes in medication or psychotherapy were allowed during the participation.

Randomization
Participants were randomly allocated into 1 of 2 conditions according to a randomization plan that was set up by the second author using the software Research Randomizer [36]. Block randomization was used to ensure balance between groups. As the study was conducted on the Web and the participants could actively enroll via Web-based registration, the allocation procedure differed from that in classical clinical trials, where allocation is performed by team members. On the basis of the date and time of completion of the baseline assessment, the participants were allocated to conditions following the randomization plan. The allocation rule was 1:1. Participants who were allocated into the intervention group received an email
containing information on the program and a link to the login Web page of MOOD as well as individual login data in the form of a code and a password. Participants in the CAU group received an email with the information that they would receive access to MOOD after completion of the post assessment.

**Intervention**

During the 6-week intervention period, the intervention group had access to MOOD, an internet-based self-help program targeting depressive symptoms. The program was developed by members of the neuropsychology working group of the University Medical Center Hamburg-Eppendorf and comprised 9 modules (see Table 1). The content of each module is based on CBT techniques and elements of the third wave of CBT.

There is evidence that cognitive restructuring (modules ABC-protocol [A: activating event, B: belief, C: consequence] and modifying thoughts) and behavioral activation (module positive activities) are effective techniques in the treatment of depression [37,38]. In addition, the concept of mindfulness, which has received increasing attention in recent years, is addressed and practiced in a module labeled *mindfulness*. It has been shown that mindfulness has a beneficial effect on the outcome of psychotherapy [39-41]. Strengthening interpersonal skills and competences is strongly recommended within the treatment of depression [37,42] and, therefore, addressed in 1 module (social competence). It is also evident that depression is associated with sleep disturbances, which should, therefore, be targeted in treatment (module sleep) [43,44].
All modules include interactive exercises, worksheets, pictures, graphics, videos, and audios that aim to incorporate the participant’s experiences and individual problems to increase the identification of the participant with the material and illustrate the content in an appealing way. The participants were free to choose the order of the modules and could work through the modules at their own speed. We have decided on a free choice of modules to give the participants experiences of autonomy and thus to minimize feelings of heteronomy (eg, being patronized; see [48] for a discussion of the role of motives in internet-based interventions). We recommended that they worked through 1 or 2 modules per week. The approximate time to finish a module ranged between 30 and 60 min. There was no direct guidance. However, the participants had the opportunity to contact a moderator in case of technical questions or problems via messaging within the program. This feature was optional, and the moderator did not actively contact the users on his or her own initiative. However, several reminders were sent via email to those participants who did not log into the program during the study. The participants were encouraged to have a look at the program and work with it. A short overview with summaries of the content of the modules was attached. The emails only served as a reminder to login to the program at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered. Of the 55 participants (55/62, 89%) of the MOOD group who logged in at least once; no therapeutic support was offered.

Table 1. Overview of MOOD modules.

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
<th>Specific skills and exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>Presents the outline and goal of the program; discusses the interactions between thoughts, emotions, and behaviors</td>
<td>Introduction into the principles of the program and strengthening of the treatment motivation; creation of list of values and needs according to which the user wants to live; emphasis is placed on the importance of interaction of thoughts, feelings, and behaviors</td>
</tr>
<tr>
<td>ABC protocol&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Highlights the importance of one’s beliefs in dealing with a specific situation; questions automatic beliefs about a situation and helps in developing new, more helpful beliefs</td>
<td>Introduction of the ABC protocol according to Ellis [45]; dysfunctional thought patterns (eg, all-or-nothing thinking and catastrophizing) are explained and converted to more helpful thoughts.</td>
</tr>
<tr>
<td>Positive activities</td>
<td>Shows how to integrate positive activities into one’s daily routine and achieve one’s goals</td>
<td>Presentation of lists of possible positive activities and exercises aimed at integrating positive activities into everyday life on a regular basis and planning them in a meaningful and realistic way; setting short- and long-term goals</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>Makes the user aware of his or her own strengths and teaches strategies on how to improve his or her self-perception</td>
<td>The user is asked to identify personal sources of self-esteem and search for forgotten strength. Obstacles are addressed that could stand in the way of an increase of self-esteem (eg, unfair comparisons). Presentation of a list of concrete actions to increase self-esteem in everyday life (eg, joy diary)</td>
</tr>
<tr>
<td>Social competence</td>
<td>Presents ways to improve social competences to connect with other individuals and reach goals in social relations</td>
<td>Definition of social competence and presentation of characteristics of aggressive, unsafe, safe, and friendly behavior [46]</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Presents various mindfulness-based relaxation and attention exercises to increase mindfulness in daily life</td>
<td>Identification of signs of mindlessness; distinction between evaluations or judgements and observations to learn an inner attitude of conscious perception, neutrality, and acceptance; suggestions on how the user can distance himself from stressful feelings and obstructive thoughts; presentation of several classical mindfulness exercise (eg, body scan)—those are guided in audio files</td>
</tr>
<tr>
<td>Modifying thoughts</td>
<td>Uncovers depressive dysfunctional thoughts and explains methods to turn these into more realistic thoughts</td>
<td>Using ABC protocols to modify depressive dysfunctional thoughts; presentation of different possibilities to positively influence thoughts, such as making concrete statements, avoiding generalizations, changing perspectives, obtaining other opinions, and questioning situations</td>
</tr>
<tr>
<td>Sleep</td>
<td>Shows the importance of sleep quality and gives advice on how to improve sleep hygiene</td>
<td>Psychoeducation on the development and maintenance of sleep disorders; identification of characteristics of healthy sleep; creation of a personal list of tips for improving sleep behavior</td>
</tr>
<tr>
<td>Relapse prevention</td>
<td>Encourages paying attention to warning signals that might trigger depressive episodes and provides helpful coping strategies</td>
<td>Identification of possible triggers of relapse; presentation of suggestions on how these triggers can be avoided—the user is recommended to balance negative stress with positive activities and identify physical, emotional, cognitive, and behavioral warning signals for stress in oneself (according to a checklist from Kaluza [47]); development of an individual emergency plan</td>
</tr>
</tbody>
</table>

<sup>a</sup>A: activating event, B: belief, C: consequence.
participants contacted the moderator several times—2 had 2 contacts (2/55, 4%), 1 had 3 contacts (1/55, 2%). Within the intervention period, none of the participants in the CAU group contacted the study staff.

**Instruments**

Psychopathological self-rating questionnaires were assessed at the baseline and post assessments. The BDI-II [49] served as the primary outcome. Secondary outcomes included changes in self-esteem and quality of life as well as the participants’ subjective evaluation of MOOD.

**Beck Depression Inventory-II**

The BDI-II [49] was used to assess depressive symptom severity over the previous 2 weeks. The self-rating questionnaire comprises 21 items; for each item, the participant is asked to evaluate the severity of the symptom on a rating scale from 0 to 3, with higher scores indicating more severe depressive symptoms. An overall score of 0 to 13 indicates minimal depression, 14 to 19 indicates mild depression, 20 to 28 indicates moderate depression, and 29 to 63 suggests severe depression. The internal consistency of the BDI-II ranges from 0.79 to 0.90 [50].

**Patient Health Questionnaire—9—Depression Module**

Change in depressive symptoms was also assessed with the Patient Health Questionnaire—9 (PHQ-9) [51]. The PHQ-9 is a self-rating questionnaire that comprises 9 items on depression, which can be answered on a 4-point rating scale ranging from 0 = not at all to 3 = nearly every day. Sum scores can range from 0 to 27 with the following classifications: none or minimal (0-4), mild (5-9), moderate (10-14), and severe (15-27) depressive symptoms. Results of the questionnaire can assist in determining a diagnosis of MD according to Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, criteria. Its internal consistency ranges from 0.86 to 0.89 [50].

**Rosenberg Self-Esteem Scale**

The Rosenberg Self-Esteem (RSE) scale [52] was used to assess self-esteem. The scale comprises 10 statements regarding self-esteem. Participants are instructed to rate how much they agree with the statements on a 4-point Likert scale from strongly agree to strongly disagree. Its internal consistency ranges from 0.77 to 0.88. In its original form, higher scores reflect less self-esteem; however, in our study we used a reversed rating scale such that higher scores reflect more self-esteem.

**World Health Organization Quality of Life—Abbreviated Version**

The WHO Quality of Life—abbreviated version (WHOQOL-BREF) assesses quality of life [53]. It is a short version of the WHOQOL-100, with 26 items. The questionnaire contains 4 different types of 5-point rating scales that ask the participant how much, how complete, how often, how good, or how satisfied he or she felt over the previous 2 weeks. The questionnaire has 4 subscales: physical health, psychological, social relations, and environment. The WHOQOL-BREF has an internal consistency of 0.70 [54].

**University of Rhode Island Change Assessment**

The URICA scale is a measure of willingness to change [34] and was used in the baseline survey. It comprises 32 items representing 4 phases of change: precontemplation, contemplation, action, and maintenance. In this study, a total of 9 items were used, selected from the subscales of precontemplation, contemplation, and action. The internal consistency is 0.83, and the reliability of the test-retest lies between 0.63 and 0.75. Answers could be given on a 5-point Likert scale ranging from 1 (strong disagreement) to 5 (strong agreement). In addition, a single item on expectation regarding the treatment outcome was added: “At present, how successful do you think the MOOD self-help program will be?” Here, answers could be given on a 9-point Likert scale ranging from 1 (not successful at all) to 9 (very successful).

**Subjective Appraisal**

The subjective appraisal of the intervention was assessed with questions we generated, as well as with adaptions of the Fragebogen zur Patientenzufriedenheit ZUF-8 (questionnaire to measure patient satisfaction [55]). The internal consistency of the ZUF-8 ranges between 0.87 and 0.93. Items could be answered on a 4-point Likert scale ranging from totally disagree to totally agree. Open questions gave participants the opportunity to provide feedback on the program.

**Statistical Analyses**

Intention-to-treat (ITT), per-protocol (PP), and frequent user analyses were conducted using IBM Statistics 25 software. The ITT sample comprised all participants who participated in the baseline assessment, whereas the PP sample comprised those who completed both the baseline and the post assessments and used the intervention at least once during the intervention period. Those who used MOOD at least once a week were considered frequent users. According to the Consolidated Standards of Reporting Trials guidelines for reporting RCTs, both ITT and PP analyses should be reported [56]. Although reporting ITT analyses might be considered as the standard analysis for clinical trials, the PP analyses provide an estimate of the true efficacy, as it only includes participants who completed the study and showed (partial) adherence. Missing values in the ITT analysis were imputed using an expectation-maximizing algorithm with 200 imputations. For each measure, we conducted ANCOVA as it only includes participants who completed the study and was used in the baseline survey. It comprises 32 items representing 4 phases of change: precontemplation, contemplation, action, and maintenance. In this study, a total of 9 items were used, selected from the subscales of precontemplation, contemplation, and action. The internal consistency is 0.83, and the reliability of the test-retest lies between 0.63 and 0.75. Answers could be given on a 5-point Likert scale ranging from 1 (strong disagreement) to 5 (strong agreement). In addition, a single item on expectation regarding the treatment outcome was added: “At present, how successful do you think the MOOD self-help program will be?” Here, answers could be given on a 9-point Likert scale ranging from 1 (not successful at all) to 9 (very successful).

**Results**

**Baseline Characteristics**

Table 2 shows the demographic and psychopathological data of the sample at baseline. The first participant was included on May 8, 2018, and the last post assessment took place on July
22, 2018. In total, 125 participants were included in the analyses. Of these, 63 were randomized to the CAU condition and 62 to the MOOD condition (see the study flowchart in Figure 1). Depression symptom severity was on average mild to moderate as measured by the BDI-II: 24/125 (19.2%) had minimal symptom severity (scores 0-13), 29/125 (23.2%) showed mild symptoms (scores 14-19), 39/125 (31.2%) had moderate symptoms (scores 20-28), and 33/125 (26.4%) had severe symptoms (scores 29-63). Of the sample, 49/125 (39.2%) currently were receiving outpatient psychotherapy and 5/125 (4.0%) were waiting for therapy.

Table 2. Demographic, psychopathological, and treatment variables along with respective statistical values (N=125).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>MOOD (n=62)</th>
<th>Care-as-usual (n=63)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>15 (24)</td>
<td>18 (29)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.02 (10.90)</td>
<td>48.02 (10.95)</td>
</tr>
<tr>
<td>Level of school education (% A-level), n (%)</td>
<td>37 (60)</td>
<td>36 (57)</td>
</tr>
<tr>
<td>Treatment variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>38 (61)</td>
<td>35 (56)</td>
</tr>
<tr>
<td>Antidepressant</td>
<td>20 (32)</td>
<td>22 (35)</td>
</tr>
<tr>
<td>Antidepressant and antipsychotics</td>
<td>4 (7)</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Treatment status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>27 (44)</td>
<td>28 (44)</td>
</tr>
<tr>
<td>In treatment</td>
<td>24 (39)</td>
<td>25 (40)</td>
</tr>
<tr>
<td>Waiting for therapy</td>
<td>2 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Treatment expectation, mean (SD)</td>
<td>5.26 (1.55)</td>
<td>5.63 (1.42)</td>
</tr>
<tr>
<td>Number of previous courses of psychotherapy, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4 (7)</td>
<td>9 (14)</td>
</tr>
<tr>
<td>1-2</td>
<td>34 (55)</td>
<td>23 (37)</td>
</tr>
<tr>
<td>&gt;2</td>
<td>24 (39)</td>
<td>31 (49)</td>
</tr>
<tr>
<td>Psychometric scales, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;b&lt;/sup&gt; (depressive symptom severity)</td>
<td>22.54 (11.39)</td>
<td>22.79 (11.98)</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;c&lt;/sup&gt; (depressive symptom severity)</td>
<td>10.74 (4.50)</td>
<td>10.52 (5.17)</td>
</tr>
<tr>
<td>WHOQOL-BREF&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>48.39 (21.88)</td>
<td>49.80 (21.47)</td>
</tr>
<tr>
<td>Physical health</td>
<td>55.59 (18.27)</td>
<td>57.31 (19.18)</td>
</tr>
<tr>
<td>Psychological</td>
<td>43.55 (18.74)</td>
<td>45.90 (18.48)</td>
</tr>
<tr>
<td>Social relationships</td>
<td>45.43 (20.56)</td>
<td>48.41 (20.62)</td>
</tr>
<tr>
<td>Environmental</td>
<td>67.69 (16.47)</td>
<td>73.61 (16.01)</td>
</tr>
<tr>
<td>RSE&lt;sup&gt;e&lt;/sup&gt; (self-esteem)</td>
<td>26.14 (6.96)</td>
<td>26.92 (6.92)</td>
</tr>
</tbody>
</table>

<sup>a</sup>1=not at all successful to 9=very successful.
<sup>b</sup>BIDI-II: Beck Depression Inventory-II.
<sup>c</sup>PHQ-9: Patient Health Questionnaire–9.
<sup>d</sup>WHOQOL-BREF: World Health Organization Quality of Life–abbreviated version.
<sup>e</sup>RSE: Rosenberg Self-Esteem.
Completion of Assessments and Treatment Adherence

The completion rate of the assessments was satisfactory; 103/125 (82.4%) completed the post assessment. There were no significant differences in completion of assessments between the intervention group and the CAU group ($\chi^2_{1,125}=3.7; P=.06$). Completers and noncompleters were not significantly different on any baseline demographic characteristic except for 2 items regarding the presence of a diagnosis of a depressive disorder and substance or alcohol dependency. Specifically, of those who did not complete the post assessment, 6/22 (27%) did not have a self-reported diagnosis of depression, whereas of those who completed the post assessment, 9/103 (8.7%) did not have a self-reported diagnosis of depression ($\chi^2_{1,125}=5.9; P=.02$). Relatively more participants, 3/22 (14%), who did not complete the post assessment indicated having a diagnosis of a substance or alcohol dependency compared with those who completed the study and had such a diagnosis (3/103, 2.9%; $\chi^2_{1,125}=4.6; P=.03$).

Although the completion rate of the assessments was satisfactory, the usage of the intervention was rather low. Only 24/62 (39%) logged into the program at least once a week (frequent users). Of those who logged into the program, the participants completed an average of 2.90 (SD 3.13) modules. The mean time (in minutes) the users engaged with the program was 117.36 min (SD 209.05). No significant correlation could be found between duration of use and the number of completed modules with symptom improvement after the intervention ($P>.05$).

Primary Outcome

Tables 3 and 4 shows the group differences across time of each measure for the PP sample, frequent user sample (those who logged into the program at least once a week), and ITT sample. For the primary outcome (score on the BDI-II), the results of the ANCOVA analysis did not reach statistical significance, neither for ITT nor PP or frequent user sample. Results of the paired sample $t$ tests showed a significant decline of depressive symptoms from pre to post for the intervention ($t_{46}=2.05; P=.05$) and CAU ($t_{55}=2.96; P=.004$) groups.
Table 3. Group differences across time; means, standard deviations, effect sizes (Cohen \(d\)) and 95% CIs of completer sample (within-group differences are denoted via superscripts).

<table>
<thead>
<tr>
<th>Measurements</th>
<th>MOOD</th>
<th></th>
<th></th>
<th></th>
<th>Care-as-usual</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre (n=62), mean (SD)</td>
<td>Post (n=47), mean (SD)</td>
<td>Cohen (d) (95% CI)</td>
<td>Pre (n=63), mean (SD)</td>
<td>Post (n=56), mean (SD)</td>
<td>Cohen (d) (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II(^a)</td>
<td>22.54 (11.39)</td>
<td>20.36 (14.70)</td>
<td>−0.17 (−0.55 to 0.21(^b))</td>
<td>22.79 (11.99)</td>
<td>18.68 (12.79)</td>
<td>−0.35 (−0.71 to 0.02(^c))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9(^d)</td>
<td>10.74 (4.50)</td>
<td>10.60 (6.23)</td>
<td>−0.03 (−0.41 to 0.35)</td>
<td>10.52 (5.17)</td>
<td>9.11 (5.64)</td>
<td>−0.26 (−0.62 to 0.01(^b))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHOQOL-BREF(^e)</td>
<td>Global</td>
<td>48.39 (21.88)</td>
<td>50.00 (19.85)</td>
<td>0.08 (−0.30 to 0.46)</td>
<td>49.80 (21.47)</td>
<td>55.13 (22.71)</td>
<td>0.24 (−0.12 to 0.60(^b))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Physical health</td>
<td>55.59 (18.28)</td>
<td>57.22 (20.33)</td>
<td>−0.09 (−0.29 to 0.46)</td>
<td>57.31 (19.18)</td>
<td>60.33 (19.89)</td>
<td>0.16 (−0.21 to 0.52)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Psychological</td>
<td>43.55 (18.74)</td>
<td>46.72 (20.43)</td>
<td>−0.16 (−0.22 to 0.54(^f))</td>
<td>45.90 (18.48)</td>
<td>49.70 (19.54)</td>
<td>0.20 (−0.16 to 0.56(^b))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social relationships</td>
<td>45.43 (20.56)</td>
<td>48.40 (23.03)</td>
<td>−0.14 (−0.24 to 0.52)</td>
<td>48.41 (20.62)</td>
<td>50.30 (20.59)</td>
<td>0.09 (−0.27 to 0.45)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environment</td>
<td>67.69 (16.47)</td>
<td>70.01 (14.09)</td>
<td>−0.15 (−0.23 to 0.53(^b))</td>
<td>73.61 (16.01)</td>
<td>76.28 (15.17)</td>
<td>0.17 (−0.19 to 0.53(^b))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RSE(^g)</td>
<td>26.15 (6.96)</td>
<td>27.34 (7.67)</td>
<td>−0.16 (−0.22 to 0.54(^c))</td>
<td>26.92 (6.12)</td>
<td>28.68 (6.74)</td>
<td>0.27 (−0.09 to 0.64(^f))</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)BDI-II: Beck Depression Inventory-II.
\(^b\)\(P\leq0.05\).
\(^c\)\(P\leq0.005\).
\(^d\)PHQ-9: Patient Health Questionnaire–9.
\(^e\)WHOQOL-BREF: World Health Organization Quality of Life–abbreviated version.
\(^f\)\(P\leq0.01\).
\(^g\)RSE: Rosenberg Self-Esteem.

Table 4. Analysis of covariances with respective baseline values as covariates.

<table>
<thead>
<tr>
<th>Measurements</th>
<th>Per protocol sample (n=93)</th>
<th>(F) (1,122)</th>
<th>(\eta_p^2)</th>
<th>(P) value</th>
<th>Frequent user sample (n=80)</th>
<th>(F) (1,77)</th>
<th>(\eta_p^2)</th>
<th>(P) value</th>
<th>Intention to treat (n=125)</th>
<th>(F) (1,90)</th>
<th>(\eta_p^2)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDI-II(^a)</td>
<td>0.24</td>
<td>0.003</td>
<td>0.63</td>
<td>0.24</td>
<td>0.003</td>
<td>0.63</td>
<td>0.94</td>
<td>0.008</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9(^b)</td>
<td>0.03</td>
<td>0.000</td>
<td>0.86</td>
<td>0.00</td>
<td>0.000</td>
<td>0.97</td>
<td>2.41</td>
<td>0.019</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHOQOL-BREF(^c)</td>
<td>Global</td>
<td>0.10</td>
<td>0.001</td>
<td>0.75</td>
<td>0.03</td>
<td>0.000</td>
<td>0.87</td>
<td>1.72</td>
<td>0.014</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Physical health</td>
<td>0.66</td>
<td>0.007</td>
<td>0.42</td>
<td>0.04</td>
<td>0.001</td>
<td>0.84</td>
<td>0.37</td>
<td>0.003</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Psychological</td>
<td>0.57</td>
<td>0.006</td>
<td>0.45</td>
<td>1.75</td>
<td>0.022</td>
<td>0.19</td>
<td>0.11</td>
<td>0.001</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social relationships</td>
<td>0.69</td>
<td>0.008</td>
<td>0.41</td>
<td>0.33</td>
<td>0.004</td>
<td>0.57</td>
<td>0.10</td>
<td>0.001</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environment</td>
<td>0.01</td>
<td>0.000</td>
<td>0.95</td>
<td>0.27</td>
<td>0.003</td>
<td>0.61</td>
<td>0.92</td>
<td>0.008</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RSE(^d)</td>
<td>0.879</td>
<td>0.010</td>
<td>0.35</td>
<td>0.51</td>
<td>0.007</td>
<td>0.48</td>
<td>0.44</td>
<td>0.004</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)BDI-II: Beck Depression Inventory-II.
\(^b\)PHQ-9: Patient Health Questionnaire–9.
\(^c\)WHOQOL-BREF: World Health Organization Quality of Life–abbreviated version.
\(^d\)RSE: Rosenberg Self-Esteem.

Secondary Outcomes

Results of paired sample \(t\) tests indicate a significant increase in scores on the self-esteem scale (RSE) for the intervention \((t_{46}=2.97; \ P=.005)\) and CAU \((t_{55}=3.04; \ P=.004)\) groups. There was no significant improvement across time in scores on the RSE as analyzed using an ANCOVA with baseline score as covariate (see Table 4). This is applicable to all samples analyzed (ITT, PP, and frequent user). Quality of life was assessed with the WHOQOL-BREF. Although there was a significant increase in the global score of the CAU control group \((t_{55}=2.46; \ P=.02)\), there was no significant increase in the intervention group \((t_{46}=1.09; \ P=.28)\). Paired sample \(t\) tests for the subscales of the WHOQOL-BREF (physical health, psychological, social relationships, and environment) found a significant increase on the WHOQOL-BREF psychological.
(MOOD: $t_{46}=-2.86; P=.006$ and CAU: $t_{55}=-2.50; P=.02$) and environmental (MOOD: $t_{46}=-2.08; P=.04$ and CAU: $t_{55}=-2.27; P=.03$) scales for both groups. The ANCOVA analysis did not find a significant difference across groups for the WHOQOL-BREF and its subscales.

**Moderation Analysis**

The results for the interaction effect of the exploratory moderation analyses are summarized in Table 5. Subsequent analyses showed that participants in the intervention group who had less experience with psychotherapy showed a greater improved outcome on depression (BDI-II) compared with the CAU group ($P=.03$). In addition, moderation analyses showed results that bordered on significance ($P=.05$), suggesting that individuals in the intervention group who were currently receiving no other treatment had a better outcome compared with the CAU group (see Figure 2 and Table 5). Results indicate that willingness to change did not moderate treatment outcome ($P>.05$).

**Table 5.** Moderators for improvement in depression (Beck Depression Inventory-II difference score, means are centered).

<table>
<thead>
<tr>
<th>Outcome parameter</th>
<th>Beta</th>
<th>SE</th>
<th>$t$</th>
<th>$P$ value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of past courses of psychotherapy</td>
<td>-0.478</td>
<td>0.219</td>
<td>-2.178</td>
<td>.03</td>
<td>-0.913 to -0.042</td>
</tr>
<tr>
<td>Current treatment</td>
<td>7.340</td>
<td>3.711</td>
<td>1.978</td>
<td>.05</td>
<td>-0.035 to 14.714</td>
</tr>
</tbody>
</table>

*aPossible answers were no therapy, in-patient treatment, out-patient treatment, treatment with licensed psychotherapist, treatment at day hospital, waiting for therapy to begin, and planning on starting therapy.*

**Figure 2.** Interaction effects of current treatment (left), number of prior treatment (right) and group allocation. The graph on the left presents the effects of current treatment (1=yes, 2=no) on symptom reduction. The graph on the right depicts how experience with psychotherapy (number of prior treatments) is related to depressive symptomatology (outcome: reduction on BDI-II). BDI-II: Beck Depression Inventory-II.

**Subjective Appraisal**

In Tables 6 and 7, subjective appraisals of MOOD are displayed. Overall, MOOD was positively evaluated. Of those who used the intervention, 78% (29/37) rated MOOD as suitable for self-help, 73% (27/37) considered it an applicable supplement to psychotherapy, and 54% (20/37) rated the program as helpful. Furthermore, 81% (30/37) rated the quality of the program as excellent to good, 76% (28/37) would recommend it to a friend with similar problems, and 68% (25/37) would use the program again. However, only 22% (8/37) indicated that they were able to use MOOD regularly, 46% (17/37) had to force themselves to use the program, and only 30% (11/37) stated that their depressive symptoms decreased through using MOOD. In addition, 60% (18/30) rated MOOD to be equally good or better than the internet-based intervention they had previously used, and 17% (5/30) considered MOOD inferior.
Table 6. Subjective appraisal of MOOD (scores: 1=not at all, 2=a little, 3=a lot, and 4=absolutely).

<table>
<thead>
<tr>
<th>Item</th>
<th>MOOD condition (n=37), mean (SD)</th>
<th>Positive (a lot and absolutely) appraisal, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think the MOOD program is good for self-help and self-guidance.</td>
<td>2.95 (0.85)</td>
<td>29 (78)</td>
</tr>
<tr>
<td>I think the contents of the program were understandable.</td>
<td>1.97 (0.93)</td>
<td>35 (95)</td>
</tr>
<tr>
<td>I think the program was helpful.</td>
<td>2.54 (1.02)</td>
<td>20 (54)</td>
</tr>
<tr>
<td>I was able to use the program on a regular basis during the past 6 weeks.</td>
<td>1.86 (0.95)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>I had to force myself to use the program.</td>
<td>2.46 (1.17)</td>
<td>17 (46)</td>
</tr>
<tr>
<td>My depressive symptoms decreased because of the use of the program.</td>
<td>1.97 (0.93)</td>
<td>11 (30)</td>
</tr>
<tr>
<td>I consider the program to be applicable as a supplement to psychotherapy.</td>
<td>2.97 (0.87)</td>
<td>27 (73)</td>
</tr>
<tr>
<td>The program is not applicable to my depressive symptoms.</td>
<td>1.76 (1.07)</td>
<td>9 (24)</td>
</tr>
</tbody>
</table>

Table 7. Subjective appraisal of MOOD (adapted from a German questionnaire on patient satisfaction, ZUF-8 [59]).

<table>
<thead>
<tr>
<th>Item</th>
<th>MOOD condition (n=37), mean (SD)</th>
<th>Positive appraisal, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do you rate the quality of the program? (excellent, good vs okay, not good)</td>
<td>2.30 (1.05)</td>
<td>30 (81)</td>
</tr>
<tr>
<td>Did you receive the type of treatment you expected to receive? (absolutely, a lot vs a little, not at all)</td>
<td>3.16 (0.90)</td>
<td>25 (68)</td>
</tr>
<tr>
<td>To what extent did the program help you cope with your problems? (absolutely, a lot vs a little, not at all)</td>
<td>2.76 (1.14)</td>
<td>19 (51)</td>
</tr>
<tr>
<td>Would you recommend the program to a friend with similar symptoms? (yes, probably yes vs probably not, no)</td>
<td>3.32 (0.97)</td>
<td>28 (76)</td>
</tr>
<tr>
<td>How happy are you about the extent of the help you have received through using the program? (very satisfied, mostly satisfied vs somewhat dissatisfied, dissatisfied)</td>
<td>3.16 (1.07)</td>
<td>21 (57)</td>
</tr>
<tr>
<td>Did the program help you cope with your problems more successfully? (absolutely, a lot vs a little, not at all)</td>
<td>2.65 (1.36)</td>
<td>21 (57)</td>
</tr>
<tr>
<td>How satisfied are you with the program in general? (very satisfied, mostly satisfied vs somewhat unsatisfied, unsatisfied)</td>
<td>2.57 (1.28)</td>
<td>25 (68)</td>
</tr>
<tr>
<td>Would you use the program again? (Yes, probably yes vs probably not, no)</td>
<td>3.35 (1.11)</td>
<td>25 (68)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The treatment gap in the treatment of depressive disorders is a significant issue [8] and might be narrowed by providing effective internet-based interventions. Self-guided internet-based interventions can be especially useful because therapists are a scarce resource. Furthermore, depressive episodes tend to reoccur [60], but treatment barriers are stable, which means that affected individuals are repeatedly confronted with the problem of the undersupply of therapists. In our study, we aimed to investigate whether the use of a new self-guided internet-based intervention called MOOD over a period of 6 weeks would lead to a significant reduction in depressive symptoms compared with a CAU group (that got access to MOOD after completion of the post assessment) in a sample of individuals who had previously and/or currently received therapy (most of the participants had also already received a different internet-based intervention).

In our analyses, we found no significant difference across groups in any outcome variable (for ITT, PP, and frequent users). Contrary to our hypothesis, the group that received MOOD over the intervention period did not significantly improve in depressive symptoms compared with the CAU group. Both groups significantly improved over time and, interestingly, the difference here was more pronounced for the CAU group for the primary outcome, which was the BDI-II. Both groups significantly improved over time in levels of self-esteem and quality of life, but this effect again was not different across groups. These findings are different from previous trials investigating the effectiveness of self-guided internet-based interventions. Here, it was found that self-guided internet-based interventions were effective in treating depressive symptoms at a small to medium effect size [21,23]. Certainly, it is possible that this difference between ours and previous results might stem from a publication bias. Furthermore, self-guided internet-based interventions were found to be more effective in individuals currently not seeing a psychotherapist [33,61]. Results of this study support this finding with a P value of .05, which indicates that individuals in the intervention group who benefited more from the program were currently not receiving other psychotherapy. However, this result was not statistically significant. The number of participants who were in treatment while using MOOD amounted to 39%, and these individuals had a smaller symptom reduction compared with those who
were not in treatment. This result indicates that internet-based interventions appear to be more useful to individuals who are currently not receiving psychotherapy. More than 70% of participants in the intervention group considered MOOD to be a suitable supplement to psychotherapy. However, this is more likely to be the case if the combination of internet-based interventions and psychotherapy is addressed in therapy, and the integration is actively promoted, as in blended therapy [62,63,64].

Another interesting finding was that the participants’ past experience with psychotherapy had a significant effect on treatment outcome. Here, results indicated that individuals with less experience benefited more than those with more experience. Our sample mainly comprised individuals with a relatively long history of depression; most of them had undergone multiple courses of psychotherapy in the past. Only 10.4% of the overall sample had not previously received psychotherapy. Also, 82.9% had previously used a comparable self-guided internet-based intervention within the framework of another trial [33]. Our results support the assumption that individuals who have already used a very similar internet-based intervention and have a high level of psychotherapeutic experience may not benefit from another self-guided Web-based intervention. Perhaps they should receive personalized support, such as a guided internet-based intervention. It is conceivable that individuals who have suffered from depression for a long time and who already have had significant treatment experience will not learn much that is unknown or new to them in a subsequent intervention. Another explanation might be that individuals who have not benefited from conventional psychotherapy and, therefore, have continued to look for other forms of treatment also will not benefit from internet-based treatment. The fact that people with a long history of depression usually suffer from residual symptoms that are difficult to treat is a well-known prognostic factor and therefore is presumably another reason for the nonsignificant group differences we found in our sample [65,66]. Another important point is that patient’s expectations of the outcome of therapy is considered a key determinant of the actual therapy outcome [67,68]. Many patients with a long history of a mental disorder and extensive therapy experience are likely to have lower expectations and hopes regarding treatment outcome. This naturally applies to other forms of therapy too and is not confined to internet-based interventions. However, it could be a further reason for the lack of treatment effects found in our study. Despite this, based on the results presented above, we come to the conclusion that unguided internet-based interventions should mainly serve as a first step in treatment and are not suitable for individuals with recurrent or residual symptoms. Our findings, therefore, support stepped care approaches, in which self-guided internet-based interventions are used in early phases of illness and in patients without a chronicization of symptoms [69-71]. The key idea behind these stepped models is that patients should first be treated at the lowest level (to avoid psychiatrization and self-stigma) and only proceed to more advanced care when symptoms are severe or do not improve with (guided) self-help. It has been found that stepped care approaches can be effective and resource-saving in the treatment of common mental disorders, such as depression [72]. Another potential implication is that programs for individuals with therapeutic experience have to be more elaborated to be effective. For instance, they could consider motives of participants [48] or be personalized in other ways.

Strengths and Limitations
To participate in the study, neither a (verified) diagnosis of depression nor a minimum severity of depression symptoms was necessary, which resulted in heterogeneity of depression levels. Therefore, on the one hand, a wider range of individuals with desire for treatment for depression was reached, regardless of whether they met the criteria of a diagnosis or not. On the other hand, it has been found that samples of severely depressed participants benefit more from low-intensity psychological interventions than samples of mildly depressed participants [32], which might be because those with severe depression have more room to improve. This finding, however, contrasts with results of Karyotaki et al [21] who found that self-guided internet-based interventions are effective regardless of symptom severity. Interestingly, within another study by Karyotaki et al [73], it was found that individuals with more severe baseline symptoms were more likely to improve than individuals with less severe baseline symptoms after treatment with guided internet-based interventions, which means that the findings are still ambiguous in this respect. Apart from this, broad inclusion criteria may result in a type I error and, thereby, lead to an underestimation of the intervention’s treatment potential. Another limitation might be the sample size in our study. Our power analysis was based on a medium effect, and we did not consider expected dropout in our sample size calculation, which could have led to an overestimation, as Karyotaki et al [21] only found a small effect (g=0.27) for self-guided interventions. To detect such a small effect, a larger sample would have been necessary.

A strength of the study is the high completion rate of the assessments—only 17.6% did not participate or complete the post assessment. Despite the high completion rate, the treatment adherence was rather low; only 39% were able to use the program on a regular basis (at least once a week), and the average time of program usage was 117.36 min. Contrary to the results of other studies, there was no significant correlation between duration of use and therapy outcome [21,74]. Interestingly, the percentage of participants who self-reported a regular use was minor (22%) compared with the percentage of the frequent users as defined by us. It is conceivable that depressive users themselves define much higher standards for regular use. If they do not meet these demands, this leads to disappointment and negative feelings. This point can be discussed in the context of depression-specific negative cognitive distortions, namely, (dysfunctional) perfectionism and all-or-nothing thinking [75,76]. Individuals with depression, who have these thought distortions, often think that an expectation task is either fulfilled perfectly (100%) or not at all. In our case, this could mean that the participants rated themselves or their use of the program worse than they actually did because of their depressive way of thinking. Strategies that improve adherence in self-guided internet-based interventions (such as sending reminders) have been found to have a positive effect on treatment outcome [77]. However, in our study, we did send frequent reminders to participants to use the
intervention. Finally, as the study had limited financial resources, follow-up assessments were not possible. For this reason, no conclusion can be drawn about long-term effects.

**Conclusions**

The efficacy of unguided internet-based interventions has been proven in various trials. However, it is unclear whether internet-based interventions are beneficial for individuals with a long history of depression and greater experience with psychotherapy and for those who have already undergone a different unguided Web-based intervention. With this sample, we could not verify the efficacy of the new self-help internet-based intervention MOOD; however, 2 interesting findings with implications for the future were identified. Greater experience with psychotherapy and (at trend level) current treatment reduced the effects of the intervention on depressive symptoms. We conclude that unguided internet-based interventions might be appropriate as a first step in treatment but not for individuals who already have much experience with psychotherapy or internet-based interventions.
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Abstract

Background: Being socially connected is related to well-being, and one way of avoiding social isolation is to deepen existing relationships. Even though existing relationships can be reinforced by regular and meaningful communication, state-of-the-art communication technologies alone do not increase the quality of social connections. Thus, there is a need for the involvement of a trained human facilitator in a network of older adults, preferably for a short period, to promote the deepening of their relationships.

Objective: This study aimed to evaluate the hypothesis that a human-facilitated, media-sharing social networking system can improve social connection in a small group of older people, who are more vulnerable to social isolation than most, and deepen their relationships over a period of a few weeks.

Methods: We conducted the design and evaluation of Media Parcels, a novel human-facilitated social networking system. Media Parcels is based on the metaphor of a facilitator collecting and delivering parcels in the physical mail. Extending the metaphor, the system supports a facilitator in designing time-based dialogue requesting parcels from participants that bring out their memories and feelings, in collecting the parcels, wrapping them in annotations that communicate the corresponding requests, and delivering the wrapped parcel to a target person. Qualitative evaluation was carried out in two trials with a group of three people each, one with family members (children and father; aged 55, 56, and 82 years old) and the other with a group of friends (aged 72, 72, and 74 years old), over two weeks. In each trial, data were collected in three interviews (pre-, mid-, and posttrial) and via system logging.

Results: Collected data indicate positive social effects for deepening and developing relationships. The parcel metaphor was easily understood and the computational system was readily adopted. Preferences with regard to media production or consumption varied among participants. In the family group, children preferred receiving media parcels (because of their sentimental value) to producing them, whereas the father enjoyed both. In the friendship group, preferences varied: one friend enjoyed both producing and receiving, while the other two preferred one over the other. In general, participants reported a preference for the production of items of a certain type depending on the associated content. Apart from having a strong engagement with the system, participants reported feeling closer to each other than usual.

Conclusions: For both groups, Media Parcels was effective in promoting media sharing and social connections, resulting in the deepening of existing relationships. Its design informs researchers who are attempting to promote social connection in older adults.
Web-based contact seems to be an obvious solution, particularly for distant contacts in person or attend in-person social events. Older adults who are socially isolated have been found to be transient, feelings of being connected to others may change. Thus, social connectedness may also correspond to short-term experiences of belonging [3]. Having regular and meaningful contact with others usually increases social connectedness, but this type of contact may be hindering for older people because of mobility and geographic constraints.

The global population aged 60 years old or above is growing at a rate of about 3% per year, which is faster than all younger age groups. At present, in Europe 25% of the population is already aged above 60 years old, and in Latin America they account for 12% of the population [4]. This shift in the world’s demographics has led to a need for action across multiple sectors to enable older people to age well and remain a resource to their families, communities, and economies. Thus, successful ageing and healthy ageing have been topics of interest in some of the most recent studies conducted among the older population. The World Health Organization [5] defines successful ageing as the process of developing and maintaining the functional ability that enables well-being in older age. By including well-being in this definition, it goes beyond physical health as it includes domains such as happiness, satisfaction, fulfillment, and feelings of belongingness.

Older people often emphasize the role of social integration and well-being associated with successful ageing [6]. As they age, they wish to maintain their identities and social roles, have relationships, remain autonomous, feel safe, feel like they still have the potential for personal growth, and be able to enjoy life [7-9].

Older adults are more vulnerable to social isolation than the rest of the population. Typically, their social networks shrink with age because of bereavement, relocation, and reduced mobility [10]. Moreover, older adults who are socially isolated have been shown to be more depressed and disabled, be in poorer health, and report lower levels of well-being than those who are socially connected [11]. Thus, it is important that they are able to maintain and deepen social connections with their remaining family and friends and to establish new ones.

Maintaining regular social connections can be challenging for older people living alone, who may struggle to travel to meet distant contacts in person or attend in-person social events. Web-based contact seems to be an obvious solution, particularly given the rise in internet access via mobile devices for adults aged 65 years or older in the United Kingdom [12], Brazil [13], and the United States [14], among others. Such technology can support older adults [15] who prefer traditional one-to-one channels of communication [16,17].

Social connectedness can be stimulated by experiences that remind people of their social relationships. For example, looking at a photograph or listening to a song may remind them of a loved one and their relationship with them. Thus, feelings of social connectedness do not necessarily require physical proximity. Based on these insights, our hypothesis is that a human-facilitated, media-sharing social networking system can improve social connection in older people and deepen their relationships upon deployment over a few weeks.

To evaluate our hypothesis, we designed a new type of social networking system called Media Parcels to address social connection in older people and deepen their relationships over a few weeks with the mediation of a human facilitator. Media collection and sharing, orchestrated by the facilitator, lies at the heart of the system, as this activity is meant to stimulate user reflection about current relationships, both strong and weak. In the Media Parcels system, parcels of media are solicited by the facilitator for later consumption by specific recipients, with the types of media requested designed to encourage reciprocal intimacy and self-disclosure between an older person and selected social contacts.

Both the intervention duration and the group size are important in the proposed design. One of the main reasons is that a large group size would imply developing a large number of relationships, which is difficult to achieve in a short period and challenging for a facilitator to coordinate. Second, a duration of a few weeks allows the involvement of the facilitator to be short term, and finally, this would allow the study to take advantage of the temporary novelty effect observed with new technology adoption.

In the current design of the system, media collection and distribution are done by a human facilitator among 3 users. In future designs, the facilitator might be supported or eventually replaced by an algorithm designed to allow larger networks.

**Social Networking and Older People**

Much research exists on the value of sharing digital media and other physical memorabilia for maintaining relationships but not the honesty and intent [18-21]. Here, we will concentrate on more recent broad social media services and studies of media sharing through social networking systems, especially those targeted at the older population.

Facebook use is now part of daily life for many people around the globe, and a huge number of posts made by friends are delivered continuously to users. An early study on self-disclosure on Facebook by Park et al [22] with 317 student...
participants showed that the number of and positivity of posts is associated with the intimacy of the relationship, but not the honesty and intent. In a later study with 243 participants, Orben and Dunbar [23] investigated how passive consumption of personal disclosures affects the development of relationships. Passive consumption occurs when a person reads the posts of others without directly interacting with them. Their results suggest that reading high intimacy, self-disclosures increases relationship closeness, triggering similar relationship formation in real-life interactions.

When focused especially on the elderly population, the use of social media is slightly different to other groups. Rebelo [24] conducted an exploratory study in Portugal with 4 older adults to understand the motivations and interests of the elderly population when using social networks (in particular Facebook). The researcher found that, for this particular group, motivation was mainly related to solitude, belonging, reunions, and willingness to improve intergenerational relationships. Regarding shared content, the elderly stated that they like discussing memories but were concerned about privacy, and they thought that most of the published content on the social network site was inadequate or uninteresting. Chakraborty et al [25] studied the privacy-preserving behaviors of older Facebook users in direct contrast to their self-disclosure. They analyzed the profile information and privacy settings of 134 Facebook users aged above 55 years, together with 50 of their friends, and they observed that older adults hide or share information on their profiles depending on what information their contacts share. They tend to be more conservative about information sharing, in line with the findings of Lindley et al [16] and Pedell et al [17].

Sinclair and Grieve [26], in turn, investigated whether older adults could derive social connectedness from Facebook and whether the levels of social connectedness were similar to those seen in younger samples. The analysis revealed that Facebook social connectedness emerged as a separate factor to offline social connectedness, with correlations between the factors indicating that they were distinct constructs. The participants reported levels of Facebook-derived social connectedness similar to those seen in younger samples. About the social effects and benefits caused by the networks, Quinn [27] examined the engagement among novice social media users, aged 65 years and older, in 4 cognitive domains: attention, processing speed, working memory, and inhibitory control. Results reported include the improvement of intervention participants in inhibitory control. Quinn argued that the findings demonstrated that the benefits of social media use at older ages extended beyond mere social engagement and into other domains of everyday well-being.

Chen and Schlz [28] conducted a systematic review to verify the effect of information communication technology on elderly social isolation. Their findings suggested that although the technology lessened social isolation, the technology alone does not guarantee quality of communication among older adults. Furthermore, when communication is not reciprocal, technology use may increase social isolation [29].

Several novel media sharing systems have been designed for the older population, with differing levels of effects on relationships. A number of these systems use situated displays in the home to share materials at a distance, such as photographs, text messages and broadcast media [30-33]. For instance, Garattini et al [34] designed a system to promote opportunistic social interaction among elderly people. Using a tablet, the system broadcast news of different topics and presents functionalities to enable group conversations through voice and text. The researchers conducted a 10-week study with 19 elders and some of their friends and family members. The results suggested that although the broadcasts encouraged social interactions, the quality of the engagement was limited by the absence of an approach to share personal information to help users become familiar with one another.

Waycott et al [31] developed a tool to facilitate message and media sharing and conducted a study in which caregivers used the tool to communicate with their elderly clients. Their results showed that photographs with captions were able to increase and enhance communication, and were well-suited to promote psychosocial care. Similarly, Abrahão et al [35] conducted a mobile digital storytelling study in a care home for older people. The creation of the stories was facilitated by either a formal or informal carer and focused mainly on the resident, capturing aspects of everyday life such as visits, social events, therapy sessions, and health reports. The results showed that the technology stimulated expressivity and creativity in the resident, as well as richer conversations between the resident and other people.

Cornejo et al [32] developed a system geared toward enhancing older people’s offline interactions with their family. The results emphasized how information shared on social media could provide conversational context for the elderly, prevent isolation, and increase offline conversations.

Most studies report positive benefits for maintaining or making new relationships through lightweight multimedia messages. Given the established relationship between the level of self-disclosure and relationship closeness both online and offline, there is an opportunity to explicitly encourage media exchange related to the existing relationship. By encouraging self-disclosure, we mean to encourage participants to talk about feelings and emotions, to talk about topics they do not regularly talk about (eg, intimate things), and to talk about themselves and their relationship toward each other so that using an app might be easier than saying it face-to-face.

**Methods**

**Media Parcels Design**

*Media Parcels* is a novel social networking system designed to promote facilitated media exchange between users. The interaction underlying *Media Parcels* is based on the metaphor of parcel delivery in the physical mail. First, a facilitator, upon specific requests to participants, collects media and wraps them in text commentary, bringing out their memories and meaning. Next, the facilitator passes the wrapped media parcel to a target person, who in turn unwraps them.
In the general case, Media Parcels supports facilitators in orchestrating interactions among any number of users by intervening in 2 steps: in phase 1 by requesting media parcels from a user and, in phase 2 by sending the parcels to any number of (other) users.

The particular case of deploying Media Parcels for the balanced interaction among 3 users (P1, P2, and P3) orchestrated by a facilitator is illustrated in Figure 1. For the same scenario, Table 1 details the request of parcels of media (from-to).

As currently designed, Media Parcels relies on a facilitator in charge of managing the interaction for the duration of the intervention. In a nonfacilitated approach, Media Parcels could, in principle, pass parcels of media between multiple providers and recipients of media, at various times, ad infinitum.

In contrast to most current social media systems that rely on the spontaneous posting of media for feedback, the Media Parcels approach is based on directed requests for media items which are then shared within a group.

For the deployment of Media Parcels, we used the Experience Sampling and Programmed Intervention Method (ESPIM) and an associated platform that support specialists (eg, health professionals) in communicating with their users at particular times of the day via a mobile app [36,37]. ESPIM is inspired by the experience sampling method for collecting self-reports in psychology proposed by Csikszentmihalyi et al [38], combined with the concept of programmed instruction [39]. The ESPIM software platform was designed to support health care and learning interventions in their natural environments throughout the day [36]. Such interventions can comprise open-ended and multiple choice questions, media requests, and deliveries. While creating the interventions, the professional defines the time-based moments in which they should be prompted on the user’s device [40].

Figure 1. Media Parcels exchange among three persons (P1-P3) in a two-phase interaction orchestrated by a Facilitator, who “wraps” the parcel by adding commentaries.
Table 1. Operations for Media Parcels exchange among persons P1, P2, and P3 in request-wrap-post interaction orchestrated by a facilitator.

<table>
<thead>
<tr>
<th>Phase and facilitator (role)</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media parcel (Request)</td>
<td>from (P1) to (P2)</td>
<td>from (P2) to (P1)</td>
<td>from (P3) to (P1)</td>
</tr>
<tr>
<td>Media parcel (Receive)</td>
<td>from (P1) to (P3)</td>
<td>from (P2) to (P3)</td>
<td>from (P3) to (P2)</td>
</tr>
<tr>
<td>Wrapping</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Media parcel (Wrap)</td>
<td>__a</td>
<td>__</td>
<td>__</td>
</tr>
<tr>
<td>Phase 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media parcel (Post)</td>
<td>from (P2) to (P1)</td>
<td>from (P1) to (P2)</td>
<td>from (P1) to (P3)</td>
</tr>
<tr>
<td>Media parcel (Post)</td>
<td>from (P3) to (P1)</td>
<td>from (P3) to (P2)</td>
<td>from (P2) to (P3)</td>
</tr>
</tbody>
</table>

*Not applicable.*

Approach Toward Social Connection and Deepening Relations

Aiming at supporting a facilitator who promotes social connection and deepening of relationships in a small network, comprising older persons and their social contacts, content exchanged via Media Parcels should encourage self-disclosure in the scope of the social relations involved while ensuring both intimacy and privacy.

Facilitator

The role of the facilitator includes: (1) designing media requests associated with feelings that encourage self-disclosure and reflection over a specific social contact; (2) wrapping together the media elements received and the associated feelings, without editing them; and (3) mediating the interaction between a pair of users by sharing the content produced between both ends of the targeted relationship.

For the purposes of this study, such a role demands professional skills, so in the case of the two trials described here the facilitator had a background in clinical psychology.

Media Requests

Requests for media were deliberately designed to be thought provoking and vehicles for self-reflection and disclosure. For example, the following requests and questions were used, among others, to elicit responses across a variety of media forms, personalized by name:

- Take a picture of an object that is special to you and explain why (image and text).
- Record a short audio clip of yourself singing a snippet of a song you like and explain why you like it (audio and text).
- Record a short audio to X, saying what he or she means to you (audio).
- What do you like to do with X? Why? (text).
- Send me a picture of a present X has sent you in the past. What was the occasion? How did you feel about it? (image and text).
- Record a short video of you saying something X often says (video).

Media requests were inspired by methods used in design and behavioral psychotherapy. We used two strategies for the design of media requests, one concerning the type of media, and the other, the media content. Different types of media may produce different emotional responses [41], so we designed media requests to be balanced across image, audio, text, and video to provide participants with all types of media once, and regarding media content, the media requests were designed to probe participants’ relationships and themselves.

Behavioral psychological interventions make use of asking questions, making requests, and giving instructions or suggestions for clients to carry out specific or generic actions outside the therapeutic setting [42]. Asking questions about happenings or feelings serves to gather information and also promotes self-observation, self-reflection, and self-knowledge. In our study, the media requests and questions about participants’ feelings were designed to encourage all participants to reflect on their relationships and express their feelings toward one another by producing media with emotional content. Furthermore, specifically for the older participants, the questions and requests also encouraged reminiscence of precious moments and self-disclosure.

The questions and requests might also be referred to as relationship probes, as they have the character of cultural probe questions for self-report except they are focused on personal traits and relationships rather than culture [43]. Cultural probes is a technique used to inspire ideas in a design process. Typically, the probes are small packages that can include any sort of artifact along with evocative tasks that allow participants to keep record of specific events, feelings, or interactions. It serves as a means of gathering inspirational data about people’s lives, values, and thoughts.

Media Wrapping and Sharing

For each media item collected, before sending the item to the target person the facilitator included a text comment to expose the request that created it. An example is given in Figure 2, with the facilitator requesting for one person to record a piece of audio for another person saying what she means to you. When sharing that media, the facilitator includes “Your dad recorded this message to you”. As indicated by this example, no editing relative to the media collected took place.
**Older Person’s Social Contacts**

Social contacts of an older person may be inter- or intragenerational, such as younger family members (their children or grandchildren) for intergenerational contacts, and the same generation friends or family members for intragenerational contacts. According to Lindley et al [16], the dynamics of family and friend relationships are very different, especially in terms of expected social support. Considering the two different types of social contacts, we designed two trials devoted to each type of relationship: one older person with two younger family members, and three same-generation older individuals that were friends.

For practical reasons related to our international collaboration, we conducted the first trial with family participants in the United Kingdom and the second trial with friendship participants in Brazil. The system and methods for both trials were largely the same and are reported in study 1 for the UK context, with variations outlined in study 2 for the Brazilian context.

The studies reported in this paper were designed so that phases 1 and 2 lasted around one week each. This amounted to a fixed period intervention aimed at increasing social connection between these partners. We designed a media collection phase (phase 1) and a media sharing phase (phase 2), so that participants could clearly discriminate between producing and receiving personal media content. In both studies, participants were aware of the two distinct phases and that the produced media in phase 1 would not be immediately shared with the other participants. They were also informed that the human facilitator, who was a clinical psychologist, would be in charge of sharing the produced media and its associated feelings from phase 1 with the other participants on phase 2, without editing the content. Participants were also aware that, once the facilitator mediated the media sharing, this person would have access to the content of the media and its associated feelings. In addition, the participants were informed that, after phase 2, the facilitator would not mediate their interaction anymore; thus, if they wished to talk about the media content received, they should use their conventional communication channels.

**Study 1: Family Trial**

This study focused on supporting an older person through media exchanges with two younger family members. The exchange of media parcels was asymmetric because they were not collected and delivered between the younger participants. Figure 3 shows the network configuration for study 1. An older adult who lives alone exchanged media (text, audio, image, and video) with 2 other social contacts. The facilitator (the first author) orchestrated the exchange in 2 phases. In phase 1, lasting a week, media relating to each pairwise relationship with the older person was collected by the facilitator at regular intervals. In phase 2, also lasting a week, that media was distributed to the reciprocal partner in each pair at regular intervals. As the older person is linked with 2 people, while those people are only linked to one and not each other, we collected and distributed twice as much content from the older person as from the reciprocal partners, as shown by the arrows in Figure 3.
Media

A typical media collection and sharing screen is shown in Figure 2, as previously presented. Requests for media were deliberately designed to be thought provoking and vehicles for self-reflection and disclosure. For example, the following requests and questions were used, among others, to elicit responses across a variety of media forms, personalized by name:

- Take a picture of an object that is special to you and explain why (image and text).
- Record a short audio clip of yourself singing a snippet of a song you like and explain why you like it (audio and text).
- Record a short audio to X, saying what he or she means to you (audio).
- What do you like to do with X? Why? (text).
- Send me a picture of a present X has sent you in the past. What was the occasion? How did you feel about it? (image and text).
- Record a short video of you saying something X often says (video).

Participants

Recruitment requirements for the older person were as follows: (1) aged 60 years or older; (2) lives alone; (3) is based in the Guildford area, United Kingdom; and (4) is able to nominate at least two other social contacts who are able to participate. All names were changed to preserve participants’ identities. We formally broadcasted the search for participants for 6 weeks through the University of Surrey academic email to the existing network of research groups and personal contacts, on the research group website, and by partnering with Age UK Surrey and the University of the Third Age, Guildford. The participants recruited were resultant of personal contact.

Participants were 1 older adult, Paul (aged 82 years), and 2 of his children: Karen (aged 55 years) and Charles (aged 56 years). Paul chose them because he considered them relevant people for social support in his life. Paul is an electrical and electronic engineer and still works part-time, mentoring engineers at a company. He did not have any cognitive impairment according to the Mini-Mental State Examination to measure cognitive health [44]. He was also living alone for the past 6 months and feeling more isolated since his wife passed away. Charles, his son, lives close to him. His daughter, Karen, lives in Kenya, Africa, but was visiting her father for the first week of the trial. The field data collection was done from late April 2018 to late May 2018.

Pretrial Interview

A pretrial semistructured interview was conducted face-to-face with each participant. With the older person, we enquired about his relationship with his two children. To access feelings of a specific social connection at the individual level between Paul and his children, we designed a Relationship Semantic Differential Scale (RSDS, Multimedia Appendix 1) with 16 pairs of contrasting attributes related to social relationships. Participants were instructed to express their agreement with the attributes on a 7-point scale. As typical of semantic differential scales, the closer the participant responds to one of the attributes the more they agree with it [45]. Paul was asked to rate his relationship with each child separately. Finally, the Media Parcels mobile app was downloaded and installed on a dedicated tablet. Paul was given this tablet and trained in how to use it. This took a total of about 1 hour and 30 min.

Each of Paul’s children also answered a similar semistructured interview enquiring about his or her relationship with their father and responded to the RSDS. The Media Parcels mobile app was downloaded to their existing smartphones and they were trained in how to use it. This took about 30 min per person.

Trial Period

Following the pretrial interview, the system was activated on all 3 devices and proceeded to collect media parcels from participants over 7 consecutive days in the first week of the trial. These were analyzed and selected by the facilitator for
redistribution over the following 8 consecutive days of the second week for the social contacts and 9 consecutive days for the older person. The amount of media parcels received in the second week was based on the amount of relevant media parcels produced by participants in the first week; therefore, it varied among participants. The older person, Paul, received 3 collection messages or 1 delivery message from the system each day, whereas his children Karen and Charles received only 1 collection or 1 delivery message a day. Notifications of each message sounded and appeared on the receiving devices, but users were able to defer answering or reading them until later. Users could also choose to decline answering any request. Once a media delivery had been seen, users could not directly respond with feedback to the person who sent the media, as is usual on most social media platforms. This was a design decision not to support interactional closure to encourage participants to contact each other offline or using their existing preferred communication channels. This decision was based on the fact that new technology solutions on communication mostly force users to abandon their usual channels to adopt new ones. This can be aversive to those people who take more time learning to use a novel technology, which is the case for most of the older population [46].

Midtrial Interview
At the end of the first week (phase 1) of the trial, we conducted a midtrial interview. Participants once again each responded to the RSDS and were interviewed about the feelings generated by producing materials about their relationship. Participants were also briefed about the delivery of phase 2 of the study.

Posttrial Interview
After phase 2, we conducted final semistructured interviews with all participants, separately, about their relationships, connectedness toward one another, and experience using the system. They then responded to the RSDS. The meetings lasted an average of 30 min for each social contact and 1 hour for the older person. In this last interview, they also evaluated their experience with the ESPIM mobile app by answering a User Experience Questionnaire (UEQ) [47] and a System Usability Scale (SUS) [48]. All interviews were conducted in the participants’ native language, English.

Study 2: Friendship Trial
To test out the value of the system for deepening relationships with same generation friends, we recruited 3 older people with different levels of acquaintance, as described below. We decided to treat all these participants equally in the trial by using symmetrical media sharing between all three, where P1, P2, and P3 are three elderly ladies. This means the scripted dialogue between participants and the facilitator implies that media were collected in phase 1 from each participant about their other 2 partners and distributed to those partners in phase 2.

Participants
Recruitment requirements were as follows: (1) aged 60 years or older; (2) lives alone; (3) is based in São Carlos, Brazil; and (4) is able to nominate at least two other same-generation social contacts to also participate. The research was broadcast in a digital literacy course for older adults. In total, three elderly ladies volunteered. They described themselves as friends or acquaintances. Ronda is a 72-year-old retired teacher who was divorced and had a son. Linda is also aged 72 years and is a retired administrative assistant who was never married and has had a boyfriend for the past 8 years. Finally, Irene is 74 and a retired laboratory assistant. All participants were Brazilian. They had some experience dealing with smartphones and tablets. None of them had any cognitive impairments.

The network configuration and media flow in study 2 is presented in Figure 4. Both Ronda and Linda were more connected to Irene, who acted as a friendship mediator between the two others. Ronda and Linda were friends for about 10 years and they both described being close to each other. Linda and Irene have been friends for over 30 years. They worked together, and before their retirement they were very close. Irene said their relationship started to go cold after a while, especially after Linda started dating. Ronda and Linda consider themselves to be friends, they have known each other for 10 years, though they do not call or arrange to meet in person as this is always mediated by Irene. In addition, most of the time Irene is the one who initiates social contact with both friends. None of them described themselves as socially isolated, but Ronda expressed interest in deepening her relationship with both her friends, Linda and Irene would like to revive their friendship that had become distant over the years, and Linda would also like to become closer to Ronda.
Procedure

The procedure was identical to study 1: (1) pretrial interview; (2) media collection; (3) midtrial interview; (4) media sharing; and (5) posttrial interview. In this case, the interviews were conducted in Portuguese. The total length of the data collection, from pre- to posttrial, was 20 days. Media were shared symmetrically as described above. The media requests were specially tailored to suit the particularities of the three participants and to deepen their relations. As before, requests were to share information about themselves (personal requests) and about their relationships with each other (relationship requests).

In phase 1, a total of 14 requests were designed for each participant: 7 personal and 7 about the relationships. The requests involved the same media types as in study 1 (text, audio, video, and image) as well as text commenting about their feelings toward what they had produced. Among the images requested, there were photos of people (friends participating in the study), objects (presents they received from each other, special objects, and objects that reminded them of each other), and places (favorite spot in the house). The audio requests were to share a memory from childhood, talk about a miracle in their lives, and record a song snippet. The video requests were to record an ongoing activity, talk about a good day they spent with the friends, and record a video message to the other friends. The text requests were to write about what they would like to do more with the friends and to write about their favorite singers, television shows, and activities. A total of two requests were sent out each day, one in the morning and another in the afternoon for 7 consecutive days. As in study 1, participants could respond to the requests immediately after they received the sound reminder or any other time during the day. In phase 2, we shared the most compelling media via the system, which, in the case of this study, were the media and associated feelings with more emotional and personal content. All participants received 1 media parcel per day for 9 consecutive days.

Results

Study 1: Family Trial

User Experience, Engagement, and Patterns of Interaction

The results of the user experience and usability rating scales were very positive, with the SUS results indicating an average score of 77.5 points. This is about 10 points higher than average, and a B+ on a scale ranging from A to F. The UEQ scores were at excellent or above average across all dimensions. Overall, participants were able to use the app without any issue other than difficulty in identifying the status of video recording when the Android video app is used, an issue not under the control of the designers. Such positive results, which relate to the attention given to guidelines during the design of the mobile app [40], contrast with the poor accessibility of many apps when used by older people [49,50]. Looking ahead, the experience and usability scores were very similar for study 2 (average SUS=79.17 and slightly higher UEQ scores). Therefore, the rest of the paper concentrates on the process of using the system and its value for relationships.

In phase 1, the media collection phase, all participants responded to more than half the media requests. Paul responded to 76% (16/21) of media requests on a daily basis. He interacted with the app immediately after the sound reminder in about 38% (8/21) of cases, and preferred to use the app when he had time to engage in the requests:
I heard the alarm, but if I was busy at that moment, I just ignored it (...). I knew I had to do the tasks, so I tried to come back to it when I had time. [Paul]

On average, he spent 5 min per interaction, although he spent more time on the requests that required him to retrieve materials, such as pictures, written material, and objects.

Karen responded to 100% (7/7) of media requests. She interacted with the app on two separate days and preferred to respond to most of the requests in a row. It took her an average of 3 min per interaction. She never responded to the requests immediately after the sound reminder:

I preferred to do it all at once, in a day I had time. [Karen]

Charles presented the lowest rate of engagement, 55% (5/9). In the intermediate interview, he said he did not interact with the app as much because he had a busy week. He spent 10 min on average in each request and also preferred to interact with the system when he had time, despite the sound reminders.

In phase 2, the media sharing phase, the engagement with the app was higher. Paul and Karen interacted with all of the media shared and Charles did not view only one of the parcels of media, interacting with 87% of them (7/8). The pattern of interaction with the app also changed in phase 2. This time, Karen and Charles interacted with the app almost daily and usually before the sound alert was triggered as a reminder. This suggests an expectation to receive the media produced by the father, which was confirmed in the posttrial interviews in which they reported being curious about what they would receive that day.

Figure 5. Examples of media collected in phase 1 (image at the left and text at the right).

**Type of Media and Media Content**

The requests were effective in leading to self-disclosures revealing user’s personalities, memories, and relationships. For example, a response to a request for a picture and explanation of a special object by the older person is shown in Figure 5. The story of this object is touching and something Paul may not have posted spontaneously on a social media site.

On the basis of their experiences producing and receiving media, we asked participants about their favorite types of media and media content in each phase of the study. For Paul, the most important feature was the content of the media and not the type itself. Thus, when producing media, his least favorite was typing (text) “It was boring, I am slow (...) but not impossible.” Regarding the type of media received, he said that one of his favorites was a song snippet from his daughter singing (“You are my sunshine”). He said that this media inspired him to get back to learning the Ukulele, so that he could play that song for her in the future. Charles enjoyed more producing videos because he thought it was an opportunity for him to show something he was proud of. He also reported that he would have enjoyed recording longer videos. He enjoyed receiving the photos and videos best because they were visual. As for Karen, she enjoyed producing all types of media and was pleased that she had the opportunity to do a little bit of everything. She thought that the different types of media made the tasks more enjoyable and less predictable. When she received the media, she enjoyed text, audio, and video more than photos:

*The photos were not surprising, they were not new to me (...) the others were an expression of dad in that moment.* [Karen]

**Producing Media Versus Receiving Media**

Both Karen and Charles preferred receiving media rather than producing them. They felt good being told good things about themselves by their father and because it was a surprise to see what their father had to say to them. Also, they considered this phase more effortless. Paul also reported that the second week
was easier, but he enjoyed both producing and receiving the media:

> I enjoyed them (...) it was a good surprise (...) and I was proud of them [Karen and Charles] for participating (...). It was like a conversation. [Paul]

**Feelings of Specific Social Connectedness**

All participants reported feeling closer to each other and contacting each other more than usual during the Media Parcels trial. This is reflected in the relationship (RSDS) scores taken at the beginning, middle, and end of the trial shown in Multimedia Appendix 2. Scores generally rose in the trial for Paul and Karen. Interestingly, their rise in scores was greatest in the middle of the trial, after media collection but before delivery. This suggests an effect of feeling closer to someone when encouraged to think about them through a media collection task. Charles’ scores remained about the same, perhaps because he found the exercise harder than the other two in terms of expressing his feelings (see Multimedia Appendix 2).

Paul reported that he felt that his contact and relationship with his kids changed during the study:

> We ended up being more thoughtful, because of the questions asked. We have become closer and honest to each other. [Paul]

He reported that producing and receiving the media and talking about the feelings associated with them made him think about being more effective and also about how to get things done in general:

> I realized I was letting things slide. You stimulated my attitude (...) because I had to do the activities it also encouraged me to do other things I needed to do. [Paul]

He also thought that doing the activities made him think about his kids much more than usual, and he contacted them more than usual:

> It made me think more about emotions and feelings (...) we usually let it go and don’t make time for ourselves. I was happy to do that (...) I was relieved to have a reason to do that. [Paul]

Charles reported that, for him, talking about feelings was not easy and as the activities required that he felt as though they were not simple. However, he considered that he thought and contacted his father more than usual during the study (“I did think of him more when I was doing the tasks”) and reported that he felt closer to his father when doing the tasks and when receiving the materials from him. He also pointed out that this type of intervention would have been even more relevant if they were living further apart.

Karen considered that the activities made her think about her father in a different way and remember good moments from the past:

> It made me think about my dad in a different way. [Karen]

About receiving the media, she reported:

> It was nice to see how much I was meaning to Dad (...) he was appreciating things. I felt loved and valued. You got a more intense relationship snapshot from us. It was interesting to see how we were interacting (...). I really enjoyed the way everything was handled. It made me feel closer to dad. It was something that brought me, my dad, and my brother together. [Karen]

**Study 2: Friendship Trial**

**Engagement and Patterns of Interaction**

In phase 1, there was a high level of engagement with the media requests for all participants. Ronda and Irene responded to 100% (14/14) of the media requests, and Linda to 71% (10/14). Linda did not respond to any of the video requests because of difficulties using the video recording tool in the tablet, despite being trained to do so twice by the researchers. All participants interacted with the system on a daily basis, except for 1 request that Linda completed on the following day.

All participants preferred to interact with the system when they had time, rather than immediately after a request or parcel had arrived. Irene and Linda only responded to the requests immediately after the sound notification in 7% (1/14) of the times, and Ronda in 28% (4/14) of the times. On average, Ronda spent 4 min 23 seconds per interaction, Irene spent 3 min 51 seconds, and Linda spent 5 min 42 seconds. The replies that took the longest were those involving existing materials, such as pictures and objects.

In phase 2, the media sharing phase, the engagement of interaction with the app was 100% (9/9) for all participants. They interacted with the received media parcels on a daily basis. Regarding the sound reminder, Ronda and Irene interacted with the app in the same proportion before, after, or immediately after the reminder 33% (3/9) of the time. Linda interacted with the media parcels immediately after the sound alert 55% (5/9) of the time and before or after it 22% (2/9) of the time. This again reflects increased interest and anticipation in receiving media.

**Type of Media and Media Content**

As in study 1, the media parcels elicited from users were often more intimate than social media posts or even than things they might have said to each other face-to-face. In fact, some had the character of greeting cards that allowed people to express deeper feelings than what they are comfortable saying in person. For example, a request to record a message about her friendship with Ronda caused Irene to say the following:

> She is a very kind friend, very caring, very dedicated. I think that regarding my friends I am privileged. Ronda is someone that I like very much. [Irene]

When we asked Ronda to say how she felt about this to us, she wrote:

> I appreciate the message very much and it made me emotional. I am what I am! I prioritize my friends because they are the shoulders that I lean on. Listening to the audio from Irene I feel safe and cared...
Regarding their favorite types of media, participants varied. While producing the media, Ronda liked pictures, writing, videos, and audios in that order. Her favorite tasks involved pictures because she retrieved them from old materials that reminded her of stories from the past that she had forgotten. One of her favorite tasks in the media collection phase was to talk about her favorites (singer, television show, and hobbies):

_Because of that I started to listen to music that I loved but had forgotten._ [Ronda]

About the received media parcels, she reported that she did not have a favorite type and that the most important aspect was the content. She appreciated the messages she received from the friends:

_I was moved and thought how true friendships are important in our lives. Who has friends has everything! _[Ronda]

She picked out 2 favorite media parcels: (1) the friends’ childhood stories (“They reminded me of my own childhood. We usually do not share old stories like that”); and (2) their personal profiles. This was a composite parcel made by the researchers. The format was a magazine cover with each participant’s photo and information that they had provided about themselves, in addition to the information provided from the friends to each other. She said that she really related to her own profile and was moved by it. She also thought that the profiles were a good snapshot of each of the friends.

Similar to Ronda, Irene also enjoyed producing the photos:

_It was cool. I looked for old, forgotten photos from my friends but also family. It was good to revisit these materials._ [Irene]

Then her order of preference was audio, video, and text:

_I do not like so much to show in pictures, so I did not like very much to show my face in the videos. But the audio was fine. I also don’t like writing (...) I have never been good with the written word._ [Irene]

Her favorite activity was to record an audio about her childhood:

_It made me remember my childhood, the people from my childhood (...) it was a good time of my life._ [Irene]

While receiving media, she said that she enjoyed everything and that the content was more important than the format. She noted that she especially enjoyed receiving the videos and pictures and that her favorite media parcel was an audio she received from Ronda:

_I felt truly touched and even cried (...). I never expect compliments from other people and I don’t even know if I am all that (...) I immediately picked up the phone and called her to say how much she means to me._ [Irene]

For Linda, she enjoyed producing the types of media in the following order: text, photos, audio, and video. Although she likes to watch videos, she had difficulties using the device’s camera to record videos by herself, which was frustrating for her. The media she most enjoyed producing was to find a snippet of a song to record:

_I did not want to sing, but I enjoyed looking for a song that I liked to record a bit of it._ [Linda]

About receiving the media, she said that she appreciated all of them, irrespective of type.

### Producing Media Versus Receiving Media

Feelings about preferring the producing or the receiving of the media parcels were different across participants. Irene preferred to receive the media:

_It is more fun (...) you get to know more about the other person and their feelings (...) I felt emotional and even cried over some materials [messages from the friends]._ [Irene]

Receiving the personal histories about the friends also made her realize that they had similar life experiences. Although she also enjoyed going through old photos because they reminded her of good times. Ronda reported that she enjoyed them both:

_I loved them both (...) one phase completes the other (...). If you produce something and do not get anything back, you do not get closure. Producing the materials made me rethink my life, good times and difficult ones (...) and how I have overcome the difficulties (...). I visualized myself back in time, it was as if I was reliving it. I really enjoyed it. It is an interesting approach to carry out with my other friends as well._ [Ronda]

About the media sharing phase, she reported:

_I always expected the messages as a surprise (...) the photos and audios moved me._ [Ronda]

As for Linda, she enjoyed producing the media parcels because she had the opportunity to revisit bits of her life and moments with the friends:

_It touched me (...) I got in touch with my emotions, with personal stuff. It was a bit of work having to look for old materials, but it felt good to revive the friendship (...) it was getting cold._ [Linda]

As in study 1, receiving the media in general produced more spontaneous and emotional responses about their feelings.

### Feelings of Specific Social Connectedness

During the study, all participants reported feeling closer to each other, thinking about each other, and getting in touch more than usual. All participants commented that during the study, they were encouraged to talk about personal things and talk about how they felt about their friendship in a way that they would not naturally do. Irene said:

_Sometimes it is hard for me to express certain feelings (...) this helped me to do that._ [Irene]

Ronda reported:

_These talking points do not come to our conversations by chance. The sequence of questions brought memories (...) and the opportunity to express_
ourselves in a different way (…) the questions helped me to express my feelings. [Ronda]

Although she had a stronger bond with Irene, she reported that she got more involved with Linda as well.

Irene reported that she felt closer to the friends in the media collection phase but even more in the media sharing phase. Irene was moved by the messages she received from both friends, and she decided to call them both:

I called Linda and I said, “I do not say it enough but I love you (…).” I also called Ronda to say that she is really important in my life and that I don’t know what I would do without her. [Irene]

After this call, Linda also called Irene once, and Irene called both friends to schedule a night out including 3 other friends. In this occasion, Linda spoke about a misunderstanding she had with Irene 10 years earlier that she still felt hurt about. Irene could not go to Linda’s birthday, so she sent a gift through a friend. Linda did not appreciate it because she would rather have Irene come over in person to bring the present. Thus, she returned the gift and never talked about it again until this moment. They said that this was a good opportunity to set things straight and get closer to each other again, and it ended in a group hug. However, Irene felt a little hurt that Linda was still mad after such a long time. Ronda also commented that she and Irene will try to include Linda more in their social gatherings:

Because she has a boyfriend, we do not invite her a lot to go out with us (…) but she really enjoys our company and we will try to include her more. [Ronda]

These reported feelings of closeness are reflected in a systematic rise in their RSDS scores, as shown in Multimedia Appendix 3, at the pretrial, midtrial, and posttrial periods. The only drop was between the mid- and posttrial periods for Irene’s feelings of closeness with Linda. These went down because of the conflict over the birthday present reported above. This shows that developing relationships is a complex business. It may result in relationship work that raises contradictory feelings of closeness and distance within the same relationship pair.

Discussion

Principal Findings

We designed a novel communication system called Media Parcels that makes time-based requests for media and distributes them within a minimal network of just a few social contacts. The social networking system we designed aimed to support older people in deepening their social connections and relationships while still respecting their privacy concerns.

Broadly, our results indicated positive social effects for both deepening and developing of relationships. The elderly participants perceived personal and more intimate social connection as important to their lives, corroborating with other studies that present social integration with family, friends, or community as crucial to well-being in older age [6-9]. Our participants also appreciated the computer-mediated system as a means to encourage self-disclosure and initiate conversations about feelings toward one another, with more deep and meaningful content. This result supports the findings of Lindley et al [51] that explored the attitudes of older adults to keeping in touch with people who are important to them. The authors found that the older adults wanted to be in touch, and that staying connected was worthy of dedication. Moreover, the participants most valued the communication that is personally expressed, which requires a level of intensity that contrasts with the lightweight interaction that is increasingly afforded by new technologies. This was precisely fostered in our study by the Media Parcels system, in which social interaction topics were designed to encourage meaningful reflections and expressions of feelings. The importance of fostering relevant, meaningful social interactions is highlighted in studies by Carstensen et al [52,53], which suggest that older people are more motivated to derive emotional meaning from life and establish intimacy with other people, presenting a preference to invest in relationships that are emotionally rewarding and significant to them.

Testing the Media Parcels system on a trio of family members and in a separate trio of friends exposed values common to both networks as well as values exclusive to each social group. It also revealed new opportunities for computer-mediated communication.

Family Connections

The different family members showed differing levels of engagement with the system across media collection and delivery phases. The older person Paul was most enthusiastic overall, and his daughter Karen was a close second. However, his son Charles started out as a skeptic who found it difficult at first to respond to media requests about his father. All three became more enthusiastic in the second phase of the study when they received media parcels relating to Paul. Karen summed up their experience about the system by saying that it brought them all together in a way that would not have happened spontaneously. This is an important observation from the daughter, as the system was configured to focus on her father and his relationship with family following the death of his wife 6 months earlier. It shows that even bilateral media sharing of this kind stimulated reflections on family as a whole and discussion outside the system that affected all relationships. Thus, the system fostered a shift in the content of the communication between the older participant and his children, from basically discussing family affairs and obligations to talking about feelings toward one another and interests. This is particularly relevant as the complex nature of family ties, that includes feelings of both togetherness and responsibilities, may produce negative feelings with greater degrees of obligation and formality associated with familial relationships when compared with friendship [54]. Interestingly, participants told us they rarely discussed the media parcels themselves, in case they ruined the surprise of pending deliveries during the trial. The parcels were also about feelings that participants found hard to express or discuss in person.

Friendship Relations

Media sharing was made trilateral in the friendship trial, with three older people of differing closeness to each other. Again, we found various levels of engagement and different effects of the system across participants, but a positive endorsement from
all of them in the end. In fact, Ronda wrote to us after the trial saying how much she missed the rhythm of the parcel requests and deliveries and its new kind of connection to her friends. There was greater interest in media collection between friends than in the family trial, and all the participants perceived their friendship relations as precious and important to their well-being. In the specific case of the friendship between Ronda and Irene, they even spent time with each other more frequently than with family members and often offered emotional and health-related support to each other, because of either physical distance from close relatives or not desiring to be a source of concern to them. This points out the importance of having friendships later in life and is aligned to other studies that discuss the benefits of having peer relationships on the well-being of older people [55,56]. However, some points of contention were raised by the deliveries. This was most dramatically illustrated in the story of the rejected present between Irene and Linda, which raised a forgotten issue for Irene but resolved it for Linda. This example shows not only the power of the system and particular media requests to access facets of a relationship but also the dangers of doing that sometimes for relationship closeness.

Facilitation

A total of 2 types of facilitation seemed to be going on in the trials: (1) the media parcels themselves, as designed, were facilitating reflection and communication between parties and triggering further conversation outside the system; and (2) the human facilitator in the loop, with a background in clinical psychology, authored requests and selected responses to maximize positive effects on relationships.

Concerning the media parcels themselves, we found that participants could express feelings to each other that were hard to communicate face-to-face, as in the use of greetings cards. In this respect, media requests were effective relationship probes, revealing aspects of a relationship to other partners as well as to us. Finding and selecting media to share was also motivating, especially for Ronda and Linda in the friendship trial. This caused them to retrieve forgotten images and other materials and remember the good times in the light of intervening events (see also Frohlich et al [57]). These findings are similar to those in a recent study of media sharing to facilitate young people’s conversations with relatives having dementia. The young people were encouraged to find media relating to the person with dementia through a system called Ticket to Talk and use these media as a kind of conversational playlist to stimulate conversation [58].

As for the human facilitator in the loop, human facilitation amplified the effect of media exchanges by personalizing them to the participants. It also continued outside the system, as the facilitator also conducted the interviews and became a sounding board for the participants’ reflections on their relationships. In fact, the facilitator, the first author who is a trained clinical psychologist, realized that it could be a powerful tool for counseling. This raises issues for the future of the approach in terms of the levels of facilitation involved. If the intervention lasts longer than a few weeks, how personal should the media be to deepen relationships between particular people? And how important is it to have a professional facilitator designing and monitoring media?

Regarding the first issue, if a system such as Media Parcels should be used for longer periods, then the content of the media requests should be balanced with deep personal content and lightweight content, so that the media exchange does not become burdensome.

With respect to the second issue, in our study, the facilitator had a key role in designing the media requests and collecting and distributing the media produced by the participants. It is not uncommon to have human facilitators mediating technology or Web-based social interaction for vulnerable populations. For example, in Abrahão et al [35], the facilitators had a central role in helping the creation of digital storytelling by a care home elderly resident with dementia. Another example is the Scrapbook Circles network that is designed to allow disabled users to post content to friends and family through facilitators, if they wish. Similarly, the Media Parcels system could be easily scaled up to dozens of users by expanding the number of facilitators. However, personalized interventions such as the ones reported in this paper have a limit on scaling; a human facilitator dedicated to the task may be able to monitor and mediate from 3 to 4 dozens of groups weekly.

In contrast, if personalization is not a requirement, the system could be scaled up to hundreds and thousands of users using predetermined templates and algorithms, such as those used in recommender systems toward suggesting books and songs. Also, by indicating users’ relationships in the system, it is feasible to create algorithms that automatize content distribution, so received media can be redirected without the need of facilitators. The ESPIM system used to deploy Media Parcels already allows the use of predefined templates and automatic media distribution. The figure of the human facilitator could also be removed by adding in the system functionality of direct communication between participants over a predefined set of conversational topics and media sharing requests. Future research could explore both options to reveal more about the role of media in deepening relationships at a distance, especially for the older population.

Communication

The communication dynamics of the Media Parcels system was unusual: (1) it was facilitated by a human who administered a time-based dialogue; (2) the pace of the facilitator-participant dialogue was slow, ranging from 1-3 times a day; (3) the explicit separation of the collection and delivery phases allowed us to assess the effects of each phase; (4) the distinct phases introduced delay into the communication, resulting in media exchange that was neither wholly asynchronous nor wholly synchronous; and (5) the introduction of a delay into the communication resulted in anticipation of media deliveries in which participants met the parcels as they arrived in real time.

Such communication dynamics could be adapted within the current system design. For example, the time-based dialogs could make use of different media requests between different configurations of people within a wider network, interleaved more closely in time with their delivery. Our findings from
study 1 support the evolution of an intervention approach that could be offered professionally to individuals as a kind of relationship therapy. Moreover, the findings from study 2 support a self-paced long-term approach of unfacilitated media sharing within small groups. To make this sustainable, message requests might come from friends themselves. In this case, the figure of the human facilitator could be removed by adding to the system features that include direct communication between participants, supported by algorithms processing an ever-growing context-based (eg, time and location) list of conversational topics and media sharing requests.

**Conclusions**

The Media Parcels system was an effective approach to promote media sharing of emotional content for the elderly population that participated in this research. Although the system was tested in only 2 trios of users, it was suitable to promote communication and deepen social relations between participants from different generations (as in study 1) or from the same generation (as in study 2). It can be expected that similar results could be generalizable to the elderly population with characteristics comparable with our sample. In addition, the participants reported to feel motivated to produce and receive personal media content throughout the study. It is possible, though, that the interest in the use of the system could diminish over time because the system is not novel anymore or producing the media is too burdensome. Nevertheless, the social and personal nature of the media exchange could be motivating to keep users engaged in communication, especially if they feel socially isolated. Moreover, it could be easier for users to keep using the system for longer periods of time if the media requests for deep personal content are balanced with lightweight content and if the users are able to create their own threads of conversation. In fact, the use of a system such as Media Parcels is not necessarily intended to be of long-term. The length of use can be determined, for example, by a health care professional facilitator, focusing on shorter interactions between users according to therapeutic goals.

The Media Parcels design presents a novel solution for including older adults in social media sharing by introducing the concept of intimate directed continuous slow media sharing, which is different from the existing online communities. Our trial showed that the parcel metaphor applied to media content was easily understood by the older population, and the supporting computational system was easy enough to be quickly adopted. As far as future study is concerned, the authors plan to conduct research expanding the number of participants in a group, targeting specifically older people that are classified as lonely or socially disconnected.
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Abstract

Background: Mindfulness-based cognitive therapy (MBCT) is an evidence-based group-based psychological treatment in oncology, resulting in reduction of depressive and anxiety symptoms. Internet-based MBCT (eMBCT) has been found to be an effective alternative for MBCT. The therapeutic alliance (the bond between therapist and patient,) is known to have a significant impact on psychological treatment outcomes, including MBCT. A primary concern in the practice of eMBCT is whether a good therapeutic alliance can develop. Although evidence for the beneficial effect of therapist assistance on treatment outcome in internet-based interventions (IBIs) is accumulating, it is still unclear whether the therapeutic alliance is related to outcome in IBIs.

Objective: This study aimed to (1) explore whether early therapeutic alliance predicts treatment dropout in MBCT or eMBCT, (2) compare the development of the therapeutic alliance during eMBCT and MBCT, and (3) examine whether early therapeutic alliance is a predictor of the reduction of psychological distress and the increase of mental well-being at posttreatment in both conditions.

Methods: This study was part of a multicenter randomized controlled trial (n=245) on the effectiveness of MBCT or eMBCT for distressed cancer patients. The therapeutic alliance was measured at the start of week 2 (ie, early therapeutic alliance), week 5, and week 9. Outcome measures were psychological distress, measured with the Hospital Anxiety and Depression Scale, and mental well-being, measured with the Mental Health Continuum-Short Form.

Results: The strength of early therapeutic alliance did not predict treatment dropout in MBCT or eMBCT (B=-.39; P=.21). Therapeutic alliance increased over time in both conditions (F2,90=16.46; Wilks λ=0.732; P<.001). This increase did not differ between eMBCT and MBCT (F1,91=0.114; P=.74). Therapeutic alliance at week 2 predicted a decrease in psychological distress (B=-12; t114=-2.656; P=0.01) and an increase in mental well-being (B=.23; t113=2.651; P=.01) at posttreatment. The relationship with reduction of psychological distress differed between treatments: a weaker early therapeutic alliance predicted higher psychological distress at posttreatment in MBCT but not in eMBCT (B=.22; t113=2.261; P=.03).
Conclusions: A therapeutic alliance can develop in both eMBCT and MBCT. Findings revealed that the strength of early alliance did not predict treatment dropout. Furthermore, the level of therapeutic alliance predicted reduced psychological distress and increased mental well-being at posttreatment in both conditions. Interestingly, the strength of therapeutic alliance appeared to be more related to treatment outcome in group-based MBCT than in eMBCT.

Trial Registration: ClinicalTrials.gov NCT02138513; https://clinicaltrials.gov/ct2/show/NCT02138513

(J Med Internet Res 2019;21(10):e14065) doi: 10.2196/14065
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Introduction

Background

From 2025 onward, 20 million people worldwide will be diagnosed with cancer each year [1]. Approximately one-third of all cancer patients suffer from psychological distress [2], resulting in long-lasting reduced quality of life, decreased compliance with medical care, and prolonged duration of hospital stay [3,4]. Mindfulness-based interventions (MBIs) such as mindfulness-based cognitive therapy (MBCT) [5] are viable psychological treatment options for cancer patients. Mindfulness is defined as ‘Paying attention; on purpose, in the present moment and non-judgmentally’ [6]. MBIs are effective in reducing psychological distress in cancer patients [7,8]. However, as MBIs typically require in-person attendance at a series of classes over several weeks, many cancer patients experience barriers to participate due to illness, side effects of anticancer treatment, fatigue, limited mobility, or transport options [9].

Internet-based MBCT (eMBCT), overcoming many of these barriers, was found to be as effective as face-to-face (f2f) group-based MBCT in reducing psychological distress and in improving positive mental health and quality of life in a multicenter randomized controlled trial (RCT) in cancer patients [10]. Although treatment dropout was higher in eMBCT than in MBCT, this did not influence treatment efficacy. In the long term, the reduction of psychological distress was significantly higher in eMBCT than in MBCT [11].

The effectiveness of a psychological intervention depends on therapist skills and the strength of the established therapeutic relationship or the therapeutic alliance [12,13]. Therapeutic alliance is defined as the collaborative and affective bond between the therapist and the patient [14,15]. A good alliance means that the patient and therapist are working well toward the goals of the therapy [16]. The quality of the therapeutic alliance can be attributed to the change in outcome of psychological interventions [17,18]. Alliance measures can assess this working relationship [16]. The therapeutic alliance is often assessed with the Working Alliance Inventory (WAI) [19], measuring the degree of mutual trust between the client and therapist, their agreement on treatment goals, and their agreement on how to reach these goals. Alliance is commonly measured early, middle, and late in therapy. Early alliance strength does seem to be associated with outcome [16]. The significant impact of therapeutic alliance on f2f psychotherapy outcomes has been demonstrated in several meta-analyses [18,20]. It was recently found that therapeutic alliance also predicts the outcome of MBCT in cancer patients [21].

A systematic review of the therapeutic alliance in internet-based interventions (IBIs) indicated the development of therapeutic alliance to be equivalent to its development in f2f therapy [22]. In addition, Reynolds found that clients (n=30) and therapists (n=30) rated their session impact and alliances in Web-based text psychotherapy as strong as previously found in f2f psychotherapy [23]. With regard to the association between therapeutic alliance and outcome, findings are mixed. Earlier research found an association between therapeutic alliance and outcome in internet-based cognitive behavioral therapy (CBT) for depression and symptoms of posttraumatic stress [24,25] and in blended CBT for depression [26]. In a sample of cancer survivors (n=46), it was found that a strong therapeutic alliance predicted depressive symptom reduction in telephone-assisted CBT [27]. However, in other studies, no significant relationship between treatment outcome and the therapeutic alliance was found [28,29]. As far as we know, no studies have been conducted on the association of therapeutic alliance and outcome in eMBCT, although online mindfulness interventions are increasingly used [30]. To date, findings in internet-based formats are uncertain, and the relationship between therapeutic alliance and outcome of internet-based psychological interventions remains understudied [31]. The main aim of this study was to contribute to the ongoing debate in psychotherapy research on the relative importance of the therapeutic relationship on treatment outcome in (internet-based) psychological interventions. Gaining knowledge about whether therapeutic aspects, such as therapeutic alliance, influence outcome in eMBCT might improve therapeutic strategies and adequate implementation strategies.

Objectives

The objectives of this study were to (1) explore whether early therapeutic alliance predicts treatment dropout in MBCT or eMBCT, (2) compare the development of the therapeutic alliance during eMBCT and MBCT, and (3) examine whether early therapeutic alliance is a predictor of the reduction of psychological distress and the increase of mental well-being at posttreatment in both conditions.

Methods

Design

This study was part of a large multicenter RCT (n=245) on the effectiveness of MBCT and eMBCT versus treatment as usual.
exercises. The group-based MBCT consisted of 8 weekly cancer-related psychoeducation and adapted movement intervention according to the MBCT protocol of Segal et al [5]. Patients randomized to group-based MBCT received the intervention and Therapists

**Study Population and Procedure**

Patients were recruited in specialized mental health care institutes for psycho-oncology via social media, patient associations, and advertorials in local newspapers in the Netherlands. Patients who were interested in participation could contact themselves at the study website for a screening assessment with the Hospital Anxiety and Depression Scale (HADS). Patients with a score of 11 or greater on the HADS were contacted by telephone by one of the researchers to assess eligibility. Inclusion criteria were as follows: (1) having any cancer diagnosis, (2) experiencing at least mild psychological distress, (3) computer literacy and access to the internet, (4) good command of the Dutch language, and (5) willingness to participate in either online or f2f group–based MBCT. Exclusion criteria were as follows: (1) severe psychiatric morbidity such as suicidal ideation or psychosis, (2) change in psychotropic medication within 3 months of baseline, and (3) current or previous participation in MBCT or mindfulness-based stress reduction. Before randomization, patients completed the baseline assessment.

**Intervention and Therapists**

MBIs, such as MBCT [5], are innovative and effective psychological treatment options and have increasingly been applied in somatic health care, including oncology. Mindfulness is defined as intentionally paying attention to present-moment experiences in an accepting and nonjudgmental way [34]. They were originally developed for patients with chronic somatic conditions to help them cope more effectively with their condition, by increasing the capacity to focus on present-moment experiences, even in the presence of internal discomfort, and furthermore to prevent relapse in patients with recurrent major depressive disorders [5]. More recently, it has been applied in other conditions [35]. A 2012 meta-analysis of 9 RCTs (n=955) of MBIs in cancer patients found significant improvements in depressive and anxiety symptoms [7]. Since then, a number of RCTs have replicated the reduction of distress following MBIs [36-40].

**Group-Based Mindfulness-Based Cognitive Therapy**

Patients randomized to group-based MBCT received the intervention according to the MBCT protocol of Segal et al [5]. The MBCT protocol was tailored to cancer patients by including cancer-related psychoeducation and adapted movement exercises. The group-based MBCT consisted of 8 weekly 2.5-hour group sessions, one 6-hour silent day, and daily home practice assignments guided by audio files. The sessions consisted of mindfulness practices, sharing experiences, and didactic teachings. Each participant received a folder with information on each session and a CD containing the audio files. The group-based MBCT was provided at the Radboud University Medical Center in Nijmegen, the Jeroen Bosch Hospital in ’s-Hertogenbosch, and 4 mental health institutes specialized in psycho-oncology (Helen Dowling Institute in Biltoven, Ingeborg Douwes Centrum in Amsterdam, de Vruchtenburg in Rotterdam/Leiden, and Het Behouden Huys in Haren).

**Internet-Based Mindfulness-Based Cognitive Therapy**

The eMBCT followed exactly the same protocol as the group-based MBCT. The eMBCT was mainly text based and included asynchronous written interaction with a therapist over email, similar to the study by Bruggeman-Everts et al [41]. Patients were given access to a website divided into a workspace containing 9 sessions (8 weeks+1 full-day silent retreat) and a secured inbox. The silent day consists of a 6-hour program of practicing mindfulness in silence, with various exercises, and a lunch and tea breaks in silence. The therapist initiated the eMBCT by sending a welcome message to the patient, personalized with a photo or brief description of oneself as introduction. When patients logged in, they were presented with the overview of all information and assignments due for that week. Each session contained an introductory text; daily formal (eg, sitting meditation) and informal exercises (eg, awareness of everyday activities); and other home practice, with guided audio files and accompanying diaries. They were shown (fictional) patients’ descriptions to emphasize common experiences and clarify the use of the logfiles. The therapist provided written feedback on the completed logfiles via the secured inbox on a prearranged day of the week. Patients were given written instructions after week 5 to prepare for their silent day at home. In the week of the silent day, patients were provided with a program similar to the MBCT silent day. Having completed 4 or more sessions of MBCT was defined as a minimum adequate dose in both interventions [42].

**Therapists**

A total of 14 therapists participated: 7 taught both interventions, 2 taught only MBCT, and 5 taught only eMBCT. All therapists fulfilled the advanced criteria of the Association of Mindfulness-Based Teachers in the Netherlands and Flanders, which are in concordance with the UK Mindfulness-Based Teacher Trainer Network Good Practice Guidelines [43]. All therapists had previous experience in working with oncology patients and received a 2-day training workshop in the MBCT study protocol at the start of the study. Moreover, 2 additional day-long supervision meetings were organized during the intervention phase of 1 year and 6 months. Therapists without previous eMBCT experience were provided with guidelines and were supervised by more experienced eMBCT therapists.
Measures

Therapeutic Alliance
Therapeutic alliance was measured with a translated and shortened form of the WAI [19], which was administered at the start of week 2, week 5, and week 9. The WAI consists of 3 subscales assessing (1) how closely client and therapist agree on and are mutually engaged in the goals of treatment; (2) how closely client and therapist agree on how to reach the treatment goals; and (3) the degree of mutual trust, acceptance, and confidence between the client and therapist. Items were scored on a 5-point scale ranging from rarely (0) to always (5) [44,45]. The 12-item inventory was validated in a Dutch-speaking sample, showing an internal consistency of greater than 0.80 for all separate subscales and 0.87 for the total scale [46]. The scale was used before in oncology patients following eMBCT [47]. Internal consistency of the total scale of the version used in this study was high (Cronbach alpha=.93).

Psychological Distress
Psychological distress was measured with the 14-item HADS developed to measure depression and anxiety in general medical populations [32]. Items were scored on a 4-point scale ranging from rarely (0) to almost always (4). It has been validated in medical populations, including cancer patients [48], and has adequate psychometric properties to detect distress and to screen for psychiatric disorders in cancer patients [49,50]. Internal consistency of the total scale in the present sample was high (Cronbach alpha=.87). Patients completed the HADS before and after the intervention.

Mental Well-Being
Mental well-being was measured by the Mental Health Continuum-Short Form (MHC-SF) [51], which comprises 14 items, representing various feelings of well-being in the past month rated on a 6-point Likert scale from never (0), once or twice a week (1), about once a week (2), 2 or 3 times a week (3), almost every day (4), and every day (5). The MHC-SF contains 3 subscales: emotional, psychological, and social well-being. The short form of the MHC-SF has shown excellent internal consistency (>0.80). The test-retest reliability of the MHC-SF over 3 successive 3-month periods was 0.68, and the 9-month test-retest in a Dutch sample was 0.65 [52]. Internal consistency of the total scale in the sample used in this study was high (Cronbach alpha=.97). Patients completed the MHC-SF before and after the intervention.

Statistical Analyses
All analyses were conducted in SPSS version 25.0 (IBM Corp, 2017). Differences between conditions and between completers and noncompleters (<4 sessions attended) in demographic and clinical variables were tested with chi-square tests and t tests. To test whether strength of alliance predicted dropout of eMBCT and MBCT, binary logistic regression analyses were used. For further analyses, we only included patients who completed MBCT or eMBCT (n=163). To test the development of the therapeutic alliance during eMBCT and MBCT, repeated-measures analyses of variance were used. To examine whether therapeutic alliance predicted outcome and whether this was different in the 2 conditions, separate hierarchical linear regression models were conducted. The dependent variable was posttreatment psychological distress (HADS) or mental well-being (MHC-SF). In the first step, independent variables were the baseline level of psychological distress or mental well-being and condition (MBCT/eMBCT). In the second step, therapeutic alliance at week 2 was included as predictor. In the third step, the interaction between condition and therapeutic alliance was added to test moderation.

Results

Participants
Of the cancer patients participating in the RCT (n=245), 125 were randomized to eMBCT and 120 were randomized to MBCT. Of all patients (n=245), 25 (10.2%) declined participation after randomization (see Figure 1). Participants were mostly female, middle aged, and highly educated. Most patients were diagnosed with breast cancer and were treated with a curative intent (see Table 1).
Figure 1. Flowchart of the sample used in the present study. eMBCT: internet-based mindfulness-based cognitive therapy; MBCT: mindfulness-based cognitive therapy.
Table 1. Sample characteristics per intervention (mindfulness-based cognitive therapy/internet-based mindfulness-based cognitive therapy).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mindfulness-based cognitive therapy (n=120)</th>
<th>Internet-based mindfulness-based cognitive therapy (n=125)</th>
<th>Chi-square (df)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>101 (84.2)</td>
<td>109 (87.2)</td>
<td>0.5 (1,244)</td>
<td>__b</td>
<td>.50</td>
</tr>
<tr>
<td>Relation (yes), n (%)</td>
<td>102 (85.0)</td>
<td>100 (80.0)</td>
<td>1.6 (1,244)</td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Children, n (%)</td>
<td>79 (65.8)</td>
<td>90 (72.0)</td>
<td>1.1 (1,244)</td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low/middle</td>
<td>35 (29.2)</td>
<td>44 (35.4)</td>
<td>1.02 (1,244)</td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>High</td>
<td>85 (70.8)</td>
<td>81 (64.8)</td>
<td>1.02 (1,244)</td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.5 (11.1)</td>
<td>51.8 (10.2)</td>
<td>—</td>
<td>-0.18 (243)</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>75 (62.5)</td>
<td>76 (60.8)</td>
<td>0.08 (1,244)</td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>Other</td>
<td>45 (37.5)</td>
<td>49 (39.2)</td>
<td>0.08 (1,244)</td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>Treatment intent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curative</td>
<td>104 (86.7)</td>
<td>102 (81.6)</td>
<td>1.17 (1,244)</td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Palliative</td>
<td>16 (13.3)</td>
<td>23 (18.4)</td>
<td>1.17 (1,244)</td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Current anticancer treatment (yes), n (%)</td>
<td>56 (46.7)</td>
<td>60 (48.0)</td>
<td>0.44 (1,244)</td>
<td></td>
<td>.83</td>
</tr>
<tr>
<td>Psychiatric diagnosis (yes), n (%)</td>
<td>44 (36.0)</td>
<td>45 (36.7)</td>
<td>0.012 (1,244)</td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Time since diagnosis, mean (SD)</td>
<td>3.5 (5.0)</td>
<td>3.4 (4.4)</td>
<td>0.21 (243)</td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Psychological distress, Hospital Anxiety and Depression Scale, mean (SD)</td>
<td>18.2 (6.7)</td>
<td>16.9 (6.9)</td>
<td>1.49 (1,244)</td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Mental well-being, Mental Health Continuum-Short Form, mean (SD)</td>
<td>35.0 (12.8)</td>
<td>37.4 (13.6)</td>
<td>-1.46 (1,244)</td>
<td></td>
<td>.15</td>
</tr>
</tbody>
</table>

*Both categories include the patients that were initially randomized to the treatment as usual group.

**Not applicable.

Dropout

Of the patients who started MBCT or eMBCT (n=198), 35 (17.7%) dropped out of the intervention. Dropout rate in eMBCT (n=24, 12.1%) was significantly higher than that in MBCT (n=11, 5.6%; P=.03). There were no differences in sociodemographics between participants who completed MBCT or eMBCT and those who did not.

Patients who dropped out after the first sessions did not fill out the WAI questionnaire and, consequently, were not included in the analyses testing whether early therapeutic alliance predicted dropout of eMBCT and MBCT. However, reasons for dropout after session 1 were collected. Main reason was that the intervention was not as expected (n=6, 25.7%). Other reasons for dropout are summarized in Multimedia Appendix 1.

Analyses testing whether early therapeutic alliance predicted dropout of eMBCT and MBCT revealed that there was no significant difference in early therapeutic alliance between participants who dropped out of the intervention (mean 33.3, SD 7.9) and those who completed MBCT or eMBCT (mean 36.6, SD 9.5; P=.23). Moreover, this effect was not moderated by treatment condition, as there was no significant interaction between condition and the therapeutic alliance at the start of week 2 in association with dropout (B=-.13; P=.08).

Development of Therapeutic Alliance

As shown in Figure 2, level of therapeutic alliance increased significantly over time ($F_{2,90}=16.46$; Wilks $\lambda=.732$; P<.001) and did not differ significantly between conditions ($P=.74$). There was no significant interaction between condition and time ($F_{2,90}=1.636$; Wilks $\lambda=0.965$; $P=.20$), implying that the development of therapeutic alliance did not differ between eMBCT and MBCT either.
Association of Therapeutic Alliance With Treatment Outcome

As you can see in Tables 2 and 3, early therapeutic alliance predicted both reduction of psychological distress ($B=-.12$; $t_{114}=-2.656$; $P=.01$) and increase of mental well-being ($B=.23$; $t_{113}=2.651$; $P=.01$) at posttreatment. Adding the interaction term between early therapeutic alliance and condition resulted in a significant increase in explained variance ($\Delta R^2=0.031$; $F_{1,114}=6.622$; $P=.01$). The relationship between early therapeutic alliance and psychological distress at posttreatment was moderated by condition ($B=.22$; $t_{113}=2.245$; $P=.03$).

Examination of the interaction plot showed that participants of the group-based MBCT with a weaker early therapeutic alliance showed a significant higher level of psychological distress at posttreatment than those of eMBCT ($P=.004$; see also Multimedia Appendix 2).

Table 2. Relationship between therapeutic alliance and psychological distress: regression analyses. Italicized values indicate significance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Regression analyses of psychological distress</th>
<th>Predictor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ value ($df$)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Psychological distress baseline</td>
<td>42.72 (2,115)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Condition</td>
<td>42.72 (2,115)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic alliance week 2$^a$</td>
<td>32.08 (3,114)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic alliance week 2$^a$condition$^a$</td>
<td>26.17 (4,113)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Corrected for baseline psychological distress and the condition, and the predictor$x$intervention interaction and psychological distress at posttreatment with separate hierarchical linear regressions ($n=163$).

Table 3. Relationship between therapeutic alliance and mental well-being: regression analyses. Italicized values indicate significance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Regression analyses of mental well-being</th>
<th>Predictor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ value ($df$)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Mental well-being baseline</td>
<td>65.26 (2,115)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Condition</td>
<td>65.26 (2,115)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic alliance week 2$^a$</td>
<td>48.15 (3,114)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Therapeutic alliance week 2$^a$condition$^a$</td>
<td>36.07 (4,113)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Corrected for baseline mental well-being and the condition, and the predictor$x$intervention interaction and mental well-being at posttreatment with separate hierarchical linear regressions ($n=163$).

Discussion

Principal Findings

The aims of this study were to (1) explore whether the strength of early therapeutic alliance predicts treatment dropout in MBCT or eMBCT, (2) compare the development of the therapeutic alliance during eMBCT and MBCT, and (3) examine whether early therapeutic alliance is a predictor of the reduction of psychological distress and the increase of mental well-being at posttreatment in both conditions. Results showed that early alliance did not predict dropout and that the development of the
therapeutic alliance did not differ between eMBCT and MBCT. In addition, early therapeutic alliance predicted the reduction of psychological distress and improvement of mental well-being at posttreatment. Moreover, we found that the association between a weaker therapeutic alliance and smaller reduction of psychological distress was stronger in group-based MBCT than in eMBCT.

In our sample, dropout rates in eMBCT were somewhat higher than those in MBCT. This is in line with previous research findings that dropout rates in eMBCT are relatively high [10,53]. We could not confirm previous findings that a strong early alliance prevents patients from dropping out of psychological treatment [54]. In this respect, we would like to stress that our findings should be interpreted with caution. We were unable to include data from patients who dropped out after the first session because early therapeutic alliance was measured at the start of the second session. The main reason for dropping out after the first session was “other expectations.” This finding stresses the importance of clearly explaining the treatment rationale and developing a shared understanding with patients at the start of MBCT or eMBCT. In our study, the therapist initiated the contact in eMBCT by sending a welcome message to the patient. As it was previously found in a qualitative study that in eMBCT asynchronicity of therapist contact/feedback is experienced by some patients as uncomfortable [9], adding an (f2f) appointment with the therapist at the start of eMBCT and synchronous therapist assistance in the early treatment phase might be useful to prevent dropout. Moreover, it was previously found that therapists seem concerned with the level of continuity of the training. Missing out on nonverbal information of patients made them unable to spot withdrawal at an early stage [9]. Alliance building may enhance engagement to treatment. So far, quantitative studies concerning the association of therapeutic alliance and adherence to IBIs are missing. Knowledge about alliance and adherence can be important to define the optimal level of therapist support in IBIs [31].

Regarding the association of therapeutic alliance and outcome, our findings are in line with previous (meta-analytic) research findings, showing that the therapeutic alliance is associated with outcome in f2f psychotherapy [18,20], including MBCT [21] and IBIs [24,25]. An explanation for the finding that the strength of the early alliance affects the outcome more in MBCT than in eMBCT could be that in a group-based setting, patients with a weak therapeutic alliance might conceal themselves in the group and might put in less effort to share experiences or practice. This might explain why psychological distress levels of those patients remained high compared with patients who experienced a strong therapeutic alliance. As a consequence, particularly in group-based settings, mindfulness therapists should be aware of their way of bonding with patients. Although we did not investigate this in our study, it has been previously found that for patients who have difficulties in building a relationship with others, which might be reflected in a weak therapeutic alliance, therapists who model effective ways of forming a strong alliance can process the formation of a strong (repaired) alliance [55,56], which in turn may lead to better outcome. Another explanation for this finding could be that in individual eMBCT, one’s self-efficacy and intrinsic motivation are also important for treatment outcome than the experienced therapeutic alliance [11]. This is in line with previous qualitative findings in eMBCT for cancer patients, which revealed that participants stressed the importance of self-discipline and the individual nature as facilitators for eMBCT [9] suggesting that experienced motivation and discipline is also related to outcome.

Strengths and Limitations

A major strength of this study was that we directly compared the development of therapeutic alliance between patients participating in eMBCT and MBCT. Except for the delivery format, both interventions were similar in content. Moreover, we investigated the relationship between therapeutic alliance and treatment outcome both in terms of symptom reduction and mental well-being. Some limitations, however, need to be mentioned. At first, this study was conducted in a self-selected group of distressed cancer patients. Although this is in line with patients seeking help in clinical practice, this might limit the extent to which the findings of this study generalize to the broader population of cancer patients [57,58]. Second, an inclusion criterion was that participants would agree with randomization to an f2f or online intervention. Our inclusion criterion might have prevented patients that were not interested in online interventions from participating. This might limit the extent to which the present findings generalize to the broader population of cancer patients.

Research Implications

Further research should investigate the relation between therapeutic alliance and dropout more thoroughly, for instance, by measuring therapeutic alliance after each session. It would also be interesting to focus on examining what therapeutic techniques might be suitable to improve the development of a strong therapeutic alliance, both in eMBCT and MBCT. Further research in eMBCT could examine how therapeutic alliance can develop in different MBCT or eMBCT formats and how this influences treatment outcome. Treatment formats could vary from blended care to intensive synchronous individual therapist-assisted eMBCT to stand-alone eMBCT with computerized feedback.

Clinical Implications

As dropout rates were somewhat higher in eMBCT, efforts should be taken to prevent dropout. It is of interest to shed more light on how to encourage patients to adhere to the treatment. Building a good therapeutic alliance is of clinical importance in MBCT or eMBCT. By measuring therapeutic alliance as a routine outcome after every session, therapists can be encouraged to really tune in to patient’s needs and adjust their therapy or their therapeutic attitude at an early treatment stage, which may benefit treatment outcome in both MBCT and eMBCT.
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Abstract

Background: In a clinical trial, internet-based cognitive behavioral therapy (I-CBT) embedded in stepped care was established as noninferior to face-to-face cognitive behavioral therapy (CBT) for chronic fatigue syndrome (CFS). However, treatment effects observed in clinical trials may not necessarily be retained after implementation.

Objective: This study aimed to investigate whether stepped care for CFS starting with I-CBT, followed by face-to-face CBT, if needed, was also effective in routine clinical care. Another objective was to explore the role of therapists’ attitudes toward electronic health (eHealth) and manualized treatment on treatment outcome.

Methods: I-CBT was implemented in five mental health care centers (MHCs) with nine treatment sites throughout the Netherlands. All patients with CFS were offered I-CBT, followed by face-to-face CBT if still severely fatigued or disabled after I-CBT. Outcomes were the Checklist Individual Strength, physical and social functioning (Short-Form 36), and limitations in daily functioning according to the Work and Social Adjustment Scale. The change scores (pre to post stepped care) were compared with a benchmark: stepped care from a randomized controlled trial (RCT) testing this treatment format. We calculated correlations of therapists’ attitudes toward manualized treatment and eHealth with reduction of fatigue severity.

Results: Overall, 100 CFS patients were referred to the centers. Of them, 79 started with I-CBT, 20 commenced directly with face-to-face CBT, and one did not start at all. After I-CBT, 48 patients met step-up criteria; of them, 11 stepped up to face-to-face CBT. Increase in physical functioning (score of 13.4), social functioning (20.4), and reduction of limitations (10.3) after stepped care delivered in routine clinical care fell within the benchmarks of the RCT (95% CIs: 12.8-17.6, 25.2-7.8, and 7.4-9.8, respectively). Reduction of fatigue severity in the MHCs was smaller (12.6) than in the RCT (95% CI 13.2-16.5). After I-CBT only, reduction of fatigue severity (13.2) fell within the benchmark of I-CBT alone (95% CI 11.1-14.2). Twenty therapists treated...
between one and 18 patients. Therapists were divided into two groups: one with the largest median reduction of fatigue and one with the smallest. Patients treated by the first group had a significantly larger reduction of fatigue severity (15.7 vs 9.0; r=2.42; P=.02). There were no (statistically significant) correlations between therapists’ attitudes and reduction in fatigue.

**Conclusions:** This study is one of the first to evaluate stepped care with I-CBT as a first step in routine clinical care. Although fatigue severity and disabilities were reduced, reduction of fatigue severity appeared smaller than in the clinical trial. Further development of the treatment should aim at avoiding dropout and encouraging stepping up after I-CBT with limited results. Median reduction of fatigue severity varied largely between therapists. Further research will help understand the role of therapists’ attitudes in treatment outcome.

**(J Med Internet Res 2019;21(10):e14037)** doi:10.2196/14037
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**Introduction**

Chronic fatigue syndrome (CFS) is characterized by severe, persistent, and disabling fatigue. The fatigue is neither explained by the presence of a medical or psychiatric condition nor alleviated by rest. According to the revised Centers for Disease Control and Prevention (CDC) consensus criteria for CFS from 2003, 4 out of the following 8 additional symptoms should be present: problems with concentration and memory, sore throat, tender lymph nodes, headache, muscle pain, multi-joint pain, unrefreshing sleep, and postexertional malaise [1,2].

Cognitive behavioral therapy (CBT) for CFS is aimed at changing behavior and beliefs that maintain symptoms and can effectively reduce fatigue and disability [3,4]. Face-to-face CBT is intensive, requiring 12 to 16 sessions, and therapists need additional training to effectively deliver CBT for CFS [5,6]. Unfortunately, few therapists are trained for CBT for CFS, and therefore, treatment capacity is limited. To overcome this problem, Internet-based CBT (I-CBT) for CFS was developed, which was expected to demand less of therapist resources (ie, therapist time) and also be less burdensome for patients (no need to travel and working at own pace [7]). I-CBT for adult CFS patients was compared with a waiting-list condition in a randomized controlled trial (RCT) in a tertiary CFS treatment center in the Netherlands. It was found to lead to a significant reduction of fatigue and disability while taking approximately 45% less therapist time compared with that of face-to-face CBT (5:23/12:00 hours) [8]. As outcomes appeared less favorable than in face-to-face CBT and not all patients profited, I-CBT was subsequently embedded in stepped care; patients who were still severely fatigued or disabled after I-CBT could step up to face-to-face CBT. Stepped care was compared with care as usual, that was, only face-to-face CBT in a randomized controlled noninferiority trial. Stepped care was effective, and more efficient than care as usual, as it required less therapist time [9].

However, care that has proven to be effective within the context of an RCT, in a tertiary research center, is not necessarily equally effective in routine clinical care [10,11]. In case of CFS, it was found that face-to-face CBT could be provided in mental health care centers (MHCs) with the same magnitude of treatment effect as found in RCTs conducted in tertiary CFS research centers, although not all MHCs reached the benchmark [5,6]. It is not yet known if I-CBT for CFS implemented in routine care is effective. For I-CBT in other disorders, such as depression and anxiety, tinnitus, and irritable bowel syndrome, the first results suggest that it can be successfully implemented in routine clinical care, but more studies are needed [12]. Despite the evidence of the efficacy of electronic health (eHealth), it is incorporated in routine clinical care on a far smaller scale than expected [13,14]. Therefore, it is not yet known how I-CBT can best be embedded in routine clinical care. The first aim of this study is to investigate whether stepped care, comprising I-CBT followed by face-to-face CBT, can be delivered in routine clinical care as effective as in the RCT [9], with respect to treatment outcome.

Second, we are interested in the role of therapist variations on treatment outcomes in routine clinical care. The extent to which differences between the effectiveness of individual therapists explain variance in treatment outcome differs largely over studies. Less influence of therapist variation was associated with therapists being more experienced and the use of treatment manuals [15]. With respect to the treatment of CFS, in a large study in a specialist center, variance in outcome could not be explained by therapist factors. A possible explanation for this finding was that in specialized centers, therapists received the same training and supervision and had the same therapeutic orientation [16]. In a study evaluating the role of the therapist in routine clinical care for CFS (ie, face-to-face CBT), 21% of the variance in treatment outcome was explained by the therapist effect. Attitudes of individual therapists (ie, the attitude toward the use of treatment manuals) were associated with treatment outcome [17].

If therapists’ attitudes influence outcome, this provides an opportunity to enhance the efficacy of the treatment, as attitudes can be altered, for example, by experience or training [18,19]. We aimed to investigate if therapists’ attitudes toward treatment manuals also influenced outcome in implementation of I-CBT and stepped care for CFS in clinical routine care. Furthermore, we were interested in the role of attitudes of therapists toward eHealth. It was recently found that a positive attitude of the therapists toward eHealth was associated with sharing of more assignments with the therapist by the patient [20]. It was expected that attitudes of therapists influenced treatment outcome in our implementation study.

To answer our research questions, stepped care was implemented in 5 MHCs, with outpatient treatment centers in 9 different cities...
spread over the Netherlands. All CFS patients who were referred for CBT were offered I-CBT. If still severely fatigued or disabled after I-CBT, they were offered additional face-to-face CBT. We compared the reduction of fatigue and disability with the benchmark, which was, the effect of stepped care with I-CBT found in an RCT in a tertiary treatment center [9]. Both the effects of the I-CBT (the first step) and the full stepped care model were evaluated. We also explored outcome variations between individual therapists. More specifically, we determined if variation in treatment outcome of stepped care could be explained by therapists’ attitudes toward manualized treatment of CFS and the use of eHealth.

**Methods**

**Design**

This was an observational study with a pre- and posttreatment study design. Reduction of fatigue severity and level of disabilities were compared with a statistical benchmark, derived from a randomized controlled noninferiority trial for stepped care with I-CBT in a tertiary treatment facility [9] (registered in the Netherlands Trial Register as NTR4809). The latter study included 2 stepped care conditions, of which, the format of therapist feedback during I-CBT differed. In 1 condition, therapists’ feedback was given at predefined time points. In the other condition, therapists’ feedback was on demand. Both conditions were combined to represent the benchmark in this study (n=242).

MHCs that already offered face-to-face CBT for CFS for at least 1 year were asked to participate in the study. In the participating MHCs, I-CBT was implemented as a first step of stepped care, with additional face-to-face CBT as the second step.

The medical ethical committee of the Radboud university medical center ruled that the study did not fall under the scope of the Medical Research Involving Human Subjects Act (see Multimedia Appendix 1).

**Participants**

**Participating Mental Health Care Centers**

Table 1 shows the characteristics of the participating MHCs.

The participating therapists were previously trained to deliver face-to-face CBT, during a 4-day training program in CBT for CFS followed by 2-week supervision for 1 year. All had gained experience in the face-to-face treatment of CFS [5].

In the context of the implementation of I-CBT, therapists had 2 additional training days. The first day focused on delivering I-CBT. The second day was scheduled after the first patients received treatment. The second training day focused on overcoming challenges that were met during delivering I-CBT and the process of stepping up to face-to-face CBT when necessary. Specific for face-to-face CBT after I-CBT is that although it follows a treatment manual [21], the starting point differs for each patient. To tailor the CBT to the patients’ process, therapists were trained to (1) identify what was already achieved during I-CBT and what was needed to further improve and (2) motivate patients to actually step up to face-to-face CBT. Therapists were trained to recognize and modify reduced expectations of the patient toward face-to-face CBT, after limited results during I-CBT.

Table 1. Characteristics of the participating mental health care centers.

<table>
<thead>
<tr>
<th>Mental health care center</th>
<th>Treatment sites, n</th>
<th>Location site(s) in the Netherlands</th>
<th>Therapists</th>
</tr>
</thead>
<tbody>
<tr>
<td>PsyQ Parnassia Groep</td>
<td>4</td>
<td>Central and west (the 4 largest cities of the Netherlands)</td>
<td>2-3 psychologists per site</td>
</tr>
<tr>
<td>PsyQ Lentis</td>
<td>2</td>
<td>Northeast</td>
<td>2 psychologists per site</td>
</tr>
<tr>
<td>PsyQ MET ggz</td>
<td>1</td>
<td>South</td>
<td>2 psychologists</td>
</tr>
<tr>
<td>GGNet</td>
<td>1</td>
<td>East</td>
<td>3 psychologists</td>
</tr>
<tr>
<td>GGz Westelijk Noord-Brabant</td>
<td>1</td>
<td>Central southwest</td>
<td>I-CBT&lt;sup&gt;a&lt;/sup&gt;: 4 psychiatric nurses; face-to-face CBT&lt;sup&gt;b&lt;/sup&gt;: 3 psychologists</td>
</tr>
</tbody>
</table>

<sup>a</sup>I-CBT: internet-based cognitive behavioral therapy.

<sup>b</sup>CBT: cognitive behavioral therapy.

**Participating Patients**

All adult patients referred for the treatment of CFS could participate if the following criteria were met: (1) a physician had concluded that the patient suffered from severe and disabling fatigue not explained by a known somatic or psychiatric condition; (2) the 2003 CDC consensus criteria for CFS were met (ie, severe, disabling fatigue was present, lasting for at least 6 months, accompanied by at least 4 out of 8 additional symptoms) or patients met criteria for idiopathic chronic fatigue (ICF) syndrome (ie, reported severe and persistent fatigue but did not meet all CDC criteria, <4 additional symptoms, or less impact on daily functioning [22]). Inclusion criteria for both patient groups were the presence of severe and persistent fatigue, as indicated by a score of ≥35 on the Checklist Individual Strength (CIS) Fatigue Severity Subscale [23], limitations in functioning according to the Short Form-36 (SF-36) Physical or Social Scale <65 [24], or both >65 but the patient was limited in daily functioning according to a clinical interview, for example, worked less; and (3) the patient had computer and internet access. There were no specific exclusion criteria.
**Intervention**

All patients were offered I-CBT as a first step of treatment. If patients met step-up criteria after 6 months of I-CBT (still severely fatigued as indicated by CIS fatigue severity ≥35 or limited in functioning as indicated by SF-36 Physical or Social Functioning Scale ≤65), face-to-face CBT was offered.

Both forms of CBT were based on a treatment manual [21] that has been used in RCTs testing the efficacy of I-CBT and face-to-face CBT for CFS [25,26]. CBT comprises interventions aimed at changing behavior and cognitions that maintain CFS symptoms. It starts with setting concrete goals in terms of activity, which when reached, imply recovery (ie, no longer severely fatigued and disabled). Patients learn to establish a fixed sleep-wake cycle to recognize and modify dysfunctional cognitions and redirect their focus on symptoms to other matters. After this, patients start with a graded (physical) activity program, usually walking or cycling. The activity program is tailored to the patient, based on their activity pattern. The increase in activity is time contingent, irrespective of symptoms. In the same manner, social and mental (eg, reading) activities are increased and personal goals are attained.

The efficacy of I-CBT was tested in an RCT [8], and it is described in detail elsewhere [27]. The intervention comprises 7 modules corresponding to the different elements of the face-to-face protocol. After the first module is finished (getting started and goal setting), the following 5 modules become accessible. These modules were as follows: regulate sleep-wake cycle, helpful beliefs about fatigue, how to communicate with others about CFS, and gradually increasing my activity. When the sixth module reaching my goals step by step is finished, the seventh module opens (evaluation and the future). The duration of the modules differed, and the patient could work through them at his or her own pace for 6 months. Therapists were instructed to provide feedback weekly in the first month and at least fortnightly in the following 5 months. Patients were sent reminders if they did not report on their progress according to the aforementioned schedule. Therapists could respond to an assignment the patient completed or send an email via the platform. Feedback was aimed at helping the patients change their behavior and cognitions according to the principles they learned in the modules [27].

Accessibility differed between MHCs. A total of 3 MHCs used the same platform as the tertiary treatment center, and 2 MHCs incorporated the content of the intervention into their own eHealth portal. All used the same treatment content.

After 6 months of I-CBT, patients were invited for a face-to-face evaluation session and offered additional face-to-face CBT when they still met the aforementioned step-up criteria. The face-to-face CBT was delivered according to the treatment manual, although the starting point was tailored to the needs of the patient, as some cognitions and behaviors already changed during I-CBT. During the evaluation session, it was examined which cognitions and behavior remained dysfunctional and would be the focus of the additional face-to-face CBT. The number of CBT sessions could vary, and the expected maximum duration was 6 months. The face-to-face CBT was preferably the same therapist who delivered I-CBT. In 1 MHC, this was not possible, as I-CBT was provided by a psychiatric nurse, whereas the face-to-face CBT was provided by a psychologist. Information on the course of the treatment was given to the psychologist.

**Measures**

Before the start of the study, all therapists were asked to complete questionnaires assessing their attitudes toward the manualized treatment and the use of eHealth.

Patient data were collected by therapists. Some MHCs used digital questionnaires, some used pencil and paper versions of the outcome measures. The therapists gave each participant a unique research number and entered the relevant data into a spreadsheet, listed by research number and without personal information, except for age and sex. The spreadsheet was accessible to the researcher.

For patients who received the full stepped care, outcomes were measured at baseline, after I-CBT (6 months after start), and directly after face-to-face CBT (posttreatment assessment). For patients who received I-CBT only, the outcome directly after I-CBT was used as posttreatment assessment.

**Fatigue Severity**

Fatigue severity was measured with a fatigue questionnaire, the 20-item CIS [28], that measured different aspects of fatigue. The Fatigue Severity subscale is used to assess the level of fatigue and comprises 8 items, scored on a 7-point Likert scale (range 8-56, higher scores indicate more severe fatigue). The CIS has proven to be reliable (Cronbach alpha for fatigue severity subscale ranges between .69 and .94 [23,28]) and valid and has been used extensively in CFS research as outcome measure [28].

**Functioning**

Physical and social functioning was measured with the Medical Outcomes Survey SF-36 [24], a reliable and valid instrument to measure health status [29]. Cronbach alpha of the Dutch version is .92 for the Physical Functioning Subscale and .71 for the Social Functioning Subscale [30]. The Physical Functioning Subscale assesses physical functioning with 10 items. Scores on the scale range from 0 to 100, with higher scores indicating better physical functioning. The Social Functioning Subscale assesses impairment in social functioning with 2 questions scored. Total scores range from 0 to 100; higher scores indicate better social functioning.

Impairment in daily functioning was measured with the Work and Social Adjustment Scale (WSAS [31]). This scale assesses functioning at work, in home management, and in social and leisure activities, using 5 items, on a scale ranging from 0 to 8 (range of total score is 0-40, with higher scores indicating more impairment). The Dutch version of the WSAS is validated in CFS patients; Cronbach alpha is .89 [32].

**Additional Symptoms**

The number of additional CDC symptoms [1] was registered during the interview. Some therapists used a pen-and-paper checklist that systematically checked existing symptoms and a minimal duration of 6 months. The symptom maximum was 9,
as concentration and memory problems were recorded separately.

**Therapists’ Attitudes**

Therapists’ attitudes toward the use of treatment manuals were assessed with a questionnaire developed by Addis et al [33] to measure attitudes of psychologists. It measures 2 constructs: (1) **Positive Outcome** (7 items), which reflects the attitude that manuals can contribute positively to treatment outcome (Cronbach alpha=.93) and (2) **Negative Process** (10 items), which reflects the attitude that the use of treatment manuals negatively influence the treatment process (Cronbach alpha=.80). A Dutch version was used, with a 6-point scale scored from 0 to 5 (positive outcome range 0-35, negative process range 0-50) [17].

Attitudes toward the use of eHealth were measured with an 18-item version of the eHealth attitude list [19]. The scale **Possibilities of eHealth** contains 7 items (5-point Likert scale, range 7-35), and higher scores reflect the attitude that eHealth can be valuable. The scale **eHealth Negative Effects** contains 9 items (5-point Likert scale, range 9-45), and higher scores represent the attitude that eHealth poses a threat to the therapy process. The scale **Computer Competence** contains 2 items (5-point Likert scale, range 2-10), and a higher score indicates that the therapist feels competent in using computers. Structural and internal validity and internal consistency are good (Cronbach alpha between .83 and .89) [19,20].

**Statistical Analyses**

Analyses were conducted after imputation of missing primary outcomes after I-CBT and missing primary and secondary outcomes at posttreatment (after face-to-face CBT or after I-CBT for patients who did not receive face-to-face CBT), using multiple imputations and assuming data were missing at random. A total of 20 imputations were performed. CIS, SF-36 Physical functioning and Social functioning, and total score on the WSAS at baseline and posttreatment were entered as predictors and variables to impute.

In the dataset used for the statistical benchmark [9], the CIS and the SF-36 Physical functioning were imputed in the same manner. For the purpose of this study, WSAS and SF-36 Social functioning scale were imputed likewise in the dataset.

Imputation and statistical analyses were performed with IBM SPSS version 22.

**Treatment Effects**

Treatment effects were tested with paired samples t tests for each outcome measure. To answer the primary research question, it was determined whether the change score between baseline and posttreatment assessment fell within the 95% CI of the change scores found in the RCT performed in the tertiary CFS research center (n=242) [9].

To specifically explore the efficacy of I-CBT implemented in the MHCs, fatigue severity before and after I-CBT was compared using a paired samples t test, and the change score in fatigue severity of I-CBT was compared with the benchmark of I-CBT from the RCT.

Uncontrolled effect sizes (within group Cohen d) were calculated for the CIS fatigue severity subscale, SF-36 physical and social functioning, and for the WSAS total score [34]. This was done by dividing the difference between the mean at baseline and postassessment by a pooled standard deviation (√(SD<sub>pre</sub><sup>2</sup> + SD<sub>post</sub><sup>2</sup>)/2). CIs were calculated following Hunter and Schmidt [35].

A sensitivity analysis was performed, in which missing data on CIS fatigue severity were not imputed but replaced by the maximum score (56). This was done with the assumption that patients who had no postassessment deteriorated. In the benchmark study, there were no missing CIS values.

**Proportion of Patients With Clinically Significant Improvement in Fatigue Severity**

A clinically significant improvement in fatigue severity was defined as a statistically Reliable Change Index (RCI) of >1.96 SD in CIS fatigue severity [36], in combination with a CIS fatigue severity score of <35 on postassessment. The score of <35 indicates that the patient is no longer severely fatigued [28]. The reliability of the CIS used in the RCI calculation was 0.88 [9,23]. An RCI of >1.96 SD means it can be assumed with a confidence of 95% that the improvement in CIS fatigue severity is not caused by unreliability of the measure but represents a true change.

**Subgroup Analyses**

To facilitate comparison with the benchmark study, in which patients with ICF syndrome were not included, change scores were calculated for the subgroup of patients in implemented stepped care who did meet the CDC criteria for CFS.

**Therapists’ Attitudes and Treatment Outcome**

A mixed-models approach was planned to investigate to what extent variance in treatment effect could be explained by the therapists and their attitudes toward I-CBT and the use of treatment manuals. If the number of patients per therapist would be too low, variations in treatment outcome between therapists would be explored by dividing the therapists in 2 groups using a median split based on CIS fatigue change scores. Reduction in fatigue severity in patients of both groups would be compared using a t test.

To explore if therapists’ attitudes toward I-CBT and treatment manuals were related to treatment outcome, correlations were calculated between the therapists’ attitude subscale scores and the mean change score in fatigue severity of their patients. When no more than 1 item on an attitude subscale was missing, the missing value was replaced with the mean score on that subscale.

**Results**

**Overview**

Data of all 100 participants were analyzed. Postassessment data of the primary outcome measure (CIS fatigue severity) of 87 participants (87/100, 87.0%) was present.

From October 2014 to December 2016, 125 patients were referred for treatment for CFS (Figure 1). Of them, 100 were...
eligible to enter the study and were included, 20 had no CFS (were not severely fatigued or had another diagnosis that explained the presence of fatigue), and 5 did not want treatment.

Out of the 100 eligible patients, 73 met all CDC criteria for CFS, 10 patients had <4 additional symptoms, for 14 patients the number of additional symptoms was unknown, and 3 patients were not severely impaired in functioning according to the SF-36 (both social and physical functioning ≥65) but reported severe impairment during the clinical interview.

In total, 79 patients started with I-CBT as intended, whereas 20 patients started directly with face-to-face CBT (20%). For 7 patients, it was reported that the patient preferred face-to-face CBT; for the others, reasons were not reported. In the benchmark study, 14 patients (14/242, 5.8%) who intended to start with I-CBT, started directly with face-to-face CBT [9], whereas 119 patients (119/766, 15.5%) eligible to enter the trial refused because they preferred face-to-face CBT. In the implementation study, 1 patient did not start treatment. For 24 patients (24/79, 30%), the therapist assumed dropout during I-CBT (no response and no new log-ins observed, or the patient explicitly reported to have stopped).

After I-CBT, 15 patients (15/79, 19%) did not meet the step-up criteria (were no longer severely fatigued or disabled). For 16 patients (16/79, 20%), it is not known whether step-up criteria were met, as post–I-CBT assessment scores were missing. The other 48 patients (48/79, 61%) with posttreatment data met step-up criteria. In total, 11 patients stepped up to face-to-face CBT (11/48, 23%). Reasons for not stepping up are given in the flowchart (Figure 1). In the benchmark study, 172 patients (172/766, 71.1%) met step-up criteria after I-CBT. Of them, 85 (49.4%) stepped up to face-to-face CBT [9].

**Figure 1.** Flowchart. CBT: cognitive behavioral therapy; CFS: chronic fatigue syndrome; f2f: face-to-face; I-CBT: internet-based cognitive behavioral therapy; ICF: idiopathic chronic fatigue.

**Patient Characteristics**

Baseline characteristics are shown in Table 2. The proportion of female patients was larger than that in the stepped care arms of the RCT [9], with which the data were compared, which had a relatively low proportion of females [8]. Age in years, fatigue severity, and physical functioning did not significantly differ between this study sample and the benchmark sample (see Table 2). Social functioning and impairment in daily functioning were significantly worse in the MHC sample, whereas patients in the benchmark sample reported significantly more additional CDC symptoms.
Table 2. Baseline characteristics of this study and the benchmark study.

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>MHC sample—stepped care in routine clinical care</th>
<th>Benchmark sample—stepped care in RCT (^b) (n=242)</th>
<th>Difference between samples</th>
<th>Chi-square (df)</th>
<th>t test (df)</th>
<th>Mann-Whitney U test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion female, n (%)</td>
<td>78 (78)</td>
<td>147 (60.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Age (years; n=100), mean (SD)</td>
<td>37.4 (11.9)</td>
<td>36.9 (12.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Fatigue severity (CIS (^c); n=100), mean (SD)</td>
<td>49.6 (5.2)</td>
<td>50.5 (4.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Physical functioning (SF-36 (^f); n=98), mean (SD)</td>
<td>60.3 (21.3)</td>
<td>61.4 (19.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Social functioning (SF-36; n=96), mean (SD)</td>
<td>37.2 (23.8)</td>
<td>44.0 (23.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Impairment daily functioning (WSAS (^g); n=92), mean (SD)</td>
<td>25.6 (6.5)</td>
<td>23.2 (6.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Number of additional CDC (^h) symptoms (0-9; n=86), median (IQR (^i))</td>
<td>6 (3)</td>
<td>7 (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)MHC: mental health care center.  
\(^b\)RCT: randomized controlled trial.  
\(^c\)n=342.  
\(^d\)Not applicable.  
\(^e\)CIS: Checklist Individual Strength.  
\(^f\)SF-36: Short Form-36.  
\(^g\)WSAS: Work and Social Adjustment Scale.  
\(^h\)CDC: Centers for Disease Control and Prevention.  
\(^i\)IQR: interquartile range.

Treatment Effect

As shown in Table 3, patients significantly improved on all outcomes. Compared with the benchmark, the decrease in fatigue severity (CIS) is lower in the MHC sample, as the change score falls outside the 95% CI of the change in the benchmark study. For physical functioning and social functioning, the change scores fall within the CI of the benchmark. For limitations measured with the WSAS, the change score is above the CI of the benchmark.

For the sensitivity analysis, the CIS fatigue severity postassessment scores of all 13 patients with missing data were replaced with the maximum score of 56. This reduced the fatigue change score to 10.1, which was still a significant improvement (\(t=7.2, P<.001\)), that falls outside this CI.

Proportion of Patients With Clinically Significant Improvement in Fatigue Severity

Data were missing for 13 patients, and it was assumed that they did not show a significant change in fatigue severity. Of the 100 patients, 37 (37100, 37%) had a reliable and clinically significant improvement in fatigue severity and were no longer severely fatigued. In the stepped care conditions in the tertiary center, no CIS data were missing and 110 (110/242, 45.5%) had a clinically significant improvement in fatigue. The difference between the 2 improvement rates was not significant; \(\chi^2(N=342)=2.1\) and \(P=.15\).

Subgroup Analyses

When restricting the analyses to patients who met CDC criteria for CFS (n=73), scores on all outcomes were significantly improved (Table 3). The change scores on all outcomes were larger than that in the total group. All scores fall within the CIs of the tertiary treatment center, except for the change score in limitations (WSAS), which falls outside the CI of the benchmark. A post hoc analysis of variance comparing the CFS group with the ICF group (n=14) and the group for which, because of missing data, it was unknown whether the diagnosis was CFS or ICF (n=13), showed a group effect. CFS patients had a significantly larger reduction in fatigue severity than the patients with diagnosis unknown. Differences between the ICF group and both other groups were not significant.

The proportion of patients with a reliable and clinically significant improvement in fatigue severity was 29 out of 73 (40%). Data of 11 patients were missing, and no improvement was assumed for them.
Table 3. Treatment effect.

<table>
<thead>
<tr>
<th>Outcome measure and selected group</th>
<th>n (%)</th>
<th>Treatment</th>
<th>Change score (95% CI)</th>
<th>t test</th>
<th>P value</th>
<th>Effect size (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pre</td>
<td>Post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue severity (CIS&lt;sup&gt;a&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHC—total group&lt;sup&gt;b&lt;/sup&gt;</td>
<td>100 (13)</td>
<td>49.6</td>
<td>37.0</td>
<td>12.6 (9.7 to 15.5)</td>
<td>8.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MHC—CFS only&lt;sup&gt;c&lt;/sup&gt;</td>
<td>73 (15)</td>
<td>50.2</td>
<td>35.9</td>
<td>14.4 (11.0 to 17.8)</td>
<td>8.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Benchmark</td>
<td>242 (0)</td>
<td>50.5</td>
<td>35.6</td>
<td>14.9 (13.2 to 16.5)</td>
<td>17.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical functioning (SF-36&lt;sup&gt;d&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHC—total group</td>
<td>100 (32)</td>
<td>60.1</td>
<td>73.5</td>
<td>−13.4 (−18.1 to −8.7)</td>
<td>−5.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MHC—CFS only</td>
<td>73 (33)</td>
<td>59.0</td>
<td>75.4</td>
<td>−16.4 (−21.9 to −10.9)</td>
<td>−5.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Benchmark</td>
<td>242 (5)</td>
<td>61.4</td>
<td>76.6</td>
<td>−15.2 (−17.6 to −12.8)</td>
<td>−12.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social functioning (SF-36&lt;sup&gt;e&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHC—total group</td>
<td>100 (34)</td>
<td>37.0</td>
<td>57.5</td>
<td>−20.4 (−27.9 to −12.9)</td>
<td>−5.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MHC—CFS only</td>
<td>73 (34)</td>
<td>33.7</td>
<td>59.3</td>
<td>−25.6 (−34.0 to −17.2)</td>
<td>−6.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Benchmark</td>
<td>242 (5)</td>
<td>44.0</td>
<td>65.5</td>
<td>−21.5 (−25.2 to −17.8)</td>
<td>−11.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Limitations (WSAS&lt;sup&gt;f&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHC—total group</td>
<td>100 (40)</td>
<td>26.1</td>
<td>15.8</td>
<td>10.3 (7.8 to 12.7)</td>
<td>8.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MHC—CFS only</td>
<td>73 (40)</td>
<td>26.5</td>
<td>15.0</td>
<td>11.4 (8.6 to 14.3)</td>
<td>7.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Benchmark</td>
<td>242 (14)</td>
<td>23.2</td>
<td>14.6</td>
<td>8.6 (7.4 to 9.8)</td>
<td>14.0</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>CIS: Checklist Individual Strength.

<sup>b</sup>MHC (mental health care center)—total group: all 100 participants, regardless of meeting Centers for Disease Control and Prevention criteria for chronic fatigue syndrome.

<sup>c</sup>CFS (chronic fatigue syndrome) only: subgroup of 73 participants that met Centers for Disease Control and Prevention criteria for chronic fatigue syndrome.

<sup>d</sup>Benchmark: patients who were allocated to the stepped care arms of the randomized control trial, all meeting Centers for Disease Control and Prevention criteria for chronic fatigue syndrome.

<sup>e</sup>SF-36: Short Form-36.

<sup>f</sup>WSAS: Work and Social Adjustment Scale.

Of the 80 patients who intended to start I-CBT, 64 had completed the post–I-CBT assessment, and 16 CIS fatigue severity scores were imputed. The mean CIS fatigue score after I-CBT was 36.7, which was on average 13.2 points lower than that at the preassessment (95% CI 9.8-16.5; t=7.8; P<.001). This change score falls within the 95% CI of the benchmark from the patients who followed I-CBT in tertiary treatment center (95% CI 11.1-14.2). A sensitivity analysis was performed by replacing all missing CIS fatigue scores post–I-CBT with the maximum fatigue score (56). This resulted in a change score of 8.7 (95% CI 5.6-11.7; t=5.6; P<.001), which fell below the benchmark.

Therapists’ Attitude and Treatment Outcome of Fatigue Severity

In total, 25 therapists participated in the study. Of them, 15 therapists treated at least one patient and completed attitude questionnaires, 5 treated at least one patient but did not complete these questionnaires, and 5 completed the questionnaires but did not treat a patient. The number of patients per therapist varied from 1 to 18.

The 20 therapists who treated patients were ranked based on the median fatigue severity change score of their patients. The 10 therapists with the lowest median change score treated 43 patients, with a mean change score in fatigue severity of 9.0 points. The 10 therapists with the highest median change scores treated 57 patients who had a mean change score of 15.7. The difference between these means was significant (see Table 4). No differences between the 2 groups were found in therapists’ attitudes, except for the Computer Competence scale. The therapists with higher median fatigue change scores had significantly higher scores on Computer Competence.

Furthermore, differences on baseline characteristics (fatigue, physical functioning, social functioning, number of additional CDC symptoms, level of limitations, age, and sex) of the patients treated by both therapist groups were compared using t tests and chi-square tests, and no difference was significant (P=.07-.93).
Principal Findings

This is one of few studies that implemented and evaluated eHealth in routine clinical care. It shows that I-CBT embedded in stepped care for CFS can lead to a significant reduction in fatigue severity and limitations in routine clinical care. The outcomes were compared with those of the same treatment format delivered in an RCT, in a tertiary treatment center for CFS, the benchmark. Outcomes for limitations in functioning were similar in both settings or even better in the implemented MHCs. Compared with the benchmark, relatively fewer patients had a clinically significant improvement in fatigue severity (reliable change in fatigue and no longer severely fatigued) after stepped care, but the difference was not statistically significant. It should be noted that the improvement rate in the benchmark is also lower than what was previously found in the tertiary treatment center in an face-to-face treatment [3]. Although these studies are not entirely comparable, this suggests that there is probably room for improvement in the delivery of this treatment by MHCs in routine clinical care. We will elaborate on this in the future directions section.

We found that I-CBT, the first step of stepped care, can be delivered effectively in routine clinical care. It led to a significant reduction of fatigue severity. Patients who received I-CBT in the MHCs did not profit less from the intervention than those in the tertiary treatment center. However, in the RCT, there were no missing values, whereas in the MHCs, post–I-CBT data of one-fifth of the patients had to be imputed. As treatment outcome for research dropouts may not be the most favorable, it is possible that we overestimated the efficacy of implemented I-CBT. Our sensitivity analysis, in which we assumed that these patients were maximally fatigued, showed a smaller reduction of fatigue in the MHCs, falling below the benchmark.

An important finding is that one-fifth of the patients did not start with I-CBT but directly commenced with face-to-face CBT. In the benchmark study, almost all patients started with I-CBT. Nevertheless, we can assume that patients who did not want I-CBT did not participate in an RCT testing it, which is a general limitation of testing I-CBT in an RCT. It is known that 15.5% of the patients eligible to enter the RCT refused because they preferred face-to-face CBT. An important issue for the interpretation of our results is that we cannot know how many patients who started directly with face-to-face CBT would have improved in I-CBT. They were probably not a random sample of all eligible patients. If this subgroup, for example, already expected to profit less from I-CBT, not including them might have had led to inflated results of I-CBT. Likewise, if these were mainly patients of therapists with little confidence in I-CBT, who, therefore, less convincingly offered it, they might have been better off in face-to-face CBT, which also would have led to inflated results of I-CBT after implementation.

According to therapist reports, about 30% of patients who started I-CBT dropped out during I-CBT. Although this figure is informative, it should be noted that therapist reports may not be the most reliable indication of dropout in I-CBT [9]. Furthermore, of the patients who were still severely fatigued and impaired after implemented I-CBT, about 1 in 5 stepped up to face-to-face CBT. In comparison, in the tertiary treatment center, approximately half of the patients stepped up when still fatigued or impaired after I-CBT. In the RCT, it was found that stepping up generally led to additional therapy gains. This could partly explain why in the RCT, patients had a larger decrease

<table>
<thead>
<tr>
<th>Variable</th>
<th>All therapists</th>
<th>Therapists</th>
<th>Statistical difference between therapists with high and low median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients treated $^a$, n (%):</td>
<td>100 (87)</td>
<td>57 (48)</td>
<td>43 (39)</td>
</tr>
<tr>
<td>Change score in fatigue severity, mean</td>
<td>12.7</td>
<td>15.7</td>
<td>9.0</td>
</tr>
<tr>
<td>Attitude eHealth$^b$, mean (SD):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibilities of eHealth scale (range 9-45)</td>
<td>28.0 (2.6)</td>
<td>28.6 (2.5)</td>
<td>25.8 (2.5)</td>
</tr>
<tr>
<td>eHealth Negative Effect Scale (range 7-35)</td>
<td>25.2 (5.9)</td>
<td>25.6 (6.3)</td>
<td>26.8 (4.6)</td>
</tr>
<tr>
<td>Computer Competence Scale (range 2-10)</td>
<td>8.1 (1.7)</td>
<td>8.7 (1.3)</td>
<td>7.0 (1.4)</td>
</tr>
<tr>
<td>Attitude manualized treatment, mean (SD):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive outcome (range 0-35)</td>
<td>24.9 (4.1)</td>
<td>24.8 (4.7)</td>
<td>24.8 (4.1)</td>
</tr>
<tr>
<td>Negative process (range 0-50)</td>
<td>14.6 (7.4)</td>
<td>14.9 (8.1)</td>
<td>13.8 (7.4)</td>
</tr>
</tbody>
</table>

$^a$Number of patients with complete data.

$^b$Not applicable.

$^c$eHealth: electronic health.
in fatigue severity: relatively more patients in the RCT received both I-CBT and face-to-face CBT. The problem of not starting and not stepping up is common in stepped care [37,38].

Another study [39] compared the outcome of stepped care for CFS in routine clinical care (ie, MHC) with the outcome of CBT in a tertiary treatment center. The first step was CBT using a self-help booklet with therapist guidance via email, and the second step was face-to-face CBT. Compared with outcomes in the tertiary treatment center, the MHC showed a lower reduction of fatigue severity and, contrary to our study, also a lower increase in physical functioning. Interestingly, previous studies found that the guided self-help, as well as the face-to-face CBT, could be delivered as effectively in the MHC as in the context of an RCT [5,6,26]. However, in combination with face-to-face CBT, the results were less positive. This suggests that there is something specific to stepped care that makes it more difficult to deliver in routine clinical care than face-to-face CBT, I-CBT, or guided self-help alone [39]. Several explanations could be considered. Delivering face-to-face CBT after a minimal intervention with limited results may demand more treatment experience from therapists than starting face-to-face CBT from the start, also because the patients in need of face-to-face CBT may be relatively complex to treat [6]. In our study, therapists were more experienced, and training had paid special attention to these difficulties specific to stepped care. Still, it seems that despite the training, many patients did not step up after unsuccessful I-CBT.

In the comparison of routine clinical care and care in a tertiary treatment center, it is important to consider possible differences between patients of both settings that may influence outcome. For CFS, it was found in routine clinical care that samples more often comprised patients with psychiatric comorbidity [26], which might negatively influence outcome [40]. Furthermore, we anticipated the inclusion of patients with ICF, because MHCs treat these as well, as they too benefit from CBT [22]. Interestingly, our study showed when only selecting patients who met CDC criteria for CFS, the reduction of fatigue in the MHCs did fall within the benchmark (whereas when selecting the total group, this fell below the benchmark). Our post hoc analysis showed that patients with ICF did not profit less than patients with CFS, but the group of patients for whom the diagnosis (ICF or CFS) was unknown had significantly lower treatment outcome.

We evaluated the influence of therapist factors on treatment outcome. In accordance with a former study investigating the role of the therapist on treatment outcome after implementation [17], we found considerable variance in outcome between therapists. We expected that therapists’ attitudes toward eHealth and manualized treatment would influence treatment outcome. Unfortunately, because of the limited number of patients per therapist, we were unable to perform the multilevel analysis we planned, which is a limitation of the study. The correlations between therapists’ attitudes and fatigue reduction were in the expected direction, but none was significant. Replication with more patients per therapist is needed, as it is likely that we lacked statistical power because of the small sample size.

**Strengths and Limitations**

A limitation of the study is that the moments on which feedback was given during the I-CBT were not exactly the same as in the benchmark study. In the latter study, patients had received either I-CBT with feedback on prescheduled moments (protocol-driven therapist feedback) or I-CBT with feedback only when the patient asked for it (on demand) [8,9]. As both treatment arms did not differ in outcome, both were combined to calculate the benchmark. In this study, therapists were advised to give feedback according to the feedback schedule used in the protocol-driven condition of the benchmark study, but during supervision, it became clear that therapists did not always follow the schedule.

Furthermore, step-up criteria differed slightly. Additional face-to-face CBT was offered in both studies when patients were still severely fatigued and impaired following I-CBT. In the benchmark study, the Sickness Impact Profile 8 was used to assess the level of disability, but it was too lengthy for use in the MHCs. Therefore, the SF-36 was used to assess whether severe limitations in physical or social functioning were present. Although both instruments are used to assess limitations in functioning, it is possible that a different subgroup of patients were selected to step up using the 2 measures.

Another limitation is that we do not have information on usage of the program, either for patients or for therapists. For example, it is not recorded when therapist feedback was provided. Furthermore, the duration of the face-to-face CBT and the number of sessions was not registered.

Finally, the data collection was, to warrant patient privacy, done by the therapists, and questionnaires were sometimes scored by hand. This procedure may have reduced the reliability of data collection.

There were some important strengths as well. First, our study not only evaluated I-CBT in routine clinical care but also shed light on how I-CBT can be embedded in routine care. Second, by comparing the results with a benchmark, we were able to put the results in perspective. Finally, we included multiple treatment centers, across the Netherlands, which contributed to ecological validity of our study.

**Future Directions**

The success of I-CBT and stepped care in routine clinical care can probably be improved by aiming at avoiding dropout and increasing the numbers of patients stepping up. To avoid dropout, it would be important to know why patients dropped out. Information on usage of the program would be helpful. If, for example dropout occurs more during 1 treatment module than another, that specific module could be improved. It is also important to know how aspects of therapist guidance (quantity and perceived quality) influenced dropout to improve the therapist training.

Likewise, to encourage stepping up, it is important to know what prevented patients from stepping up. The main reasons given were that patients did not want CBT anymore or were unable to start at that moment. More knowledge about reasons for not wanting CBT is needed to develop strategies to increase...
the number of patients who step up. If, for example, the long duration of treatment is a reason, one could evaluate the effect of I-CBT sooner, for example, after 3 or 4 months, to step up earlier. This would shorten the duration of the total treatment and may help avoid the loss of motivation to step up [9].

Furthermore, other options to embed I-CBT in routine care should be considered to increase the number of patients who profit from treatment—by offering matched care, for example. Unfortunately, it is not known which patients profit from I-CBT and which patients would profit more from face-to-face CBT. Future research should search for predictors of the outcome of different treatment formats or determine if following patient preference leads to better results. Therapists and patients may be well capable of resolving together what treatment form would work best for the patient. I-CBT and face-to-face CBT are both based on the same treatment principles and protocol, and it is mainly the form of communication that differs. It would be interesting to compare CBT offered as stepped care with preferred care, that is, either I-CBT or face-to-face CBT, depending on the preference of the patient. It was found in a meta-analysis that treatment outcome is higher when the patient receives the treatment of preference [41].

Finally, it is important to also investigate long-term outcome of implemented stepped care. This may be difficult to achieve in an observational multicenter study but would be a valuable contribution. A recent study showed that positive outcome for CFS after CBT is only partially maintained at long-term follow-up up to 10 years after treatment, as 37% still had fatigue within normal ranges [3]. Although efforts should be made to increase this proportion, it confirms the notion that one can recover from CFS and maintain the gains. We cannot assume that the long-term outcome for face-to-face CBT is the same as I-CBT/stepped care. It may, for example, be possible that the interventions at the end of the therapy (goal reaching, evaluation, and preparing the future) are important to retain the accomplishments, although probably a larger proportion of patients did not reach these modules.

Conclusions
This is, to our knowledge, the first study to evaluate I-CBT for CFS, embedded in stepped-care, in routine clinical care. I-CBT was as effective as in tertiary care and could be embedded in routine clinical care where additional face-to-face CBT was offered if needed. Increasing the number of patients who step up after I-CBT is the most important remaining issue for implementation of stepped care.
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Abstract

Background: Behavioral interventions can meaningfully improve cardiometabolic conditions. Digital therapeutics (DTxs) delivering these interventions may provide benefits comparable to pharmacologic therapies, displacing medications for some patients.

Objective: Our objective was to estimate the economic impact of a digital behavioral intervention in type 2 diabetes mellitus (T2DM) and hypertension (HTN) and estimate the impact of clinical inertia on deprescribing medications.

Methods: Decision analytic models estimated health resource savings and cost effectiveness from a US commercial payer perspective. A 3-year time horizon was most relevant to the intervention and payer. Effectiveness of the DTx in improving clinical outcomes was based on cohort studies and published literature. Health resource utilization (HRU), health state utilities, and costs were drawn from the literature with costs adjusted to 2018 dollars. Future costs and quality-adjusted life years (QALYs) were discounted at 3%. Sensitivity analyses assessed uncertainty.

Results: Average HRU savings ranged from $97 to $145 per patient per month, with higher potential benefits in T2DM. Cost-effectiveness acceptability analyses using a willingness-to-pay of $50,000/QALY indicated that the intervention would be cost effective at total 3-year program costs of $6468 and $6620 for T2DM and HTN, respectively. Sensitivity analyses showed that reduced medication costs are a primary driver of potential HRU savings, and the results were robust within values tested. A resistance to deprescribe medications when a patient’s clinical outcomes improve can substantially reduce the estimated economic benefits. Our models rely on estimates of clinical effectiveness drawn from limited cohort studies with DTxs and cannot account for other disease management programs that may be implemented. Performance of DTxs in real-world settings is required to further validate their economic benefits.

Conclusions: The DTxs studied may provide substantial cost savings, in part by reducing the use of conventional medications. Clinical inertia may limit the full cost savings of DTxs.

Introduction

Intensive behavioral and lifestyle interventions have been shown to meaningfully improve clinical outcomes in patients with various cardiometabolic conditions, providing potential for substantial reduction in medication and other resource use. For example, structured, comprehensive lifestyle change programs improve glycemic control in type 2 diabetes mellitus (T2DM), with a substantial number of patients seeing benefits that are comparable or greater than those achieved by pharmacotherapy [1-5]. Behavioral interventions have also demonstrated the ability to control and in some cases achieve normal blood
pressure in patients with hypertension [6,7]. Behavioral interventions have thus established themselves as essential complements to pharmacologic therapy, which is reflected in current treatment guidelines [8-10]. Behavioral interventions also have potential as alternatives to conventional pharmacologic therapy for some patients. For example, participants in the LookAHEAD trial maintained significant improvements over a standard education program in body weight, hemoglobin A\textsubscript{1c} (HbA\textsubscript{1c}), systolic blood pressure (SBP), and low-density lipoprotein cholesterol at 4 years, enabling a meaningful proportion of patients to eliminate or reduce antidiabetic pharmacotherapy [1,11].

More recently, mobile software apps have been shown to provide effective platforms to deliver behavioral interventions to patients with cardiometabolic and addictive conditions. The ease of implementation and use of software to treat disease (referred to as a digital therapeutic [DTx]) may help overcome the difficulty of health care systems to deploy intensive behavioral interventions at the large scale needed to improve population outcomes. Moreover, the mobile nature of these apps allows patients to engage with the intervention program several times per day, which may drive improved outcomes over conventional delivery [12]. In cohort studies of T2DM patients, DTxs have demonstrated improvements in clinical outcomes. A mobile medical app that delivered intensive behavioral therapy paired with support from a remote multidisciplinary care team demonstrated mean improvements of HbA\textsubscript{1c} of 0.8% over a 3-month study period, with improvements up to 1.3% for patients with higher levels of engagement [12]. A similar DTx designed for hypertensive patients demonstrated the ability to reduce blood pressure in a 3-month study with mean reductions in SBP of 11.5 mm Hg and reductions of 17.6 mm Hg among participants with stage 2 hypertension (HTN) [13]. These early results suggest that DTxs may provide clinical benefits comparable to pharmacologic therapy and, in some patients, may help reduce or eliminate the need for medications.

In current clinical practice, however, there is often a delay in deprescribing medications even when the need to do so has been established. This widespread phenomenon, known as clinical inertia, contributes to polypharmacy, which leads to adverse drug reactions, unnecessary costs, and worsened quality of life for patients [14,15]. Clinical inertia, if not addressed, could also lessen the economic benefits realized when a digital therapeutic is put into practice.

The economic benefits of conventionally delivered lifestyle interventions have been demonstrated based on randomized clinical trials [16,17]. However, at this point in their development and introduction into clinical practice, there are few formal evaluations of the potential economic benefits of mobile-platform DTxs and none, that we are aware of, that incorporate measures of clinical inertia. A recent systematic review of a variety of digital health tools showed them to be highly cost effective, although only one study in a Spanish treatment setting evaluated a mobile app comparable to DTxs considered here [18,19]. Thus, our objective in this analysis was to explore the potential economic benefits of DTxs for the treatment of distinct, high-cost cardiometabolic diseases. We developed economic models for the use of DTxs in T2DM and HTN addressing clinical inertia from the perspective of US commercial payers.

### Methods

#### Model Setting

To understand the relative impact of DTxs in two different cardiometabolic disease states, we created a common framework to estimate the impact of implementing a DTx in distinct patient populations with primary diagnoses of T2DM or HTN. This common framework was implemented in Excel-based decision tree models created from the US payer perspective to best reflect real-world data on medication costs, accurately reflect attrition from the DTx intervention, and account for the currently limited data on DTx effectiveness. A common model framework also facilitates transparent comparisons across disease states modeled. Participants were assumed to enroll in the DTx program at the beginning of year 1 of a 3-year intervention with attrition occurring throughout the program. A 3-year time horizon was chosen as most appropriate for US commercial health plans implementing a behavioral intervention because these plans experience significant annual enrollee turnover and prior studies show that the impact of behavioral intervention can wane over the course of several years [11]. These factors tend to make the longer term benefits to the initiating plan less meaningful financially. We referred to the Consolidated Health Economic Evaluation Reporting Standards (CHEERS) guidelines to improve reporting of this economic analysis [20].

The models were based on the observation that biomarker elevation correlates with both clinical events and health resource utilization (HRU) [21-23]. Each model compared two cohorts (Figure 1): DTx + treatment as usual (TAU) and TAU alone. At this point in their development, economic evaluations of digital health interventions are commonly conducted using a treatment-as-usual comparator [18]. Clinical outcomes were classified into one of four categories chosen to leverage costs reported in the literature and where possible align with current clinical guidelines [8,9,21]. For T2DM, these were defined by HbA\textsubscript{1c} values of <6.5 (category 1), 6.5 to 7.49% (category 2), 7.5% to 9.0% (category 3), and >9% (category 4). For HTN, these were defined in terms of SBP: <120 mm Hg (category 1), 120 to 129 mm Hg (category 2), 130 to 139 mm Hg (category 3), and >140 mm Hg (category 4). Enrollees were assumed to have acute disease with the primary diagnosis corresponding to each model; no patients with already optimized biomarkers were enrolled. Since enrollees were not naïve to conventional pharmacologic treatment, outcomes in the TAU alone group were assumed to be relatively stable over the 3-year time horizon with 80% of TAU alone patients remaining in their outcome category at enrollment.
Figure 1. Model structure.

Program Attrition
Attrition was considered in the models, including from the DTx and the health plan overall [24]. DTx attrition was considered at several time points. Since long-term attrition rates are not known for DTx, attrition rates were modeled after those commonly seen with pharmacotherapy in HTN and T2DM [25-28]. During year 1, patients were classified as terminating if they did not engage with the app, if they withdrew or clinical outcomes did not improve after 3 months (20% attrition), or if clinical improvements were not durable at year end (additional 20% attrition). Years 2 and 3 also included the withdrawal or lack of durable clinical responses as attrition factors (additional 10% each year). If patients attrited in year 1, their clinical outcomes returned to their enrollment values. During years 2 and 3, program withdrawals were considered to return to average TAU only outcomes for that year. Note that proportions of patients listed as achieving given clinical outcomes at the end of each year (Figure 1 and Multimedia Appendix 1, Figures S1 and S2) are for patients who remained with the DTx + TAU cohort.

Clinical Effectiveness and Clinical Inertia
Model inputs regarding DTx clinical effectiveness are summarized in Table 1. By the end of year 1, the mean change for enrollees remaining in the program was –0.8% (HbA1c) in the T2DM patient population [12] and –11 mm Hg (SBP) in the HTN population [13]. For patients remaining in the DTx program, small improvements were assumed for years 2 and 3 in the base case. Complete descriptions of the 3-year decision trees are provided in Multimedia Appendix 1 (Figures S1 and S2 and Tables S1 and S3).

Benefits from improved clinical outcomes are not assumed to be instantaneous. The base case assumes that for active patients, there were delays of 6 months before medications were reduced based on sustained outcomes and 3 months for any reduction in cardiovascular disease (CVD) hospitalization risk. While we do consider CVD-related hospitalizations, the current evidence base on DTxs does not support accounting for any potential differences in CVD-related mortality. In addition, while many patients in category 2 would be candidates for medication deprescription, we included a parameter controlling the portion of patients in category 2 managed using DTxs alone, without pharmacologic treatment.
Table 1. Model input parameters and ranges for sensitivity analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>T2DM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>HTN&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base</td>
<td>Range for SA&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age in years, mean</td>
<td>50 ±5</td>
<td>50 ±5</td>
</tr>
<tr>
<td>Enrolled in category 1, (%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Enrolled in category 2, (%)</td>
<td>0.47</td>
<td>0.37</td>
</tr>
<tr>
<td>Enrolled in category 3, (%)</td>
<td>0.34</td>
<td>0.19</td>
</tr>
<tr>
<td>Enrolled in category 4, (%)</td>
<td>0.19</td>
<td>0.44</td>
</tr>
<tr>
<td><strong>Comorbid conditions, (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>60 ±10/–30</td>
<td>60 ±10/–30</td>
</tr>
<tr>
<td>HTN</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Digital therapeutic performance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients improving ≥1 category from baseline, %</td>
<td>62 ±10/–33</td>
<td>87 ±10/–33</td>
</tr>
<tr>
<td>Mean improvement by end of year 1</td>
<td>0.8 ±20/–40</td>
<td>1.1 ±20/–40</td>
</tr>
<tr>
<td><strong>Medications and resource use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Category 2 pts not on medications, %</td>
<td>25 0/50</td>
<td>25 0/50</td>
</tr>
<tr>
<td>T2DM medications: annual cost ($), range (%)</td>
<td>2466 ±20</td>
<td>—</td>
</tr>
<tr>
<td>T2DM medications: HbA&lt;sub&gt;1c&lt;/sub&gt; gradient for use, slope</td>
<td>0/0.33/1.2/2.2 ±10</td>
<td>—</td>
</tr>
<tr>
<td>HC meds: annual cost ($), range (%)</td>
<td>775 ±20</td>
<td>—</td>
</tr>
<tr>
<td>HC meds: lipid gradient for use, slope</td>
<td>0.5/0.8/1.5/2 ±10</td>
<td>—</td>
</tr>
<tr>
<td>HTN meds: annual cost ($), range (%)</td>
<td>1557 ±20</td>
<td>—</td>
</tr>
<tr>
<td>HTN meds: SBP&lt;sub&gt;i&lt;/sub&gt; gradient for use, slope</td>
<td>0/0.15/0.9/1.8 ±10</td>
<td>—</td>
</tr>
<tr>
<td>CVD&lt;sub&gt;i&lt;/sub&gt; event cost ($), range (%)</td>
<td>116,423 ±20</td>
<td>—</td>
</tr>
<tr>
<td>HRs&lt;sub&gt;k&lt;/sub&gt; of CVD rate by HbA&lt;sub&gt;1c&lt;/sub&gt; level, slope</td>
<td>1/1/1.25/1.98 ±10</td>
<td>—</td>
</tr>
<tr>
<td><strong>Health state utilities (from 0 to 1.0)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2DM: category 1 (increment)</td>
<td>0.02 ±20</td>
<td>—</td>
</tr>
<tr>
<td>T2DM: category 2 without medications</td>
<td>0.82 ±20</td>
<td>—</td>
</tr>
<tr>
<td>T2DM: category 2 with medications (increment)</td>
<td>−0.02 ±20</td>
<td>—</td>
</tr>
<tr>
<td>T2DM: category 3 (increment)</td>
<td>−0.035 ±20</td>
<td>—</td>
</tr>
<tr>
<td>T2DM: category 4 (increment)</td>
<td>−0.025 ±20</td>
<td>—</td>
</tr>
<tr>
<td>HTN: category 1 (increment)</td>
<td>—</td>
<td>0.025 ±20</td>
</tr>
<tr>
<td>HTN: category 2 without medications</td>
<td>—</td>
<td>0.83 ±20</td>
</tr>
<tr>
<td>HTN: category 2 with medications (increment)</td>
<td>—</td>
<td>−0.01 ±20</td>
</tr>
<tr>
<td>HTN: category 3 (increment)</td>
<td>—</td>
<td>−0.03 ±20</td>
</tr>
<tr>
<td>HTN: category 4 (increment)</td>
<td>—</td>
<td>0 ±20</td>
</tr>
<tr>
<td>CVD event (increment)</td>
<td>−0.1 ±20</td>
<td>−0.1 ±20</td>
</tr>
<tr>
<td><strong>Month in year 1 economic benefits realized</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Months required for reduction in medications</td>
<td>6 ±3</td>
<td>6 ±3</td>
</tr>
<tr>
<td>Months required for CVD risk reduction</td>
<td>3 ±1</td>
<td>3 ±1</td>
</tr>
<tr>
<td>Discount rate, %</td>
<td>3 0/5</td>
<td>3 0/5</td>
</tr>
</tbody>
</table>

<sup>a</sup>T2DM: type 2 diabetes mellitus.

---
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Medication and cardiovascular event costs were based on a survey of the recent literature [31-36]. Medication costs for T2DM [32] do not include insulin costs since we assume the majority of enrolled patients are not insulin dependent. Medication costs for hypertension are estimated for a nationally representative hypertensive patient population [35]. All future costs and benefits were discounted at 3% and adjusted to 2018 dollars.

The models attempt to reflect actual clinical practice by varying medication intensity by disease severity. A recent analysis of administrative claims classified T2DM patients into 4 cohorts based on diabetes-related drug utilization [21]. The study found that patients with HbA1c >8.9% had diabetes-related drug costs over 9 times those who recently initiated monotherapy with an average HbA1c of 8.0%. Patients moderately controlled on monotherapy were 1.43 times more costly than diagnosed patients without treatment (mean baseline HbA1c of 6.4%), while those poorly controlled were 2.44 to 2.98 times more costly. An analysis of commercial health plan data examined resource utilization among adult T2DM patients categorized by HbA1c at baseline [37]. With HbA1c <7.0% as the reference, patients with HbA1c levels of 7.0% to 8.0% had 1-year prescription costs 45% higher, those with levels 8.0% to 9.0% were 108% higher, and those with levels >9.0% were 131% higher. Similar relationships between HbA1c and diabetes-related hospitalizations were found in an analysis of 200,000 patients with either type 1 or type 2 diabetes [38].

Relationships between medication intensity and disease severity have not been as thoroughly studied in HTN, although these trends are clearly reflected in treatment guidelines. Medication intensity gradients assumed for HTN are weaker than the literature-based estimate used in the T2DM model. CVD event rates are based on hazard ratios by HbA1c level [22] and by the Framingham 10-Year Risk of General Cardiovascular Disease risk equation for HTN-specific outcomes [39].

Health state utilities were drawn from the literature [40,41]. Baseline utilities are defined for category 2, with increments for improved status or less drug utilization and utility decrements for worse health states (see Multimedia Appendix 1 tables for calculated utilities for all health states in the models).

### Sensitivity Analyses

One-way deterministic sensitivity analyses were performed to assess robustness of the base case evaluation of potential health resource saving. Most parameters varied by ±20% (Table 1) with the primary exception being DTx effectiveness. Since real-world effectiveness of any single intervention may be lower than demonstrated in a controlled small-cohort setting, our sensitivity analyses assume a conservative, asymmetric range of 40% below the base case estimate and only 20% above.

### Results

Savings in T2DM are estimated at $83 per participant per month (PPPM) in year 1 and rise to $174 to $178 in years 2 and 3, respectively. Year 1 savings in HTN are estimated at $70 PPPM rising to $113 and $107 in years 2 and 3, respectively. Estimated year 1 savings in HRU (Figure 2) are lower than savings in subsequent years due to delays in realizing economic benefits of reducing medications and CVD-related hospitalizations. The primary driver of these differences across disease states is the magnitude of potential reduction in medication costs, with higher average drug costs in T2DM. In addition, the Framingham equation reflects a less steep CVD risk trend across the outcome categories in HTN compared with the trend between CVD risk and HbA1c [22].

The estimated savings reflect changes in clinical effectiveness over time (Figure 1 and Multimedia Appendix 1, Figures S1 and S2). The largest improvements in outcomes are assumed in year 1, with incremental improvements in years 2 and 3 for DTx + TAU. The most important factor of clinical effectiveness driving estimated economic benefits is the differential between the two cohorts in each patient population (Multimedia Appendix 1, Table S4). The effectiveness of TAU alone is comparable in both patient populations, accounting for differences in severity at enrollment. However, DTx effectiveness in HTN is assumed to be slightly more effective.
than in T2DM. The majority of estimated HRU savings are due to potential reductions in medication costs for both patient populations and across program years. Medication reductions contribute a larger proportion of savings in years 2 and 3 for T2DM due to higher assumed average medication costs and clinical inertia (Figure 2). Due to the shallow trend in CVD risk across HTN outcome categories, inpatient costs represent a relatively smaller contribution to total savings.

In the sensitivity analyses (Figure 3), assumptions regarding the distribution of enrollee disease severity are a significant driver of uncertainty for the T2DM population, although this is less important in HTN. In the high-cost, high-effectiveness scenario, only more severe patients (categories 3 and 4) are enrolled (0% category 2). Since the base case assumes nearly half of enrolled T2DM patients are in category 2, estimated savings rise when more patients can experience larger improvements in clinical outcomes. Notably, assumed HRU costs are not the largest driver of uncertainty in year 1, while medication and hospitalization costs are an important driver of uncertainty in subsequent years. Notably, delays in realizing economic benefits of improving HbA1c and SBP levels are a large driver of uncertainty for year 1 and moderately important in years 2 and 3. In T2DM, for example, greater delays in realizing benefits reduces estimated HRU savings to $55 PPPM from the baseline of $83, while shorter delays (3 months vs the baseline 6 months) result in estimated savings of $98 PPPM in year 1. Clinical inertia is a smaller contributor to uncertainty in years 2 and 3 for T2DM, resulting in variances of about 15% for those years. Estimates for HTN indicate that clinical inertia assumptions vary HRU savings by 42% to 47% in year 1. Clinical inertia becomes a small driver of uncertainty in subsequent years in HTN. Assumptions regarding DTx clinical effectiveness (Figure 1 and Multimedia Appendix 1, Figures S1 and S2) are important drivers of uncertainty. However, in the T2DM population, these assumptions are less important than HRU costs, severity distribution, clinical inertia, and comorbidities. Also, with the lower drug costs and weaker trend in CVD risk in HTN, clinical effectiveness is a relatively greater driver in this condition.

The threshold analysis (Figure 4) examines cost effectiveness with varying levels of total DTx program costs over the 3-year time horizon. At a willingness-to-pay threshold of $100,000/quality-adjusted life year (QALY), the DTx + TAU combination is estimated to be cost effective at total 3-year program costs of $8348 (T2DM) and $10,212 (HTN). At threshold of $50,000/QALY, these values are $6468 (T2DM) and $6620 (HTN). These estimates are less elastic for T2DM due to higher drug costs and stronger relationships between outcome categories and CVD hospitalization.

Figure 2. Base case health resource use savings and contributions to estimated savings. Cost estimates are per enrollee per month in year 1 dollars by patient population.
**Discussion**

**Principal Findings**

The addition of DTxs to conventional pharmacologic treatment as usual in cardiometabolic diseases holds the potential to reduce HRU costs. Sensitivity analyses show that potential HRU savings were sensitive to assumptions regarding the magnitude of HRU costs offset by the DTx, severity distribution of enrolled patients, estimates of DTx clinical effectiveness, and measures of clinical inertia. Cost-effectiveness analyses, limited by the 3-year time horizon, estimated that at a willingness-to-pay threshold of only $50,000/QALY, addition of the DTx would be cost effective at total 3-year DTx intervention costs of up to the average total medication costs for these diseases over the same period.

This study has demonstrated some differential impacts of DTxs in two cardiometabolic diseases and suggests hypotheses for further exploration. One area is the finding that the severity of
enrolled patients greatly affects the potential benefits of the DTx. Sensitivity analyses (Figure 3) showed that severity at enrollment was the third largest driver of uncertainty in year 1 and the largest in years 2 and 3. Restricting enrollment to a moderately severe to severe population (categories 3 and 4 only) increased estimated PPPM HRU savings by 40% to 60% in T2DM and 30% to 40% in HTN. As an extension, we also examined the impact (results not shown) of enrolling only the most severe (category 4) patients, which resulted in lower HRU savings in years 2 and 3 relative to enrolling category 3 and 4 patients. This is due to our modeled assumptions that enrolled category 4 patients are more resistant to improvements than are category 3 patients. The impact of severity at enrollment varies across disease states and is due in part to the distribution of HTN versus T2DM severity in a typically commercially insured population. For example, there are far more severe (category 4) enrolled HTN patients than category 4 T2DM patients, and there is a small proportion of moderately severe (category 3) enrolled HTN patients. Estimated gains in both T2DM and HTN are substantial. However, most improvements occur in year 1 for HTN patients with modest improvements in years 2 and 3. Whereas in T2DM, with fewer severe (category 4) patients enrolled, the estimated savings in years 2 and 3 are over twice those estimated in year 1. Future economic evaluations or projections of DTxs should consider the effect of baseline disease severity on the cost benefits of the treatment.

Another hypothesis relates to how clinical inertia could limit the economic benefits realized from digitally delivered behavioral interventions that treat cardiometabolic diseases. As an example, participants who experience a sustained improvement in HbA$_1c$ below 6.5% should be considered for medication reduction. Research is needed to quantify the extent of clinical inertia observed in real-world implementations of DTxs. In addition, apps that work with DTxs, such as clinical decision support software, should be explored as solutions to clinical inertia.

Limitations
Our analysis has several limitations. First, our results are based on simple decision analytic models that rely on estimates of clinical effectiveness drawn from limited cohort studies with DTxs. T2DM and HTN are complex, chronic conditions, and sophisticated techniques coupled with detailed effectiveness data are required to accurately simulate treatment outcomes over a 10- to 20-year time period. However, over the short time horizon appropriate in this setting, our approach likely provides valid directional estimates of potential benefits to US commercial payers. In addition, since patient-level benefits will likely continue after payer reimbursements end, the relatively short time horizon will generate conservative estimates of cost effectiveness. While the potential improvements in clinical outcomes for patients responding to DTxs are consistent with prior experience (eg, an average 0.8% reduction in HbA$_1c$ for T2DM patients at 13 weeks), sensitivity analyses confirmed that these are important drivers of potential savings. Performance of DTxs in real-world settings is required to further validate their potential for cost savings. An important driver of real-world effectiveness is program attrition. While we account for attrition throughout the program, with 36% of enrollees withdrawing by the end of year 1 alone, attrition in actual practice may be higher, reducing the total economic savings possible. Second, the analyses assume that the DTx is the only intervention alongside treatment as usual. This is relatively common in economic evaluations of digital health [18]. However, in practice, particularly in US commercial health plans, patients may participate in multiple cardiometabolic disease management programs. In such situations, it will be difficult to associate the specific impact of one intervention versus another, and the net result is uncertain a priori. To the extent that there is overlap in content of a DTx and conventional interventions, the improvements attributable solely to the DTx may be less than estimated in our modeled scenarios. Conversely, there may be synergistic effects between DTxs and conventional interventions, with larger net benefits. More research is required on the best ways to implement DTxs, including analyses of real-world observational data of DTxs using econometric or machine learning methods to distinguish individual effects of multiple interventions. Additionally, no costs of adverse events were included in these analyses. For patients with the same clinical outcome category receiving similar medication regimens, the medication-related adverse events and associated costs would be comparable across DTx + TAU versus TAU alone cohorts. However, no known clinical adverse events are associated with the DTx, and a larger proportion of patients will be managed to improved outcomes not requiring pharmacologic treatment while using the DTx. Thus, not including adverse events may bias the estimates of DTx benefits downward slightly. Finally, while we account for attrition from the DTx cohort, we don’t directly take treatment adherence to TAU into account. However, our drug cost estimates are drawn from published analyses of commercial claims data for diagnosed patients, which account for some level of nonadherence in a typical health plan.

Comparison With Prior Work
Averaged over the 3-year time horizon, estimated savings were $145 PPPM for the T2DM population and $97 PPPM in HTN patients. Given the drug costs for T2DM and HTN drawn from the peer-reviewed literature, these savings represent approximately 22% to 29% of the total estimated medical costs for an average patient treated as usual. This estimate is in line with the findings of the economics benefits of a mobile DTx for heart failure patients, which found a 33% reduction in total management and treatment costs, and an app-based glucose monitoring program, which found a 22% reduction in total medical spending [19,42].

Conclusions
DTxs for T2DM and HTN patients may provide substantial improvements in patient outcomes resulting in lower HRU and costs when compared with standard pharmacologic-based treatment as usual. Clinical inertia may be a barrier to realizing the benefits of DTxs.
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Abstract

Background: Coping with behavioral changes is a daily challenge for family caregivers in all phases of dementia, and assistance is needed for it. An online self-management support intervention was therefore developed and conducted involving the following elements: (1) email contact with a specialized dementia nurse, (2) online videos, and (3) e-bulletins containing information about behavior changes and how to manage them.

Objective: The aim of this study was to understand (1) family caregivers’ actual use of various elements of the online self-management support, (2) family caregivers’ evaluation and satisfaction with the various elements, and (3) nurses’ usage and evaluations of the online support through the tailored email contacts.

Methods: A mixed methods design was used in this process evaluation, combining quantitative and qualitative methods including analyses of dementia nurses’ registration forms, the number of clicks on online videos and e-bulletins, evaluation questions answered by family caregivers in a survey questionnaire, semistructured interviews with family caregivers and nurses, and analysis of the content of the email contacts.

Results: The actual use of various elements of the online self-management support by family caregivers varied: 78% (21/27) of family caregivers had an email contact with the specialist nurse, 80% (43/54) of family caregivers clicked on an online video, and 37% (30/81) clicked on an e-bulletin. Family caregivers showed positive evaluations and satisfaction. The tailor-made approach in the personal email contacts in particular was valued by the family caregivers. Nurses’ evaluations about providing self-management support online were mixed as it was a relatively new task for them.

Conclusions: An important insight is that not all participants made optimum use of the various elements of the intervention. Nurses also said that the email contacts were more often used to express feelings about coping with behavioral changes. More research is needed to investigate the reasons why people accept, adopt, and adhere to online interventions to reduce cases where they are not used and to back them up appropriately with tailored (online) information and advice for their personal situations.

(J Med Internet Res 2019;21(10):e13002) doi: 10.2196/13002
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Introduction

Background

Family caregivers of people with dementia often face many challenges in everyday life while caring for their relative [1], most prominently regarding changes in behavior of the person with dementia [2,3]. People with dementia may exhibit behavior that is dependent, aggressive, suspicious, apathetic, or indifferent, or night-time restlessness and masking behavior. Approximately 80% to 90% of people with dementia show behavior disturbances during the disease process [4], often distressing both the person with dementia and their family caregivers [3,5].

Coping with behavioral changes is a daily challenge for family caregivers in all phases of dementia [6]. These days, the term self-management is widely used when referring to managing consequences of a disease in daily life. Barlow et al [7] defined self-management as the individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences and lifestyle changes inherent in living with a chronic condition. Self-management applies not only to the patient but also to family caregivers. Especially in dementia care, the person often becomes increasingly dependent on support from family caregivers. This is stressful for family caregivers, especially when coping with behavioral changes [5,6]. They use strategies to respond to behavioral changes by remaining calm or encouraging activities and distractions. Moreover, family caregivers have self-management strategies to manage their own caregiver stress and problems related to their relative’s dementia [5,8].

However, family caregivers might need assistance coping with this daily challenge. In particular, nurses are in the best position to help them because they develop a close partnership with individuals and their families throughout their lives [9]. This nurse-patient contact can also occur online [10] and might be especially useful for reaching family caregivers who are short of time because of providing care, have transportation difficulties or do not want to leave the person with dementia alone at home [11,12]. In addition to professional support online, family caregivers may also benefit from multicomponent online interventions that combine, for example, information and tailored caregiving strategies [13].

In this paper, we present a process evaluation of an online self-management support intervention addressing behavioral changes in dementia. The intervention consists of various online elements. The process evaluation was performed alongside a randomized controlled trial (RCT) [14]. The aim of the RCT was to explore (1) whether a major online self-management support intervention involving email contacts with a specialist dementia nurse in combination with online videos and e-bulletins is more effective than minor interventions not involving the email contacts with the nurse, and (2) if a medium intervention including videos and e-bulletins is more effective than minor interventions not involving the email contacts with the specialist dementia nurse. The results showed no statistically significant effects on family caregivers’ self-efficacy for the major and medium online self-management support interventions compared with the minor intervention [15].

It is important to carry out a process evaluation alongside RCTs to allow effects (or the lack thereof) to be interpreted. It enables researchers to understand whether and how interventions are used, and how interventions are being evaluated by the people involved. Process evaluations alongside RCTs are even more important when evaluating online interventions because these studies are complicated, given the high numbers of nonadherent participants compared with face-to-face interventions [16,17].

Objective

The overall objective of the process evaluation was to get an idea of the actual usage and evaluations of the intervention components. Related subobjectives were to understand (1) actual usage by family caregivers of the various elements of the online support, (2) family caregivers’ evaluation of and satisfaction with the various elements, and (3) nurses’ usage and evaluations of the online support through the tailored email contacts.

Methods

Design

The process evaluation had a mixed methods design in which quantitative and qualitative methods were combined, and various sources were used (see the Data Collection section). The process evaluation was performed alongside the RCT involving 3 intervention arms (see the section Interventions: Content and Development Trajectory). Following the definition given by the Medical Research Council, the aim of this process evaluation was to understand the functioning of a complex intervention consisting of multiple components [18]. The design of the RCT is described elsewhere [14].

Participants

Family caregivers as well as specialized dementia nurses participated in the process evaluation.

Inclusion criteria for family caregivers were the same as the criteria used in the RCT: family caregivers aged at least 18 years, who were a partner or relative of a person diagnosed with dementia who is living at home, having contact at least weekly with the person with dementia, with internet access and who provided online consent [14]. In total, 81 family caregivers participated in the RCT (major n=27, medium n=27, or minor n=27 intervention arms).

Inclusion criteria for the specialized dementia nurses were: (1) a Bachelor’s or Master’s degree in nursing, and (2) advanced training in dementia care. In total, 4 nurses participated.

Interventions: Content and Development

Family caregivers were randomly allocated to 1 (major), 2 (medium), or 3 (minor) intervention arms.
1. The major intervention arm was the most comprehensive and consisted of the following 3 elements:
   - The first element consisted of email contacts with a specialized dementia nurse thrice. In the email contacts, the nurse helped family caregivers online to manage behavioral changes, guided by an intervention protocol developed by the project team members (JGH, ALF, PJV, and IvA), in consultation with the nurses themselves. The Dutch protocol (available on request from the first author) was structured using the steps of the 5A model of self-management support [19,20] and Kitwood’s person-centered care theory [21]. The 5A model comprises the following 5 steps: assessing; advising; agreeing on goals; assisting in anticipating barriers and developing a specific action plan; and arranging follow-up [19,20,22,23].
   - Another element was providing online videos on how to manage the relative’s behavior changes and how to improve self-efficacy in managing this behavior. There were 6 videos dealing with different common types of behavior changes: dependent behavior, suspicious behavior, aggressive behavior, apathy or indifference, restlessness at night, and masking behavior. Each video had the same structure, starting with possible causes and related solutions for responding or coping with the specific behavior, and ending by emphasizing that it is important that family caregivers take good care of themselves. Family caregivers could choose how many videos they watched depending on their personal needs and the behavioral changes encountered in their relative with dementia. The videos (along with the e-bulletins mentioned below—see element c) were developed by the coauthors BMW, IvA, and AMP, in close collaboration with colleagues from the Trimbos Institute and the Dutch Alzheimer’s Society, family caregivers of people with dementia and other experts. In the first step of the development process, a desk search was performed to obtain an impression of what is known in the literature about methods of influencing behavior approached from a person-centered perspective [21] and how family caregivers experience different kinds of behavioral changes in their relative with dementia. Experts also provided input for various aspects of the videos (eg, cognitive behavioral therapy principles, persuasive communication, modeling, and active learning). Video scripts and pilot videos were tested by family caregivers at several points during development. The videos are available on https://dementie.nl/online-training.
   - Providing e-bulletins containing practical information about various types of behavioral changes and how to manage them was the third element. The same behavior changes were covered in the e-bulletins as in the videos. The e-bulletins included assignments that were designed to help caregivers interpret the generic information in the context of their own situation, to reflect on what might be causing the behavior changes, how they would like to cope with the behavior, and how they would like to respond. During the development process, the e-bulletins were tested together with the online videos. They have the same theoretical basis as the videos, and the people involved in the development of the videos were also involved in developing the e-bulletins.

2. The medium intervention, consisting only of the online videos and e-bulletins (elements b and c above);
3. The minor intervention, consisting only of the e-bulletins (element c).

Data Collection
A schematic overview of the data collection methods used is given in Table 1. In some parts of the process evaluation, the sample concerned all family caregivers participating in the RCT (n=81), whereas in other parts of the process evaluation, only subsamples participated. As can be seen in the second column of Table 1, quantitative data involved nurses’ records of the number of times personal email contacts occurred per family member, clicks on links to the online videos and e-bulletins, and evaluation questions answered by family caregivers in a questionnaire. The evaluation questions were part of the questionnaire used at the end of the RCT [15].

As shown in the third column of Table 1, the qualitative data were collected in semistructured interviews with family caregivers. In the last questionnaire used at the end of the RCT, family caregivers were asked if they would like to take part in such an interview. In total, 41 family caregivers were willing to participate. Of these, 12 were purposively recruited with a spread of intervention arms and background characteristics (eg, gender, age, and living with or separately from the relative with dementia). They were sent an information letter by email and were asked to give their consent by email if they were willing to be interviewed. All interviews were conducted by telephone by one of the coauthors.

Semistructured interviews were also conducted with the 4 specialized dementia nurses who provided the personalized email contacts with the family caregivers. The topic list addressed how the nurses evaluated their support in the personal tailored email contacts. All interviews with the nurses were carried out by one researcher (IvA). Three interviews were conducted by telephone; one interview took place at the Trimbos Institute.

Finally, the content of email contacts was analyzed regarding family caregivers’ request for help, referral to the online videos and nurses’ use of the intervention protocol based on the 5A model.
Table 1. Data collection methods (quantitative and qualitative) used for each research question.

<table>
<thead>
<tr>
<th>Research aims</th>
<th>Quantitative data</th>
<th>Qualitative data</th>
<th>Data collection period</th>
</tr>
</thead>
<tbody>
<tr>
<td>To understand the actual use of family caregivers of the elements of the self-management support</td>
<td>Recording the actual use of personal email contact with nurse by 27 family caregivers</td>
<td><em>a</em></td>
<td>March to August 2017</td>
</tr>
<tr>
<td></td>
<td>Clicks on the video links by 54 family caregivers</td>
<td>—</td>
<td>March to August 2017</td>
</tr>
<tr>
<td></td>
<td>Clicks on the e-bulletin links by 81 family caregivers</td>
<td>—</td>
<td>March to August 2017</td>
</tr>
<tr>
<td>To understand family caregivers’ evaluation and satisfaction with the various elements of the online self-management support interventions</td>
<td>Evaluation questions in a survey with Likert scale, send to 81 family caregivers</td>
<td><em>a</em></td>
<td>March to August 2017</td>
</tr>
<tr>
<td></td>
<td>Semistructured interviews with 12 family caregivers</td>
<td></td>
<td>July and August 2017</td>
</tr>
<tr>
<td>To understand nurses’ usage and evaluations of the online support through tailored email contacts</td>
<td>—</td>
<td>Semistructured interviews with 4 nurses</td>
<td>September 2017</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>Analysis of the content of email contacts between 27 family caregivers and nurse</td>
<td>March to August 2017</td>
</tr>
</tbody>
</table>

_Not applicable._

**Data Analysis**

**Quantitative Data**

Records and clicks on links were descriptively analyzed using Microsoft Excel (version 2010). The evaluation questions in the questionnaire were analyzed descriptively (frequencies and percentages) using SPSS software (IBM Corporation).

**Qualitative Data**

The transcribed verbatim audio-recorded interviews were analyzed independently by 2 researchers (JGH and IVA) using the principles of thematic analysis [24]. First, the researchers repeatedly read the data and looked for meanings and patterns in the data. Second, an initial list of codes was generated about what was in the data and what was interesting for the research questions. Third, the various codes were sorted into potential themes and then fourth, refined so that data within the themes fitted together meaningfully. Fifth, the themes were further refined by analyzing the data within the themes. Finally, once there was a set of fully detailed themes, the final analyses were written down [24]. Coding and interpretation of the codes were discussed at several moments in the analysis process by the researchers to reach consensus and to refine the analyses. In addition, interim and final analyses were also discussed with other coauthors. Furthermore, member checking was performed by discussing interim and final analyses with one of the nurses who was involved in the email contacts (PJV).

The content of email contacts between 27 family caregivers and the nurses was analyzed by 1 researcher (JGH) looking at their request for help, referral to the online videos and the use of the 5A model. A second reviewer (ALF) screened a random selection (email contacts of 3 family caregivers).

**Ethical Considerations**

The Medical Ethics Committee of the Vrije University Medical Center approved this study (reference 2016.559). All participating family caregivers and dementia nurses gave informed consent. All data were stored according to the rules of the Dutch Data Protection Act.

**Results**

The collected quantitative and qualitative data are categorized based on the 3 different elements of the intervention: email contacts with nurses, online videos, and e-bulletins.

**Family Caregivers’ Usage of Email Contacts With Nurses**

A total of 27 family caregivers were assigned to the major intervention arm, meaning that they had the opportunity to have personal email contact with a dementia nurse in addition to the videos and e-bulletins. Of the 27 family caregivers, 21 (78%) actually made use of the opportunity. Almost half of the family caregivers (13/27, 48%) had email contacts thrice, 4 had twice (15%), and another 4 (15%) had once (Table 2).
Table 2. Data from the recording form for personal email contacts kept by the nurses.

<table>
<thead>
<tr>
<th>Personal email contacts</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family caregivers in the major intervention arm, n</strong></td>
<td></td>
</tr>
<tr>
<td>Had email correspondence thrice</td>
<td>13</td>
</tr>
<tr>
<td>Had email correspondence twice</td>
<td>4</td>
</tr>
<tr>
<td>Had email correspondence once</td>
<td>4</td>
</tr>
<tr>
<td>No email correspondence</td>
<td>6</td>
</tr>
<tr>
<td>Total number of times the email contacts occurred</td>
<td>51</td>
</tr>
<tr>
<td>Time spent per email contact by nurses (min), mean (range)</td>
<td>35 (20-55)</td>
</tr>
</tbody>
</table>

Family Caregivers’ Evaluation and Satisfaction With Email Contacts With Nurses

A total of 27 family caregivers assigned to the major intervention arm were asked to complete evaluation questions about the email contacts (Table 2, second column). A total of 16 family caregivers completed the evaluation questions and had email contact with a nurse. The majority (12/16; 75%) valued the personal email contacts with the nurses in addition to the videos and e-bulletins. The nurses’ explanation and advice given in the email contacts were clear for most family caregivers (12/16, 75%), and more than half of them (9/16, 56%) said they could immediately use the nurses’ advice in managing the behavior of their relative with dementia (Table 3).

A total of 4 family caregivers in the major intervention arm were interviewed about how they evaluated the personal email contacts with the nurse. They stated that they got the most out of these contacts, compared with online videos and e-bulletins, because of the personal aspect. They appreciated that they were given the opportunity to reflect with the nurse on how they were dealing with their relative’s situation, which made them aware that they had to take a step back in some situations. They also liked the tips and ideas that the nurses gave them about how to act in their situation. In addition, they said that it was good to get confirmation that you were doing it correctly:

Now like I said: you talk. At least you are then communicating with somebody [the nurse] who understands what it's about. You don't have to keep on reinventing the wheel then, in fact. You can just say, well, I'm coming up against this and that. Oh—watch out for this, watch out for that. That's simply very pleasant, I reckon. [Participant 10]

One family caregiver said that she did not use the email contacts. The reasons were not only the lack of time but also that the counselling by email was not attractive because you then have to put your emotions and questions on paper. That was a barrier for this family caregiver, who also said that the barrier would have been much lower if the counselling had been by phone.
Table 3. Evaluation questions on Likert scales.

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>Major (n=16), n (%)</th>
<th>Medium (n=21), n (%)</th>
<th>Minor (n=15), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The personal email correspondence with the nurse added value to the video and e-bullets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>12 (75)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (12)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>2 (12)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>The nurse's explanation and advice were clear</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>12 (75)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>3 (19)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>1 (6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>I was able to use the advice of the nurses immediately in managing the behavior of my relative with dementia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>9 (56)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>6 (37)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>1 (6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>The videos and e-bulletins fitted my situation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>10 (62)</td>
<td>9 (43)</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>6 (37)</td>
<td>11 (52)</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>—</td>
</tr>
<tr>
<td>The videos and e-bulletins helped me to manage the behavior of my relative with dementia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>11 (69)</td>
<td>10 (48)</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>5 (31)</td>
<td>10 (48)</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>—</td>
</tr>
<tr>
<td>In addition to videos and e-bulletins, I would have liked to receive extra support from a nurse by email</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>—</td>
<td>6 (29)</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>—</td>
<td>13 (62)</td>
<td>—</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>—</td>
<td>2 (10)</td>
<td>—</td>
</tr>
<tr>
<td>The e-bulletins fitted my situation</td>
<td>—</td>
<td>—</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Neutral</td>
<td>—</td>
<td>—</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>—</td>
<td>—</td>
<td>2 (13)</td>
</tr>
<tr>
<td>The e-bulletins helped me to manage the behavior of my relative with dementia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>—</td>
<td>—</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Neutral</td>
<td>—</td>
<td>—</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>—</td>
<td>—</td>
<td>2 (13)</td>
</tr>
<tr>
<td>In addition to the e-bulletins, I would have liked to receive extra support from a nurse by email</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely agree/agree</td>
<td>—</td>
<td>—</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Neutral</td>
<td>—</td>
<td>—</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Disagree/completely disagree</td>
<td>—</td>
<td>—</td>
<td>3 (20)</td>
</tr>
</tbody>
</table>

\( ^a \)Family caregivers who completed the evaluation questions.

\( ^b \)Data not applicable.

**Family Caregivers’ Usage of Online Videos**

In total, 54 family caregivers (27 in the major intervention arm and 27 in the medium intervention arm) had access to 6 videos about how to manage behavioral changes in their relative with dementia. Of them, 43 (80%) clicked at least 1 video. Clicks on the videos are listed in Table 4.
Family Caregivers' Evaluation and Satisfaction With the Videos and E-Bulletins

A total of 54 family caregivers were asked to complete evaluation questions about the videos (Table 3, second column). A total of 37 caregivers watched at least 1 video (16 in the major intervention arm and 21 in the medium intervention arm). Half of them (both major and medium arms, 19/37, 51%) said that the videos and e-bulletins fitted their personal situation, and more than half stated that they helped them to better manage with the behavior of the person with dementia (21/37, 57%).

In total, 9 family caregivers who had access to the videos (4 in the major intervention arm and 5 in the medium intervention arm) were interviewed about how they evaluated the videos. They said that they thought the videos were well-structured and pleasant to watch. They also found the content clear and useful. The tips given in them were reckoned to be useful; watching the videos gave them new ideas for coping with the behavioral changes in their relative:

Well, because it's important for you to have a clear picture as well. It's useful to know what I ought to be doing. That really does help quite a bit. Otherwise there's a lot of conflict and so forth, instance defiance or whatever—quite a lot. It lets you know how to tackle the situation: let's put it like that. [Participant 5]

Some of the family caregivers found the content and the stories of other family caregivers recognizable and helpful. Others said they did not relate to much that was in the videos because there was no change in behavior in their situation or the behavior was expressed differently. They said that this meant the videos were less useful to them:

With my husband, it was mostly about the aggression and waking up at night and that wasn't something I really saw in the video or in the text. And that was what I find so typical. There were a few bits in that I recognized, but I didn't get the feeling that the situation really fitted in very well with ours. [Participant 4]

One family caregiver also remarked that the videos and the e-bulletins were suitable primarily in the early phases of dementia; another said that the information was too sketchy for family-based caregivers dealing with dementia in its later stages.

Family Caregivers' Usage of E-Bulletins

All family caregivers (n=81) had access to the e-bulletins (through a link). The e-bulletins contained practical information about various types of behavioral changes and tasks to help reflect on their possible causes and how to influence and cope with them. In total, 30 family caregivers out of 81 (37%) clicked at least 1 e-bulletin. In the minor intervention arm, the percentage who clicked the e-bulletins was the highest (18/27, 67%; Table 3).

Family Caregivers' Evaluation and Satisfaction With E-Bulletins

Of 27 family caregivers in the minor intervention arm, 15 (56%) answered the evaluation questions (Table 3, fourth column). Almost half (7/15, 46%) said that the e-bulletins fitted their situations and that the e-bulletins helped them to manage behavioral changes in the person with dementia (8/15, 53%).

In total, 12 family caregivers (4 in the major intervention arm, 5 in the medium intervention arm and 3 in the minor intervention arm) were interviewed on how they evaluated the e-bulletins. A number of family caregivers stated that the information in the e-bulletins was clear and recognizable as well as being helpful to read again. Some also said that one of the benefits was that there was one e-bulletin of each type of behavior. Conversely, others felt that the content of the e-bulletins was not always recognizable and that they were unable to translate it well to their own situations. One family caregiver said that the e-bulletins were not concrete enough, and she also perceived the e-bulletins as a bit patronizing at times. On the other hand, this family caregiver also said that this might be just a personal opinion.

Some of the group who had also seen the video felt that the e-bulletin was a good addition to the videos, whereas others set more store by it because information from the videos was enough for them.

The family caregivers who only received the e-bulletins mostly thought they were informative, although one family caregiver said that information did not help in her situation. Others said that the information meant they were more aware of what they could come up against and that it put a different perspective on the behavior for them. Moreover, understanding the behavior better because of the information from the e-bulletins let them be more patient in dealing with the behavior:

---

Table 4. Clicks on the links to the videos and e-bulletins.

<table>
<thead>
<tr>
<th>Clicks on videos and e-bulletins</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total number of family caregivers who clicked videos</strong></td>
<td>43 (80)</td>
</tr>
<tr>
<td>Family caregivers in the major intervention arm who watched at least one video (n=27)</td>
<td>22 (81)</td>
</tr>
<tr>
<td>Family caregivers in the medium intervention arm who watched at least one video (n=27)</td>
<td>21 (78)</td>
</tr>
<tr>
<td><strong>Total clicks on e-bulletins</strong></td>
<td>30 (37)</td>
</tr>
<tr>
<td>Family caregivers in the major intervention arm who watched at least one e-bulletin (n=27)</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Family caregivers in the medium intervention arm who watched at least one e-bulletin (n=27)</td>
<td>7 (26)</td>
</tr>
<tr>
<td>Family caregivers in the minor intervention arm who watched at least one e-bulletin (n=27)</td>
<td>18 (67)</td>
</tr>
</tbody>
</table>
Explain the behavior and how you have to respond to it, right? Most of the time you have to count to ten first or—as I always say—sometimes a hundred. Like that. [Participant 3]

The family caregivers would recommend the e-bulletins to others. One of them advised distributing this information among professionals too, having noted that they do not always know enough about behavioral changes.

Nurses’ Evaluation and Satisfaction With Providing Tailored Email Contacts

Four specialized dementia nurses provided online self-management support via email. In total, the nurses had email contacts with family caregivers 51 times. The time spent by the nurses varied from 20 min to 55 min (mean 35 min) per email contact (Table 1).

Semistructured interviews were held with 4 nurses to get an idea of their use and evaluations of providing online self-management support. Categorization resulted in 4 themes: background characteristics and expectations of family caregivers, evaluation of the online assistance, evaluation of the intervention protocol with the 5A model, number of times the email contacts, and the perceived effect.

Background Characteristics and Expectations of Family Caregivers

Two specialist nurses said that the family caregivers had partners in an advanced stage of dementia. One nurse said that she got the impression that the family caregivers were overloaded. Moreover, the nurses noted that some of the caregivers had one or more people helping them and were deliberately busy collecting information about the condition. In addition, a nurse said that the family caregivers were not aware that they were also tackling their situations too.

In terms of the expectations of the family caregivers, the majority of the nurses had the impression that family caregivers were looking for a release valve and a listening ear. A number of the caregivers needed concrete ideas about how to deal with behavioral changes in their relative. One nurse also said that she noticed that she was being asked questions about case management, for instance about coordinating care for the relative.

Evaluation of the Online Assistance

The nurses said that there were pros and cons to giving online assistance. One nurse said that putting the situation down on paper was one of the benefits of online counselling because the family caregivers then got a better picture of the severity, and the situation would sink in more quickly:

Yes [...] because the family caregivers are e-mailing and putting things into words, the seriousness of the problem is made a bit clearer, I reckon. I get that idea quite strongly. Putting it on paper can in fact point out the severity—almost as if they’re saying they can’t cope anymore. Yes, that does help. It paints a picture of the changed behavior, and shows that action is needed as well. [Nurse 1]

They also felt it was an advantage that you can ask encouraging questions, but the nurse wondered whether this matched the family caregivers’ expectations of this online assistance.

Giving online counselling was also felt to be awkward because you cannot look anyone in the eye, and it is then more difficult to assess the situation. They found it tricky to get the right tone for approaching the family caregiver. As the counselling was online, the nurse did not know if the advice had been understood by the family caregiver. If the caregiver no longer responded, the nurse did not know if they had said something wrong or if there was another, unrelated reason.

Another nurse said that online assistance is suitable for practical questions, but that you need more time and need to know more in the role of health care provider if it is about people being overburdened or about changed behavior. Another nurse believed that it became easier as you did it more often. A certain amount of practice is needed if this counselling is to be provided properly.

Evaluation of the Intervention Protocol With the 5A Model

One nurse said that the 5A model could help a lot in the online counselling but that the nurses had difficulties with the application of the model. The link between the video content and the 5A model was also unclear. The reason was that they had a feeling that the family caregivers needed other assistance, for example, providing a listening ear. The videos and email counselling focused on coping with the changed behavior, but the nurses noticed that the family caregivers had more of a need to talk about things. Getting them to talk about the behavioral changes and think about them felt like the nurses were pushing.

Number of Times Email Contacts Occurred

Opinions varied as to whether the number of times the email contacts occurred was sufficient. Two of the nurses said that it was enough. One nurse did state as a condition that the contacts should then only focus on the behavioral changes and not on other questions and advice. Another nurse doubted whether contacts occurring 3 times was enough to have an effect. The emails from the family caregivers contained a lot of information, not only about to change behavior but also about the other problems involved. Another nurse said she got the impression that family caregivers enjoyed watching the videos but did not think that they actually wanted to do anything as result.

The Perceived Effect

Most of the nurses said that their assistance meant that family caregivers could get things off their chest or that the family caregivers felt they had been listened to. One nurse said that it was a help that the family caregivers had taken a moment to think about the behavioral changes in their relative with dementia. She also thought that the tips she had given about how to make thorny subjects open to discussion had helped. According to one nurse, effective elements were the attention paid to the personal situations of the family caregivers and being able to reflect on them together. This nurse was also able to give the family caregivers tips about other forms of assistance. Another nurse believed that the email contacts had helped the...
family caregivers translate what was happening in the videos to their own situations. In the case of one family caregiver, a nurse had the impression that the counselling had no effect because the person in question was already so overburdened that email contact was too much. Another nurse did not believe that it had given the family caregivers a better picture of behavioral changes because the nurses did not have the right skills for online counselling and because the need for assistance among family caregivers was so diverse.

**Analysis of the Content of Email Contacts Between Family Caregiver and Nurse**

Of 27 family caregivers (78%) 21 had email contact with a nurse. As data were missing for 2 family caregivers, email contacts from 19 family caregivers were analyzed. Of the 19 family caregivers, 11 (58%) did not express an explicit goal in the email contacts. In 15 cases (79%), the content of the emails was about behavioral changes in their relative with dementia. A total of 4 family caregivers (21%) also discussed about caregiving stress. A total of 6 (32%) family caregivers discussed other caregiving issues not related to behavioral changes. In 5 cases (26%), the nurse referred to the online videos in the email contacts (Table 5).

The first step in the 5A model (assessing) was used by the nurses in all email contacts. The second step (advising) was used in about half of the cases. The other steps of the 5A model (agreeing on goals, assisting in anticipating barriers and developing a specific action plan, and arranging follow-up) hardly occurred at all in the email contacts.

<table>
<thead>
<tr>
<th>Email content</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicitly formulated request for help</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (42)</td>
</tr>
<tr>
<td>No</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Content discussed in 1 or more emails</td>
<td></td>
</tr>
<tr>
<td>Behavioral changes</td>
<td>15 (79)</td>
</tr>
<tr>
<td>Managing caregiver stress</td>
<td>4 (21)</td>
</tr>
<tr>
<td>Other caregiving issues (other than behavioral changes of the relative with dementia)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>A link to the online videos</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (26)</td>
</tr>
<tr>
<td>No</td>
<td>14 (74)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Through this process evaluation, we aimed to gain an idea of (1) actual use by family caregivers of the various elements of online self-management support, (2) family caregivers’ evaluation and satisfaction with the various elements, and (3) nurses’ usage and evaluations of the online support through the tailored email contacts. This process evaluation was performed alongside an RCT [14] in which the effectiveness was studied of an online self-management support intervention involving tailored email contacts with a specialized dementia nurse combined with online videos and e-bulletins. Contrary to our expectations, no statistical evidence was found for the major and medium online self-management interventions compared with minor intervention (involving e-bulletins only) on family caregivers’ self-efficacy [15]. Although no effects were found, this evaluation noted that family caregivers valued the email contacts with the specialist nurse. They mentioned that receiving confirmation from a professional that they were doing the right thing was really important to them. Previous studies also found that being acknowledged by professionals and peers for the everyday care they provided is extremely important for family caregivers in helping them cope with daily challenges [8,25]. They also felt that the email contacts offered added value above the videos and e-bulletins. Family caregivers who received the videos and e-bulletins mentioned difficulties in translating the information and advice to their own situations. It could therefore be suggested that an online personal approach is needed to acknowledge the highly complex situation of family caregivers and subsequently assist them by providing tailored online information and advice for their personal situations.

This process evaluation also suggests possible explanations for the unexpected results in the RCT by understanding how the intervention was used and was evaluated by the people involved. First, this process evaluation showed variation in the extent that family caregivers made use of the various elements of the online self-management support. 78% of family caregivers had an email contact with a nurse (21/27), 80% watched 1 or more online videos (43/54), and 37% clicked an e-bulletin (30/81). The distinction between the 3 intervention arms consequently becomes less, making it difficult to demonstrate effects [17]. Nonuse of an intervention is a methodological known difficulty in online trials and may explain why interventions fail to show a measurable effect for the intervention [17,26,27]. For electronic health (eHealth) interventions to present an effect, they need to be accepted and used in the intended way to benefit the participants the most [28]. However, improving the use of eHealth interventions is complex, and more insights are needed for investigating the reasons why people accept, adopt, and adhere to eHealth interventions so that their behavior can be influenced [28].
Second, according to the nurses, the participants involved in the email contacts were mainly family caregivers who availed the services of 1 or more health professionals and were highly engaged in collecting information about dementia. This group would then already have information and advice on how to cope with behavioral changes, which might explain why family caregivers wanted to share their stories and express their feelings instead of finding other ways to self-manage the behavioral changes of their relative with dementia. For future research, it is important to determine which family caregivers will benefit most from what type of support. This would provide insight that can be used to provide the intervention in a more cost-effective way. This, for example, means that nurses’ support can be provided to the people who are likely to benefit most.

Another possible explanation for finding no statistical evidence for the benefits of email contact between family caregivers and nurses (combined with videos and e-bulletins) may be how the intervention was carried out. In many cases, only the first two A’s (assessing and advising) were completed. Using the 5A model turned out to be difficult as it was new to the nurses. Previous studies’ results were comparable, as the last 2 A’s (assist and arrange) seem to be delivered least often by nurses [19,29,30]. However, those components are most important for producing meaningful and lasting behavioral changes [19]. Future research therefore needs to investigate how all steps of the 5A model could be performed online.

When providing online support, the dosage of online intervention should also be considered. It is for instance striking that only a few (37%, 30/81) family caregivers clicked e-bulletins. This could be explained by the fact that not everything that is offered will also be used. This may be illustrated by the low usages rates of the e-bulletins by family caregivers who also had email contact with a nurse and access to the online videos. This indicates that informal caregivers do not stick to the intervention but decide for themselves what care is needed and fits their unique situation. Tailored information and advice should therefore be offered in a way that is geared to family caregivers’ needs [31]. This could include a differentiated offer of support instead of offering multiple kinds of support. This enables family caregivers get help that is based on their needs, self-management abilities, and home situations.

**Strengths and Limitations**

The mixed methods design combining quantitative and qualitative data enabled better understanding of how online self-management support interventions were used and evaluated by both the family caregivers and dementia nurses involved. Using telephone interviews let family caregivers participate without extra traveling time for the family caregiver or researcher. The information gathered can be used to develop online self-management support further for families facing dementia. Furthermore, the validity of the results was enhanced by combining quantitative and qualitative data [32]. However, findings of this study need to be considered within the context of a number of methodological limitations. First, tracked usage data were measured in clicks that represent page views. People who click a link do not however necessarily watch the whole online video or read the e-bulletin. The numbers found could therefore overestimate family caregivers’ utilization of an intervention component. Click data should therefore be seen in combination with other evaluation methods [33]. Second, no data were collected for the 6 family caregivers who did not use the email contacts. Barriers preventing family caregivers from making email contact with a nurse could therefore potentially have not been detected.

**Conclusions**

There was a variation in the extent to which family caregivers utilized the various elements of online self-management support. They valued the tailor-made approach in the email contacts. According to the nurses involved, online personal email contacts was mostly used to express feelings concerning coping with changing behavior. Nurses’ usage and evaluations of providing self-management support online were mixed, as it is a relatively new task for nurses. More research is needed to investigate the reasons why people accept, adopt, and adhere to online interventions to reduce nonuse and to support them appropriately by providing tailored (online) information and advice for their personal situations.
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Abstract

Background: Ethnic minority populations exhibit disproportionately high rates of type 2 diabetes mellitus (T2DM). Electronic health tools have the potential to facilitate the cultural adaptation and tailoring of T2DM education to improve the knowledge and management of diabetes mellitus (DM).

Objective: This study aimed (1) to develop an adaptable Interactive Lifestyle Assessment, Counseling, and Education (I-ACE) software to support dietitian-delivered lifestyle counseling among low-socioeconomic status (SES) ethnic minority patients with T2DM and (2) to evaluate its effect on DM-related dietary knowledge and management compared with standard lifestyle advice (SLA) in a randomized controlled trial (RCT).

Methods: The I-ACE software, developed in consultation with clinical dieticians, incorporates evidence-based dietary and physical activity (PA) recommendations and educational materials. The features and behavioral change techniques include quantitative lifestyle (dietary intake and PA) assessment and simulation, individually tailored education and recommendations, motivational interviewing, and goal setting. For the unblinded pilot RCT, 50 overweight or obese Arab adults (aged 40-62 years) with poorly controlled T2DM were recruited from primary care clinics and randomly assigned to receive 4 in-person, dietitian-delivered counseling sessions over 6 months using either (1) the I-ACE tool (experimental arm) or (2) the SLA methods (comparison arm). All outcome assessments were face-to-face. DM-related dietary knowledge (primary outcome) was measured at baseline, 3, 6, and 12 months. Lifestyle and other parameters were measured before, during, and after the intervention. Multiple
linear regression and repeated measures linear mixed models were used to compare the changes in study outcomes and explore time trends in between-group and within-group changes.

**Results:** A total of 25 participants were enrolled in each arm, of whom 24 and 21 completed the final assessment of the primary outcome in the I-ACE and SLA arms, respectively. DM-related lifestyle knowledge increased more rapidly in the I-ACE arm than in the SLA arm ($P$ value for study arm*time interaction=.02). Within the I-ACE arm, the mean (SE) differences in added sugar and dietary fiber intakes from baseline to 12 months were $-2.6\%$ (SE 1.0\%) of total energy ($P$=.03) and 2.7 (SE 0.0) g/1000 kcal ($P$=.003), respectively. The odds of engaging in any leisure PA at 12 months tended to be higher in the I-ACE arm versus SLA arm, but did not reach statistical significance (odds ratio 2.8; 95\% CI 0.7-11.6; $P$=.16). Both arms exhibited significant reductions in HbA1c ($P$ value for change over time <.001).

**Conclusions:** The use of the I-ACE software in a 6-month, 4-session dietician-delivered lifestyle counseling intervention improved the efficiency of lifestyle education, compared with SLA, among low-SES, ethnic minority patients with T2DM. This pilot trial provides justification for conducting a large-scale trial to evaluate its effectiveness and applicability in routine clinical care among ethnically diverse populations.

**Trial Registration:** ClinicalTrials.gov NCT01858506; https://clinicaltrials.gov/ct2/show/NCT01858506.

(J Med Internet Res 2019;21(10):e13674) doi:10.2196/13674
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**Introduction**

**Background**

Diabetes mellitus (DM) is a progressive chronic disease that can result in serious short- and long-term complications. Patient self-management education and support are fundamental to improving DM management [1-6], and guidelines recommend that every person with DM receive self-management education in a format appropriate for the patient’s specific cultural, socioeconomic, literacy, and numeracy characteristics [2,3]. A growing number of self-management education programs for patients with DM are incorporating information technologies (IT) to improve their effectiveness and reach [7-9].

Nutrition therapy is one of the most challenging components of self-management for many patients with type 2 DM (T2DM). It is therefore particularly important that patients receive dietary education and collaborate with providers to develop individualized eating plans that are both implementable and sustainable and incorporate their preferences and needs [3]. Despite its critical role, few studies have focused on the nutritional education and counseling component of these DM self-management interventions [4-6,9-12] or reported their effectiveness in improving DM-specific dietary knowledge [7,8].

Patient-centered DM dietary education is especially critical for ethnic/racial minority populations, who often bear a disproportionately high burden of T2DM [2,13,14]. The standard dietary education and advice provided by mainstream health care services may not adequately address the daily challenges faced by minority patients as their cultural, social, and dietary norms and socioeconomic realities differ from that of the majority population. IT tools can provide new opportunities to make DM-related dietary education and counseling more relevant and individually tailored for patients [7,8]; however, few existing examples/initiatives have included sizeable proportions of ethnic minority patients [7,15]. There is a need to expand the evidence base for new digital health technologies that can address these needs [16] among the highest-risk, most vulnerable patient populations.

**Objectives**

In this paper, we report the development of a dietician-operated, culturally adaptable Interactive Lifestyle Assessment, Counseling, and Education (I-ACE) software. We further report the results of a pilot randomized controlled trial (RCT) evaluating its effect, compared with standard lifestyle advice (SLA), on improving DM-related dietary knowledge, lifestyle behaviors, and glycemic control in a sample of low-socioeconomic status (SES) adults with T2DM from the Arab minority in Israel.

**Methods**

**Design**

This was an open, parallel-group, pilot RCT randomized controlled pilot trial testing the effect of a 6-month, dietician-delivered, face-to-face diabetes lifestyle (diet and physical activity [PA]) counseling program using the I-ACE software compared with SLA. The I-ACE software was adapted to provide culturally congruent lifestyle counseling to Arab adults with T2DM.

**Ethical Considerations**

Ethics approval was obtained from the Helsinki committees of Sheba Medical Center and Clalit Health Services, and all participants provided written informed consent before enrollment. The study was registered at ClinicalTrials.gov (NCT01858506). The CONSORT eHealth checklist is provided in Multimedia Appendix 1.

**Study Population and Participants**

The Arab minority in Israel is an indigenous population that accounts for 20% of the total population. It differs in language, culture, and religion from the majority Jewish population and, for the most part, resides in residentially segregated and economically deprived communities [17]. It is characterized by...
a lower SES and higher rates of T2DM, poor glycemic control, and diabetic complications, than the majority population [17-20].

A total of 50 eligible participants were recruited from the clinics of Clalit Health Services in 2 Arab towns. Inclusion criteria were: (1) age between 40 and 64 years, (2) diagnosis of T2DM, (3) having T2DM for ≤10 years, (4) body mass index (BMI) of 27 to 43 kg/m², and (5) hemoglobin A₁c (HbA₁c) between 8.0% and 11.3%. Participants were not eligible if they (1) were receiving short-acting insulin treatment, (2) had inadequate control of comorbid conditions, or (3) had factors that would limit adherence to interventions (eg, any medical or physical condition that prohibited participation in PA or following standard diets recommended for people with diabetes, pregnancy, uncontrolled psychiatric condition, significant cognitive impairment, or blindness).

Recruitment was conducted at the local Clalit Health Service clinics, in collaboration with the physicians of the potential participants. The lists of potential participants meeting the inclusion criteria were generated from Clalit electronic medical records and reviewed by the patients’ physicians to identify eligible candidates. Patients with an HbA₁c result measured more than 3 months before eligibility screening were requested to get the test repeated. Baseline evaluation (including initial lifestyle knowledge, dietary and PA assessments, and anthropometric measurements) were completed in the clinic before randomization.

Eligible participants were randomly assigned in 1:1 ratio either to the I-ACE or SLA study arm using a permuted block design, central computer–generated randomization process, with even-numbered blocks of 2 to 6 participants. The randomization was performed at the Gertner Institute. Allocation concealment was maintained until after the provision of informed consent and randomization. Although the intervention type was known to the participants, dieticians, and study coordinator, the study statisticians were blinded to group allocation until the primary study outcomes analyses were completed. Group assignment was masked from all health care service providers other than the dietician.

The recruitment ran from August 2014 to January 2015. The participant follow-up and data collection from the electronic medical records was completed in March 2016. The pilot trial ended, according to the protocol, after all the participants had been followed up for 1 year.

Sample Size Considerations

The sample size calculation was based upon the reported differences in the nutritional knowledge change (percentage of correct responses) between the intervention and comparison groups in 2 nutritional educational interventions, which ranged from 8.9% to 11.5% [21,22]. A sample of 50 participants was needed to provide 90% power to detect a statistically significant difference of this magnitude at the 5% level using a 2-sided test between the experimental and comparison groups, allowing for a dropout rate of 10%.

Interventions

The study included 2 active intervention arms: (1) the I-ACE experimental arm and (2) the SLA comparison arm. The experimental arm of the intervention used the I-ACE software.

Information Technology Tool Description

The I-ACE software was designed for use by dieticians to support and enrich a patient-centered clinical lifestyle counseling process. It is a multifunctional tool that supports collecting data on habitual dietary and PA behaviors and using these data to calculate actionable, graphically displayed summary measures (eg, average daily or weekly food/nutrient intakes and PA). Additional I-ACE features support the dietician-patient team in building and tracking an individually tailored healthy lifestyle program.

I-ACE was designed with a Windows (Microsoft Corporation) platform. It has system tables that incorporate food and nutrient databases and evidence-based age-specific, sex-specific, or health status–specific goal packages [3,23-25]. It makes extensive use of embedded graphics, enables the uploading and modification of pictures/infographics/educational materials, and provides graphic presentation of the patient’s progress over time. Experienced clinical dieticians (NYZ, MG, and VKS) provided input and feedback on the software’s professional content and clinical use features during the development phase. The dieticians in this study, who were the primary users of I-ACE, were computer-literate and routinely used administrative computer programs in their clinical practice.

In addition to the tools for supporting the clinical counseling sessions, I-ACE has administrative-level tools, which (1) can adapt the counseling support tools for use among patients/clients of different (and multiple) ethnic, age, life stage, and/or health status groups, (2) can document all phases of the consultation process for quality control and effectiveness assessment, and (3) has data importing, exporting, and reporting features to support institutional oversight, evaluation, and research activities.

I-ACE enriches the standard approach to dietary counseling in several ways. It uses a food frequency questionnaire (FFQ) and PA questionnaire to systematically document and quantify habitual lifestyle behaviors (for further details on the questionnaires, see the Cultural Adaptation of the Information Technology Tool section) [26,27]. These patient-reported data are summarized and compared with evidence-based food and nutrient intake goals, modeled by the consultant study dieticians on a Mediterranean diet [24,25] and adapted for people with diabetes. These tools are used to individually tailor, focus, and prioritize the educational and counseling processes through identifying lifestyle behaviors that need improvement as targets for education and behavioral change. The counseling component uses Pareto [28] and motivational interviewing [29] principles to set personalized goals, identify the minimal amount of change needed to achieve the maximal impact, simulate changes, and document the patients’ willingness to change. Agreed-upon changes are summarized in a take-home report for the patient and followed up in subsequent counseling sessions. These
features are further described along with sample screenshots in Multimedia Appendix 2.

The software includes embedded, modifiable lifestyle educational content based on the published standards of care for medical nutrition therapy for patients with T2DM [3,23] in an easy-to-understand format [30]. It conveys a general and applied understanding of the difference between complex and simple carbohydrates, carbohydrate exchange portions, the glycemic properties of foods, different types of fats (saturated, unsaturated, and trans), optimal sources of dietary fiber and protein, and nutrient-dense versus nutrient-poor foods. The PA content is based upon the World Health Organization’s recommendation of at least 150 min/week of moderate-intensity aerobic PA distributed over most days of the week [3,23].

In summary, the software augments and structures the standard approach to lifestyle counseling by providing systematic documentation and quantification of lifestyle data and a graphic interface for education, goal setting, problem solving, and individual tailoring, many aspects of which are modifiable. These features provide new tools to support and expand the active participation of the counselee in making a behavior change plan that suits his/her life.

Cultural Adaptation of the Information Technology Tool

I-ACE provides language congruence through its multilanguage capacity (stage 1: English, Arabic, and Hebrew). In addition, multiple components of the software were culturally adapted for this study. The food database, FFQ, and intervention approach were based on prior epidemiological and interventional research. The I-ACE FFQ included approximately 90 food items that accounted for over 80% of the total energy intake of Arab participants in an earlier, population-based dietary assessment we conducted [26]. In addition, it allowed for other food items to be added from the embedded food database, with 500+ items, developed for the Jewish and Arab populations in Israel [26].

The PA questionnaire was also previously used in our epidemiological research with the Arab population [26,27]. This study intervention was built upon the cultural adaptations that were made for our prior interventional study among Arab women [27]. Those adaptations were directed by the study’s Arab coinvestigators and its dieticians, all of whom were from the local Arab community. In addition, focus groups were conducted with local Arab women to obtain their input on cultural and practical aspects of the intervention [27]. For this study, the Arab study investigator and consultant dietician (NYZ) provided input on the adaptation of the software’s embedded food photos/graphics and educational materials to reflect the local food customs and cultural norms (see Multimedia Appendix 2 for screen shots of culturally adapted educational materials). The software and cultural content underwent further iterative modifications based on the feedback from the Arab study dieticians. Translation of the infographics and software screens into Arabic was done by a professional translator from the local Arab community and reviewed by the Arab study investigator and dieticians.

Standard Lifestyle Counseling

The comparison SLA arm of the intervention received standard lifestyle counseling as provided by Clalit Health Service dieticians, using existing tools (which did not support quantified dietary assessment) and standard educational materials in Arabic.

Intervention Protocol

Both study arms received 4 individual dietary counseling sessions in the local clinic (in the first, second, third, and sixth months after randomization) and 1 group T2DM self-management session led by a nurse. The first and final dietary counseling sessions (both of which included full dietary assessments) were each approximately 30 to 45 min long for both arms. The median length of the second and third sessions was 17 min each (interquartile range [IQR] 11-26) in the experimental arm, whereas the follow-up visits in the SLA arm were each allotted 15 min, in keeping with the current practice in standard care. Both study arms received very active outreach to encourage adherence to the study protocol and assessments. This differs from standard care, in which intensive, active outreach is not the norm.

We used the same dieticians to provide counseling to both study arms to exclude the possibility of the differences between the groups occurring because of the differences between the dieticians, rather than the intervention type. Most of the intervention was delivered by a single dietician. The dieticians received 2 sessions of 6-hour training for using the I-ACE software before the RCT commenced and had ongoing oversight/support from the principal investigator (KA) and main consultant clinical dietician and coinvestigator (NYZ).

Multimedia Appendix 3 provides a summary of the intervention delivery by study arm.

Intervention adherence in both arms was measured by the attendance of the counseling sessions. The adherence to the use of I-ACE in the dietary counseling sessions in the experimental study arm was measured by checking for the existence of a visit record, including the documented use of the assessment and simulation features.

Outcomes

Primary Outcome

The primary outcome was the diabetes-related dietary knowledge, measured at baseline, 3, 6, and 12 months.

Secondary Outcomes

Secondary outcomes included the (1) dietary intake, measured at baseline and 12 months for all participants (and additionally at 2, 3, and 6 months for participants in the I-ACE arm), (2) leisure PA (LPA), measured at baseline and 12 months, (3) anthropometric measurements (weight and waist circumference [WC]), measured at baseline, 2, 3, 6, and 12 months, and (4) HbA1c, measured before baseline and at 3, 6, and 12 months.
Measures

Primary Outcome (Diabetes Mellitus–Related Dietary Knowledge)

We were not able to find any questionnaires in the literature solely dedicated to DM-related dietary knowledge; however, we did find several general DM knowledge questionnaires that had dietary questions [31-33]. We identified 9 questions from these DM knowledge questionnaires and adapted them to the dietary context of the target population (see examples of the adaptation in Multimedia Appendix 4). We added 2 questions probing the exchange portion sizes and/or the limitations on the intake of certain foods for people with diabetes. Diabetes-related dietary knowledge was assessed as the percentage of correct answers to these questions. An English translation of the DM-related lifestyle knowledge questionnaire is presented in Multimedia Appendix 5. The 2 LPA knowledge questions were taken from existing questionnaires, without need for adaptation [31,34]. The questionnaire was administered at baseline, after the counseling sessions at 3 and 6 months, and at 12 months.

Secondary Outcomes

Dietary Intake

Habitual dietary intake was measured using the computerized I-ACE FFQ, which was based upon FFQs developed by our research group for use among the Arab population in Israel [26,27]. The FFQ was administered to all participants at baseline and 12 months. As the FFQ was used in the experimental arm as a part of the I-ACE counseling approach to track dietary change at each session, the experimental arm also had dietary intake data at 2, 3, and 6 months.

Leisure Physical Activity

Habitual LPA (including the type of activity, frequency, and duration) data were collected using a questionnaire previously used in our research among this population [26,27]. The PA questionnaire was administered at baseline and 12 months.

Anthropometric Measurements

At baseline, weight and height (without shoes, in lightweight clothing) were measured with clinic scales and stadiometers and WC was measured at the midspace between the lowest costal margin and the iliac crest with ergonomic circumference measuring tapes (Seca Medical Measurement Systems and Scales). Weight and WC measurements were repeated at each study visit (2, 3, 6, and 12 months). Weight and height were used to calculate BMI.

Hemoglobin A1c

HbA1c test results were extracted from the electronic medical record for all potential participants before the recruitment to determine eligibility. During the study, the participants were requested to do HbA1c tests every 3 months and all HbA1c test results during the 12-month study period were extracted for the final analysis.

Additional Covariates

Demographic (eg, age, marital status, and education) and health status data were collected at baseline. General DM knowledge was evaluated via the Spoken Knowledge in Low Literacy in Diabetes scale (SKILLD) [34], which was administered at baseline and at 12 months. Information on the pharmacological diabetes management regimen was collected from the electronic medical records at baseline and at 12 months.

Participant/User Satisfaction

We developed a set of questions to elicit the participants’ perspectives on the utility of the counseling (in terms of improving their understanding and adherence), satisfaction with the counseling, and for those in the I-ACE arm, satisfaction with the software. We also obtained feedback from the study dietician at the end of the intervention on her experience using the software.

All measures were collected by the study coordinator (face-to-face or by phone), aside from the FFQ, which was administered (face-to-face) by the study dietician.

Analytical Methods

For the primary outcome of DM-related dietary knowledge, the mean (SD) values were reported. A linear mixed regression model for repeated measures was used to evaluate the change in dietary knowledge over time, with an interaction term to determine whether the study groups differed from each other over time. There were missing data in this outcome at the different evaluation periods (34% [17/50] at 3 months, 48% [24/50] at 6 months, and 10% [5/50] at 12 months); however, as there were no missing observations at baseline, we compared the mean baseline DM-related dietary knowledge scores in participants with observed values and those with missing values at each evaluation period. Similar averages imply noninformative missingness (ie, missing at random), supporting the appropriateness of using a linear mixed model for repeated measures with maximum likelihood for this analysis.

For continuous secondary outcomes (eg, food and nutrient intakes, BMI, WC, and HbA1c), mean (SD) values were reported. Multiple linear regression models were used to test for the differences between the study groups at 12 months for changes in lifestyle behaviors. Linear mixed regression models for repeated measures were used to evaluate within-person change over time in dietary intakes in the I-ACE arm as repeated measures from each counseling session were available. WC and BMI, which had repeated measurements in both study arms, were evaluated with linear mixed regression models for repeated measures, with interaction terms for study group by time. For the repeated outcome measure HbA1c, we applied a linear mixed model on the log scale (owing to its non-normal distribution), including a random intercept and potential fixed effects (gender, study arm, age, and baseline DM drug therapy), using the nlmde package in R. We considered several functions for modeling the effect of time at knots around 6 months, including (1) 2 intervals with the cut-point of 6 months, (2) 2 intervals with the cut-point of 8 months, (3) natural cubic splines with 1 knot, and (4) natural cubic splines with 2 knots. We compared the mean square error of the models resulting from the different functions using cross-validation. The predicted values for a typical subject from each study arm were presented in a graph for each time. The
expected difference in HbA\textsubscript{1c} from baseline to 6 months and 12 months and their 95% CIs were calculated from the chosen model.

For binary secondary outcomes (eg, any LPA and recommended LPA level), raw count (number, %) was reported. Multiple logistic regression models were used to test for the differences between the study groups in these outcomes at 12 months.

Sex was forced into all multivariable models. Other key variables (age, study town, DM therapy, SKILLD score, and education) were entered into the models and only those with \(P<.10\) were retained. Given the small sample size, it was important to keep the models as parsimonious as possible.

All analyses were performed using SAS version 9.4 SAS Institute, except for the HbA\textsubscript{1c} repeated measures outcome, which was performed with the open-source statistical software platform R [35]. Simple tabulation and narrative description were used to report the participant and dietician feedbacks on the utility and satisfaction with the counseling and the I-ACE software.

**Results**

**Participant Flow**

The participant flow chart is presented in Figure 1. A total of 195 potential participants were identified from Clalit electronic medical records, of whom 123 did not meet the inclusion criteria, 22 refused to participate, and 50 were randomized (25 to the I-ACE arm and 25 to the SLA arm). All those randomized to the I-ACE arm received the allocated intervention (n=25), and all but 1 participant (who was diagnosed with cancer in the first month after randomization) assigned to the SLA arm received the allocated intervention (n=24). One patient with confirmed diabetes and baseline HbA\textsubscript{1c} of 6.1% was included in the study by mistake and randomized to the I-ACE arm. This patient was included in the data analysis. Furthermore, 3 participants, 1 in the I-ACE arm and 2 in the SLA arm, were lost to follow-up and 1 participant in the SLA arm withdrew consent.

**Figure 1.** Screening, randomization, and completion of follow-up flow chart for the pilot trial of a culturally-adapted lifestyle counseling software among Arab adults with T2DM. T2DM: Type 2 diabetes mellitus; I-ACE: Interactive lifestyle Assessment, Counseling and Education; SLA: Standard Lifestyle Advice.
Missing Data

Data on the primary outcome (DM-related dietary knowledge) were collected from all 50 participants at baseline (25 in the I-ACE arm and 25 in the SLA arm), but was missing for 17 participants (34%) at the 3-month evaluation (7 in the I-ACE arm and 10 in the SLA arm), 24 participants (48%) at the 6-month evaluation (13 in the I-ACE arm and 11 in the SLA arm), and 5 participants (10%) at the 12-month evaluation (1 from the I-ACE arm and 4 from the SLA arm). To check whether the missing data pattern was informative, we compared the average baseline DM-related dietary knowledge score of participants with observed values to those with missing values at each evaluation period. We did not find significant differences at any of the periods, implying noninformative missingness (see Multimedia Appendix 6).

Information on between-group change in dietary behaviors from baseline to 12 months was missing for 9 participants (4 from the I-ACE arm and 5 from the SLA arm). The analysis of within-group change in dietary behaviors across the intervention counseling visits included all I-ACE participants with more than 1 counseling visit (n=25). The LPA outcomes were missing for 5 participants (1 from the I-ACE arm and 4 from the SLA arm). All 50 participants (25 in each arm) were included in the WC analysis and HbA1c analyses. Counseling satisfaction and utility questionnaires were missing for 5 participants (2 from the I-ACE arm and 3 from the SLA arm). All analyses were conducted according to the originally assigned study groups.

Baseline Data

Table 1 presents the baseline characteristics of the participants, none of which differed significantly by study arm. The average age of the participants at baseline was 53 years, and over 60% were treated with basal insulin, with or without additional oral hypoglycemic therapy. The mean baseline HbA1c was above 9.0% in both study arms.

Table 2 presents the baseline diabetes knowledge and lifestyle behavior data. Participants did not differ on the overall general diabetes knowledge score as measured by the SKILD scale, which was below 50 on a scale of 100. There were also no significant differences in baseline lifestyle (diet and PA) knowledge or behavior variables by study arm. Participants had suboptimal intakes of dietary fiber, vegetables, and whole grains and very low participation in LPA.

To construct the DM-related lifestyle knowledge score, we excluded the knowledge questions for which ≥85% of participants gave correct answers at baseline, to focus the score on items in need of and amenable to modification by the intervention. The items included in the score are noted in Table 2.
<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Total (N=50)</th>
<th>Study arm</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I-ACE&lt;sup&gt;a&lt;/sup&gt; (n=25)</td>
<td>SLA&lt;sup&gt;b&lt;/sup&gt; (n=25)</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>29 (58)</td>
<td>17 (68)</td>
<td>12 (48)</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.0 (7.6)</td>
<td>52.8 (7.9)</td>
<td>53.2 (7.4)</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>43 (86)</td>
<td>21 (84)</td>
<td>22 (88)</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>10.8 (3.7)</td>
<td>10.6 (4.2)</td>
<td>11.0 (3.2)</td>
<td>.71</td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>19 (38)</td>
<td>9 (36)</td>
<td>10 (40)</td>
<td>.77</td>
<td></td>
</tr>
<tr>
<td><strong>Study town, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>26 (48)</td>
<td>12 (48)</td>
<td>14 (56)</td>
<td>—&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>24 (52)</td>
<td>13 (52)</td>
<td>11 (44)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Dyslipidemia&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>41 (82)</td>
<td>21 (84)</td>
<td>20 (80)</td>
<td>.71</td>
<td></td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>22 (44)</td>
<td>10 (40)</td>
<td>12 (48)</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>11 (22)</td>
<td>4 (16)</td>
<td>7 (28)</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>Number of chronic conditions&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>3.8 (1.5)</td>
<td>3.9 (1.6)</td>
<td>3.7 (1.5)</td>
<td>.64</td>
<td></td>
</tr>
<tr>
<td>Physical disability, n (%)</td>
<td>12 (24)</td>
<td>6 (24)</td>
<td>6 (24)</td>
<td>&gt;.99</td>
<td></td>
</tr>
<tr>
<td>Age at DM&lt;sup&gt;e&lt;/sup&gt; diagnosis (years), mean (SD)</td>
<td>43.8 (7.7)</td>
<td>43.2 (7.6)</td>
<td>44.5 (7.8)</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>DM duration (years), mean (SD)</td>
<td>9.2 (5.4)</td>
<td>9.6 (5.8)</td>
<td>8.7 (5.0)</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td><strong>DM therapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>OHT&lt;sup&gt;f&lt;/sup&gt;</td>
<td>18 (36)</td>
<td>10 (40)</td>
<td>8 (32)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Basal insulin</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Basal insulin+OHT</td>
<td>29 (58)</td>
<td>14 (56)</td>
<td>15 (60)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Hemoglobin A&lt;sub&gt;1c&lt;/sub&gt; at baseline (%), mean (SD)</td>
<td>9.2 (1.1)</td>
<td>9.1 (1.3)</td>
<td>9.3 (1.0)</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Body mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>33.0 (4.1)</td>
<td>33.9 (4.3)</td>
<td>32.1 (3.7)</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>108.2 (9.8)</td>
<td>108.4 (9.9)</td>
<td>108.1 (9.9)</td>
<td>.90</td>
<td></td>
</tr>
<tr>
<td>Know last hemoglobin A&lt;sub&gt;1c&lt;/sub&gt; test result, n (%)</td>
<td>39 (78)</td>
<td>21 (84)</td>
<td>18 (72)</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td><strong>Self-blood glucose monitoring frequency, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>13 (26)</td>
<td>8 (32)</td>
<td>5 (20)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Several times a week</td>
<td>12 (24)</td>
<td>6 (24)</td>
<td>6 (24)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>At least once a month but less than weekly</td>
<td>12 (24)</td>
<td>4 (16)</td>
<td>8 (32)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Rarely/never</td>
<td>12 (24)</td>
<td>6 (24)</td>
<td>6 (24)</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>I-ACE: Interactive Lifestyle Assessment, Counseling, and Education.

<sup>b</sup>SLA: standard lifestyle advice.

<sup>c</sup>Not applicable.

<sup>d</sup>On the basis of self-reported physician diagnosis or medical therapy.

<sup>e</sup>DM: diabetes mellitus.

<sup>f</sup>OHT: oral hypoglycemic therapy.
Table 2. Baseline levels of correct diabetes mellitus–related knowledge and lifestyle behaviors among 50 Arab patients with type 2 diabetes mellitus in the Interactive Lifestyle Assessment, Counseling, and Education pilot trial by study group.

<table>
<thead>
<tr>
<th>Diabetes-related knowledge (% correct) and lifestyle behaviors</th>
<th>Total (N=50)</th>
<th>Study arm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I-ACE&lt;sup&gt;a&lt;/sup&gt; (N=25)</td>
</tr>
<tr>
<td><strong>SKILLD&lt;sup&gt;c&lt;/sup&gt; general DM&lt;sup&gt;d&lt;/sup&gt; knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signs of high blood sugar, n (%)</td>
<td>14 (28)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Signs of low blood sugar, n (%)</td>
<td>10 (20)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>What to do if blood sugar level is too low, n (%)</td>
<td>4 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Frequency of self-foot check, n (%)</td>
<td>21 (42)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Rationale for self-foot check, n (%)</td>
<td>29 (58)</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Frequency and rationale for having eyes checked, n (%)</td>
<td>33 (66)</td>
<td>19 (76)</td>
</tr>
<tr>
<td>Normal fasting blood sugar level, n (%)</td>
<td>39 (78)</td>
<td>19 (76)</td>
</tr>
<tr>
<td>Normal hemoglobin A1c, level, n (%)</td>
<td>30 (60)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Frequency and length of LPA&lt;sup&gt;e&lt;/sup&gt; per week, n (%)</td>
<td>18 (36)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Long-term complications of uncontrolled DM, n (%)</td>
<td>44 (88)</td>
<td>22 (88)</td>
</tr>
<tr>
<td><strong>SKILLD score, mean (SD)</strong></td>
<td>48.4 (20.6)</td>
<td>48.8 (19.4)</td>
</tr>
<tr>
<td><strong>DM-related dietary knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Know limitations&lt;sup&gt;f&lt;/sup&gt; on the consumption of:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Honey&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>6 (12)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Dates&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>35 (70)</td>
<td>20 (80)</td>
</tr>
<tr>
<td>Yogurt/buttermilk&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>27 (54)</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Cola (regular and nondiet)&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Vegetable salad, n (%)</td>
<td>46 (92)</td>
<td>24 (96)</td>
</tr>
<tr>
<td>Rice, n (%)</td>
<td>49 (98)</td>
<td>25 (100)</td>
</tr>
<tr>
<td>Pita/bread, n (%)</td>
<td>45 (90)</td>
<td>23 (92)</td>
</tr>
<tr>
<td>Cookies (nondiet)&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>15 (30)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Grapes&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>31 (62)</td>
<td>18 (72)</td>
</tr>
<tr>
<td>Fruit juice&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>3 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Special (sugar-free) food products for diabetics, n (%)</td>
<td>43 (86)</td>
<td>23 (92)</td>
</tr>
<tr>
<td>Identify food highest in carbohydrates&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>39 (78)</td>
<td>18 (72)</td>
</tr>
<tr>
<td>Identify healthy fat source&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>24 (48)</td>
<td>11 (44)</td>
</tr>
<tr>
<td><strong>Identify standard exchange portion for, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pita&lt;sup&gt;g&lt;/sup&gt;</td>
<td>4 (8)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Rice&lt;sup&gt;g&lt;/sup&gt;</td>
<td>7 (14)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Apple&lt;sup&gt;g&lt;/sup&gt;</td>
<td>38 (76)</td>
<td>20 (80)</td>
</tr>
<tr>
<td>Yogurt/buttermilk&lt;sup&gt;g&lt;/sup&gt;</td>
<td>39 (78)</td>
<td>21 (84)</td>
</tr>
<tr>
<td>Dried dates&lt;sup&gt;g&lt;/sup&gt;</td>
<td>16 (32)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Identify food that raises blood sugar the fastest&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>31 (62)</td>
<td>17 (68)</td>
</tr>
<tr>
<td>Identify food that raises blood sugar most slowly&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>20 (40)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Identify best food/drink to treat hypoglycemia&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>29 (58)</td>
<td>13 (52)</td>
</tr>
</tbody>
</table>
Diabetes-related knowledge (% correct) and lifestyle behaviors

<table>
<thead>
<tr>
<th>Study arm</th>
<th>Total (N=50)</th>
<th>I-ACE(^{a}) (N=25)</th>
<th>SLA(^{b}) (N=25)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Know the effect of physical activity on blood sugar, (n) (%)</td>
<td>49 (98)</td>
<td>25 (100)</td>
<td>24 (96)</td>
<td>.31</td>
</tr>
<tr>
<td>Special (sugar-free) food products not essential to glycemic control(^{c}), (n) (%)</td>
<td>30 (60)</td>
<td>15 (60)</td>
<td>15 (60)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Limiting salt intake reduces blood pressure, (n) (%)</td>
<td>45 (90)</td>
<td>21 (84)</td>
<td>24 (96)</td>
<td>.16</td>
</tr>
<tr>
<td>Reducing SFA intake reduces cardiovascular disease risk, (n) (%)</td>
<td>47 (94)</td>
<td>24 (96)</td>
<td>23 (92)</td>
<td>.55</td>
</tr>
<tr>
<td>All questions (% correct answers), mean (SD)</td>
<td>56.7 (9.0)</td>
<td>57.5 (10.2)</td>
<td>55.9 (7.6)</td>
<td>.51</td>
</tr>
<tr>
<td>DM-lifestyle knowledge score (% correct answers), mean (SD)</td>
<td>44.4 (10.9)</td>
<td>45.3 (12.1)</td>
<td>43.5 (9.6)</td>
<td>.58</td>
</tr>
</tbody>
</table>

Dietary behaviors, mean (SD)

- Added sugar (% of total energy): 5.4 (0.1) 5.5 (0.1) 5.4 (0.1) .99
- Dietary fiber (g/1000 kcal): 9.6 (2.5) 9.7 (2.6) 9.5 (2.4) .89
- Fruit (portions/day): 3.0 (1.7) 3.0 (1.7) 2.9 (1.7) .66
- Vegetables (portions/day): 3.8 (2.2) 3.4 (1.9) 4.2 (2.4) .31
- Whole grains (portions/day): 2.2 (2.6) 2.2 (2.7) 2.2 (2.5) .86

LPA\(^{d}\) behaviors, \(n\) (%)

- Any LPA: 9 (18) 5 (20) 4 (16) > .99
- \(\geq 150\) min LPA/week: 4 (8) 2 (8) 2 (8) > .99

\(a\) I-ACE: Interactive Lifestyle Assessment, Counseling, and Education.
\(b\) SLA: standard lifestyle advice.
\(c\) SKILLD: Spoken Knowledge in Low Literacy in Diabetes.
\(d\) DM: diabetes mellitus.
\(e\) LPA: leisure physical activity.

From the following categories: completely forbidden, only to be consumed to treat a hypoglycemic episode, can be consumed in limited amount, and can be consumed without limitation.

\(f\) Items included in the diabetes mellitus–related dietary knowledge score.

Outcomes

The primary study outcome, change in DM-related lifestyle knowledge from baseline, differed between the study arms over time (Figure 2; \(P\) value for study arm \(\times\) time interaction=.02). Multimedia Appendix 8 shows the results of the linear mixed model for repeated measures testing the within-group and between-group differences in the knowledge score from baseline to 3, 6, and 12 months. In the I-ACE arm, the mean knowledge score was significantly higher at 3 months than the baseline score and a significant difference was maintained through 12 months. In the SLA arm, the accrual of knowledge occurred more slowly and did not differ significantly from baseline until 6 months. The difference in the slope of the knowledge scores between the study arms was significant at 3 months (higher for I-ACE, \(P=.03\)). From the sixth month onward, both groups had approximately equal levels of DM-related lifestyle knowledge, which remained significantly higher at 12 months than their mean baseline scores. The increase in knowledge was significantly greater for women than for men (mean [SE] difference=5.14 [SE 2.28]; \(P=.03\), whereas, the median (IQR) educational level was lower for women than for men (9 [IQR 8-12] years vs 12 [IQR 10-15] years, respectively; \(P=.049\)).
Figure 2. Change in DM-related lifestyle knowledge score during intervention (up to 6 months) and follow-up (up to 12 months) among 50 Arab patients with type 2 diabetes mellitus in the I-ACE pilot trial by study arm. Results of a linear mixed regression model for repeated measures with a time*study arm interaction, controlling for sex, educational level, and number of study dietary counseling visits. DM: diabetes mellitus; I-ACE: Interactive lifestyle Assessment.

Multimedia Appendix 9 presents the change in lifestyle behaviors from baseline to 12 months. With regard to the dietary behaviors recommended for diabetes management (e.g., adequate consumption of nonstarchy vegetables, whole grains, and dietary fiber and limited consumption of fruit and added sugar), the I-ACE arm exhibited a significant reduction in added sugar intake and a significant increase in dietary fiber intake. The SLA arm exhibited a positive change with regard to a significant decrease in fruit intake and a marginally significant increase in dietary fiber intake but a negative change with regard to a significant decrease in vegetable intake. Although there was a trend toward greater improvement in dietary behaviors in the I-ACE arm than the SLA arm at 12 months, none of the differences reached statistical significance, with the exception of a marginally significant lower intake of added sugar in the I-ACE arm.

As the I-ACE software enabled collecting dietary intake data at each counseling session, we were able to evaluate the within-person change in dietary behaviors across the study visits in the experimental arm (Table 3). Significant changes in the desired direction for all dietary variables occurred during the most intensive phase of the intervention (from baseline to 3 months), during which there were monthly counseling sessions. After that, there was a regression toward baseline intakes and only the changes in added sugar and dietary fiber from baseline remained significant at 12 months.

Table 3. Within-group differences in dietary behaviors from baseline to 2, 3, 6, and 12 months for 25 Arab patients with type 2 diabetes mellitus in the Interactive Lifestyle Assessment, Counseling, and Education pilot trial study arm.

<table>
<thead>
<tr>
<th>Dietary variable</th>
<th>Difference between intake at baseline and at:</th>
<th>2 months</th>
<th>3 months</th>
<th>6 months</th>
<th>12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SE)</td>
<td>P value</td>
<td>Mean (SE)</td>
<td>P value</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Added sugar (% of total energy)</td>
<td>−1.8 (0.6)</td>
<td>.008</td>
<td>−1.9 (0.7)</td>
<td>.02</td>
<td>−0.9 (0.9)</td>
</tr>
<tr>
<td>Dietary fiber (g/1000 kcal)</td>
<td>3.7 (0.6)</td>
<td>&lt;.001</td>
<td>3.9 (0.7)</td>
<td>&lt;.001</td>
<td>3.4 (0.8)</td>
</tr>
<tr>
<td>Fruit (portions/day)</td>
<td>−0.7 (0.2)</td>
<td>.008</td>
<td>−0.7 (0.3)</td>
<td>.048</td>
<td>−0.5 (0.4)</td>
</tr>
<tr>
<td>Vegetables (portions/day)</td>
<td>1.5 (0.2)</td>
<td>&lt;.001</td>
<td>1.5 (0.3)</td>
<td>&lt;.001</td>
<td>1.0 (0.4)</td>
</tr>
<tr>
<td>Whole grains (portions/day)</td>
<td>2.0 (0.4)</td>
<td>&lt;.001</td>
<td>2.2 (0.5)</td>
<td>&lt;.001</td>
<td>1.2 (0.6)</td>
</tr>
</tbody>
</table>

a Multivariable linear mixed models for repeated measures controlling for sex. P value adjusted for multiple comparisons.

The increase in the percentage of participants in the I-ACE arm reporting any LPA (sex-adjusted odds ratio [OR] 2.80, 95% CI 0.67-11.58; P=0.16) was greater than that in the SLA arm (Multimedia Appendix 9). However, given the OR 5.01, 95% CI 0.52-47.92; P=.16) was greater than that in the SLA arm (Multimedia Appendix 9). However, given the
small sample size, the differences did not reach statistical significance.

For the repeated HbA\textsubscript{1c} measurements, the model with natural splines with 2 knots (at 5 and 8 months) best fit the data. In addition, the final model included gender. The effect of the study arm was nonsignificant ($P=.40$); therefore, it was omitted from the model. The effect of time was significant ($P<.001$). According to the model, the mean HbA\textsubscript{1c} values were expected to decrease from baseline levels by 11% after the 6-month follow-up (6 months/baseline HbA\textsubscript{1c} ratio=0.89, 95% CI 0.88-0.91) and by 7% after the 12-month follow-up (12 months/baseline HbA\textsubscript{1c} ratio=0.93, 95% CI 0.92-0.95). For example, the average HbA\textsubscript{1c} level at baseline of 9.1% (95% CI 8.8-9.5) was expected to decline to 8.1% (95% CI 8.0-8.2%) at the 6-month follow-up point and to 8.5% (95% CI 8.4-8.6%) at the 12-month follow-up point.

Figure 3 presents the predicted HbA\textsubscript{1c} (in original units) for a typical subject from the SLA and I-ACE study arms. For the purpose of this figure, the study arm was not omitted from the model, although it was nonsignificant. HbA\textsubscript{1c} levels decreased over time during the active intervention period (1-6 months) for both study arms, reaching a minimum value at approximately 6 months. During the postintervention follow-up period, the levels slightly increased but were still lower at 12 months than baseline levels. There was no significant change in WC over time and this did not differ by study arm in multivariable analysis. Crude results were similar for BMI, and owing to the nonnormal distribution of this variable and its close correlation with WC, multivariable analysis was not conducted for BMI.

Over 90% of the participants in both study arms expressed high satisfaction with the dietician and lifestyle counseling. Most participants indicated that they understood and could implement/utilize the information provided on general nutritional recommendations, portion sizes, exchanges portions, sample menus, and their progress over time; however, the proportion who indicated that they could only understand or implement these materials partially, or not at all, tended to be higher in the SLA than the I-ACE arm (Figure 4).

**Figure 3.** Expected HbA\textsubscript{1c} values over time among 50 Arab patients with type 2 diabetes mellitus in the I-ACE pilot trial by study arm. Results from a linear mixed regression model for repeated measures, controlling for sex. HbA\textsubscript{1c}: hemoglobin A1c; I-ACE: Interactive lifestyle Assessment.
Most participants in the I-ACE arm thought that the I-ACE software was helpful to the dietary counseling (91%) and did not detract from their interaction with the dietician (96%). The study dietician also expressed overall satisfaction with the I-ACE software. She found the pictorial educational materials and the quantitative nutrient information, provided when individually tailoring sample menus, particularly helpful. She observed that younger participants who were technology oriented engaged more with the software in the counseling sessions than older participants. She noted areas that the software did not address (eg, emotional distress of coping with multiple comorbidities or other personal issues and other emotional support issues that may impact lifestyle behaviors and the readiness to make lifestyle changes).

Harms
We have no harms or unintended consequences to report.

Discussion

Principal Findings
This pilot trial provided indications that the use of the culturally adapted I-ACE software for dietician-delivered lifestyle counseling can increase the pace of acquiring DM-related lifestyle knowledge and showed a trend toward improving lifestyle behaviors (diet and LPA). It was further associated with improved HbA1c results, but not to a greater extent than the dietician-delivered SLA.

This study adds to the body of evidence supporting the efficacy of dietician-delivered dietary counseling for improving dietary knowledge and behaviors and health outcomes in patients with T2DM [3,36]. Consistent with our findings in this study, IT-assisted interventions among T2DM patients have resulted in more rapid knowledge acquisition than non-IT-assisted interventions, particularly when they utilize a combination of provider contact and technology [4,36].

This also holds for ethnic/racial minority groups, particularly when the interventions are culturally adapted/specifically tailored for the target groups [37,38]. In this trial, both groups received written materials in Arabic and dietary counseling from a culturally and linguistically congruent dietician. The digital platform used in the I-ACE arm enabled additional enhancement of cultural adaptation and individual tailoring. The study dietician had access to pictures and infographics reflecting ethnic dietary habits and commonly consumed foods to support the counseling process, both for educational purposes and for creating individually tailored sample menus.

In addition, I-ACE facilitated the use of a broad range of behavioral change modeling techniques to enable active interaction and immediate feedback. These included motivational interviewing, goal setting, goal modification,
simulation of the effects of specific lifestyle changes, and tracking of progress. The Alive! IT-based lifestyle intervention, conducted in a workplace rather than specifically among T2DM patients, employed a similarly broad suite of behavioral change techniques (including the less common component of simulation) and showed significant lifestyle change compared with a wait-listed control group [39,40].

As an additional clinical counseling support feature, I-ACE makes it feasible to collect and update quantifiable data on changes in dietary behaviors at each counseling session, providing a new resource for tracking behavioral change over time. Furthermore, the documentation of the visit record and the dietary counseling process provides a data resource for quality control and other organizational purposes.

The I-ACE tool differs from existing lifestyle IT tools/applications, which typically rely upon multiple administrations of daily trackers to collect lifestyle data, resulting in a heavy user burden, user fatigue, and disuse [41]. In addition, these tools/apps are generally used independently by patients, and thus, quantified, actionable information about dietary self-management may not be readily accessible and is not a documented component of the clinical visit record [42-48]. Numerous studies have shown lifestyle-related IT tools to be more effective when used in clinical settings with health care provider contact than when used independently [4,36,49].

Few apps developed specifically for T2DM self-management include the assessment of dietary/lifestyle habits. Those that have included this domain either (1) did so in a superficial and nonquantified manner and did not improve dietary behaviors [44] or (2) required detailed recording of daily dietary intake, which resulted in a very high user burden [50] and was thus one of the least used features of mobile T2DM support apps [45]. Other apps/Web-based IT tools included unidirectional messages from the app to the patient or noninteractive Web-based information that did not support any individual tailoring of dietary/lifestyle plans [51,52].

Users’ satisfaction with I-ACE was high, suggesting it may enhance the dietary counseling process. Responses of the I-ACE arm participants to the utility questions also suggest that it may have potential for optimizing the patient’s understanding of and adherence to general nutritional recommendations, portion size and exchange portion recommendations, individually tailored menus, and the tracking of progress over time.

Reviews of the literature show that dietary counseling, particularly among patients with T2DM, improves the glycemic control to the same magnitude as expected from introducing a new drug [3,36-38,53]. In this pilot trial, we found that a short, dietician-delivered dietary counseling series (eg, 4 sessions over the course of 6 months) produced a decrease of 1% point from baseline HbA1c at the end of the active intervention period and a 0.5% decrease at 12 months (6 months after the active intervention ended), in a sample starting with poor glycemic control.

At the same time, the limited number of dietary consultations in this pilot trial did not appear to be adequate to ensure fully sustained improvements in dietary behaviors and glycemic control. Systematic reviews of diabetes self-management education and nutritional interventions among adults with T2DM have shown a higher success rate in interventions with over 10 hours of contact with providers [4]. Interventions that provided dietary counseling encounters for more than 6 months reported that the improvement and continued reduction of HbA1c was maintained for up to 2 years [3].

This pilot study has several strengths and limitations. The study adds to the very limited literature on culturally adapting and testing IT tools for low-SES minority populations and suggests that such tools can improve the efficiency of DM-related dietary education. The RCT design adds also to the limited body of RCTs evaluating the IT-supported lifestyle and educational interventions in low-SES minority communities, which typically have disproportionately high T2DM rates and few well-designed studies targeting the key self-management domain of nutrition among T2DM patients.

Although the study was adequately powered to test the primary outcome of DM-related dietary knowledge, it had limited power to test the secondary outcomes. Nevertheless, we observed trends toward greater improvement in lifestyle behaviors in the I-ACE arm than the SLA arm. This is particularly impressive as, from the outset, we aimed to recruit a challenging group of patients who were overweight or obese and had poor glycemic control, suggesting that despite having free access to health care services and subsidized medications, their engagement with and benefit from existing health services was suboptimal. Our experience with the intervention indicated that adequate resources and maximum institutional flexibility and accessibility are needed to insure successful implementation, particularly in vulnerable, low-SES populations. Nevertheless, we observed reasonably good adherence to the study intervention, with a suggested trend of improved engagement among men in the I-ACE arm so that it equaled that of women; whereas in the SLA arm, the men’s engagement was lower than that of women. Given the small sample in our pilot RCT, these suggested trends should be confirmed in a larger efficacy trial.

We used the same dieticians to deliver dietary counseling in both study arms to eliminate the possibility of differences between study arms because of different dieticians. The use of the I-ACE counseling approach may have affected the way the dietician delivered standard care in the comparison arm. In addition, the study was conducted in community clinics serving local neighborhoods comprised extended families. As the randomization was conducted on an individual basis, neighbors and extended family members who were assigned to different study arms may have had shared what they learned from the experimental intervention approach and materials outside of the clinic setting. Both these possible sources of contamination, however, would have led to an underestimation of the I-ACE experimental effect and thus do not detract from the significance of our findings. We recommend that a definitive RCT should consider a cluster randomized design, particularly if conducted in neighborhood clinics with very strong, extensive social networks.
Finally, the intervention in this pilot study was of limited duration and the findings suggest that a longer/more intensive intervention is important to assure sustainability.

**Generalizability**

This study was conducted in a low-SES ethnic minority community at high risk of T2DM and its complications and showed potential for improving self-care, promoting healthy lifestyle behaviors, and improving surrogate health outcomes (HbA₁c). The findings may be informative for planning definitive RCTs to evaluate IT-based clinical interventions in other similar populations.

The use of the I-ACE software took more time than is currently allocated in clinical care in Israel, particularly for the initial dietary counseling session (35–45 min), although the median time for follow-up visits (17 min) did not differ substantially from the 15-min slots allotted in routine follow-up care. This time differential, which is largely the result of the structured task flow, the additional tools at the dietician’s disposal, and the associated documentation, needs to be taken into account when considering application to clinical care. One possible accommodation would be to model routine clinical care differently. For example, the national health insurance basket of services in Israel includes 14 visits per year to a dietician for patients with DM, which, in practice, are rarely fully utilized. An alternative model worth testing would be the integration of I-ACE in a series of fewer but longer dietary counseling sessions, with a comparison of its effectiveness with the usual care with multiple short visits. In addition, further technological development, such as making the assessment and other features of the I-ACE software available for self-use by patients via mobile or Web apps, could reduce the time required for documentation in the face-to-face consultations with the dietician.

**Conclusions**

This pilot trial supports the potential of the dietician-delivered, culturally adapted I-ACE dietary counseling intervention to increase the efficiency of DM-related lifestyle education and to improve lifestyle behaviors, compared with the usual dietary counseling in a minority population, although confirming that both types of counseling, coupled with active outreach, improved glycemic control. These findings provide support for conducting a large-scale trial to evaluate the effectiveness and applicability of the I-ACE software in routine clinical care among ethnically diverse populations.
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Abstract

Background: Changing health behaviors, such as smoking, unhealthy eating, inactivity, and alcohol abuse, may have a greater impact on population health than any curative strategy. One of the suggested strategies is the use of behavioral intervention technologies (BITs). They open up new opportunities in the area of prevention and therapy and have begun to show benefits in the durable change of health behaviors in patients or those at risk. A consensual and international paradigm was adopted by health authorities for drugs 50 years ago. It guides their development from research units to their authorization and surveillance. BITs’ generalization brings into question their upstream evaluation before being placed on the market and their downstream monitoring once on the market; this is especially the case in view of the marketing information provided by manufacturers and the scarcity and methodological limits of scientific studies on these tools.

Objective: This study aims to identify and categorize the frameworks for the validation and monitoring of BITs proposed in the literature.

Methods: We conducted a narrative literature review using MEDLINE, PsycINFO, and Web of Science. The review items included the following: name, publication year, name of the creator (ie, first author), country, funding organization, health focus, target group, and design (ie, linear, iterative, evolutive, and/or concurrent). The frameworks were then categorized based on (1) translational research thanks to a continuum of steps and (2) the three paradigms that may have inspired the frameworks: biomedical, engineering, and/or behavioral.

Results: We identified 46 frameworks besides the classic US Food and Drug Administration (FDA) five-phase drug development model. A total of 57% (26/46) of frameworks were created in the 2010s and 61% (28/46) involved the final user in an early and systematic way. A total of 4% (2/46) of frameworks had a linear-only sequence of their phases, 37% (17/46) had a linear and iterative structure, 33% (15/46) added an evolutive structure, and 24% (11/46) were associated with a parallel process. Only 12 out of 46 (26%) frameworks covered the continuum of steps and 12 (26%) relied on the three paradigms.

Conclusions: To date, 46 frameworks of BIT validation and surveillance coexist, besides the classic FDA five-phase drug development model, without the predominance of one of them or convergence in a consensual model. Their number has increased exponentially in the last three decades. Three dangerous scenarios are possible: (1) anarchic continuous development of BITs that depend on companies amalgamating health benefits and usability (ie, user experience, data security, and ergonomics) and
limiting implementation to several countries; (2) the movement toward the type of framework for drug evaluation centered on establishing its effectiveness before marketing authorization to guarantee its safety for users, which is heavy and costly; and (3) the implementation of a framework reliant on big data analysis based on a posteriori research and an autoregulation of a market, but that does not address the safety risk for the health user, as the market will not regulate safety or efficacy issues. This paper recommends convergence toward an international validation and surveillance framework based on the specificities of BITs, not equivalent to medical devices, to guarantee their effectiveness and safety for users.

(J Med Internet Res 2019;21(10):e13606) doi:10.2196/13606
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Introduction

According to the World Health Organization (WHO), changing health-related behaviors, such as smoking, unhealthy diet, physical inactivity, and alcohol abuse, could avoid up to 80% of heart diseases, strokes, and type 2 diabetes as well as more than 30% of cancers [1]. These behaviors explain 50% of premature mortality and morbidity in the United States [2]. Improving the efficacy of the interventions dedicated to sustainably change these behaviors will have a greater impact on population health than any therapeutic strategy [3]. One of the possible solutions is the use of nonpharmacological interventions such as digital health interventions [4]. Among eHealth tools, mHealth includes mobile phone health apps and connected health devices [5,6]. Between 20% and 80% of adults are equipped with connected health devices, from one country to another [7-11]. Behavioral intervention technologies (BITs) “employ a broad range of technologies, such as mobile phones, the Web, and sensors, to support users in changing behaviors and cognitions related to health, mental health, and wellness” [12]. Digital health interventions open up new opportunities in the area of prevention and therapeutics: quantified-self activities and behaviors; sharing of clinical, psychological, and behavioral data (ie, short message service [SMS] and social networks); real-time analysis of health data; delivering of health promotion messages (ie, mobile phone and Web apps); involvement of health professionals (ie, telemedicine); e-coaching; social support of the family; and peers in the social environment [13,14]. Several observational studies indicate benefits of BITs on health behavior change in patients with chronic disease or at-risk people using interventions to assist with stronger drug compliance, smoking cessation, alcohol consumption reduction, weight management, and better diets [15-18]. Does the existence of a benefit provide evidence of an effective and safe tool and the only approach to generalize it?

The evaluation of BITs before market and their ongoing monitoring remain questionable, especially in a world propelled by marketing strategies and the lack of regulation of health solutions that do not belong to the category of medical devices. According to the US Food and Drug Administration (FDA) [19,20], the validation process for drugs and implantable medical devices involves the “collection and evaluation of data, from the process design stage through commercial production, which establishes scientific evidence that a process is capable of consistently delivering quality product.” To assess the efficacy and safety of a health product, there is a need to use a specific scientific paradigm, which is “a set of principles and methods shared by a scientific community” [21]. A framework is a model for planning processes or for action plans, which brings a systematic approach to developing, managing, and evaluating interventions [22]. Regulators, researchers, and manufacturers share a consensual paradigm for drugs [19,20]. This clinical trial framework guides the development from lab to authorization and monitoring. It is organized in five phases: Phase 0 (ie, preclinical) to identify mechanisms; Phase 1 to determine tolerance in healthy humans; Phase 2 to identify the optimal dose for a small number of patients (ie, pilot trial); Phase 3 to demonstrate evidence of efficacy and safety (ie, randomized controlled trial); and Phase 4 to ensure long-term safety [23]. The number of studies assessing BITs is growing exponentially. However, their methodological designs do not follow an established validation framework. They flow from individual or research team choice, context, and/or opportunity.

The objective of this study was to identify the frameworks for the validation and monitoring of BITs proposed in the literature, besides the five-phase drug development model, and to categorize them.

Methods

Data Collection

We have conducted a narrative literature review of articles published up to April 4, 2019, of the validation and monitoring frameworks of BITs. The main databases that we searched were MEDLINE, PsyCINFO, Web of Science, Science Direct, and the Journal of Medical Internet Research (JMIR) database. They have been chosen as reference databases in biomedicine and psychology and comprise the largest general scientific database [24]. The search keywords were as follows: (“model” OR “framework” OR “process” OR “evaluation process” OR “validation process”) AND (“behavior” OR “behavior change” OR “behavioral intervention”) AND (“digital health” OR “ehealth” OR “mhealth” OR “connected health” OR “medical app” OR “smartphone” OR “iphone” OR “email” OR “text message” OR “SMS” OR “mobile app” OR “smartphone app” OR “connected health” OR “wearable”). New articles were extracted based on analyzed articles.

Description of Frameworks

The frameworks were listed in chronological order. Items for each framework were as follows: name of the framework—if none was given, a phrase describing it in the original article was written within quotation marks; publication year; name of the
first author, called the creator here; country of the creator; organization having funded the creator; health focus or lack of health focus; the target group (ie, population for whom the framework had been initially designed, for example, researchers, health professionals, or software designers); and its design. For the latter, we noted the involvement of the final users (ie, early stage or systematic) and the chain of the development stages (ie, linear, iterative, evolutive, and/or concurrent) [25]. A linear process executes the different stages in a sequential order. An iterative process combines one or more stages before chaining. An evolutive process executes them in a circular pattern in order to obtain, with each revolution, a more mature version of the product. Finally, a parallel process executes one stage or more in a concurrent way. If a framework had evolved through time and had been described by a new publication, the latter was also written in the synthesis table but its creator, as well as the creator’s country and funding organization, remained the original one.

**Categorization of Frameworks and Paradigms**

The frameworks were categorized according to the accepted procedure of translational research [26,27]. It may be described as a continuum of steps. It starts with a prototyping step, which has a background in engineering, followed by a mechanisms step based on a theoretical approach to health behavior change. Concept follows, which is a proof-of-concept step regarding health impact based on an exploratory intervention trial. This is followed by a demonstration step, evidence of health efficacy and effectiveness, which is based on a confirmatory interventional trial. Finally, a surveillance step is implemented for market use based on implementation and dissemination studies.

The frameworks follow three general paradigms: (1) the biomedical paradigm, with its essential phase of clinical research to identify the benefits and risks; (2) the engineering paradigm, with its essential phase to improve the device; and (3) the behavioral paradigm, with its essential phase to evaluate the impact on health behaviors.

**Results**

**Overview**

The literature review identified 46 frameworks, besides the five-phase drug development model, that met the research criteria (see Table 1).
Table 1. Validation and monitoring frameworks of BITs. BIT: behavioral intervention technology.

<table>
<thead>
<tr>
<th>Frameworks</th>
<th>Authors, year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Waterfall model</td>
<td>Royce, 1970 [28]</td>
</tr>
<tr>
<td>2. PRECEDE-PROCEED model</td>
<td>Green, 1974 [29]</td>
</tr>
<tr>
<td>4. Five-phase cancer control model</td>
<td>Greenwald and Cullen, 1985 [31]</td>
</tr>
<tr>
<td>5. Play’s eight-stage health promotion model</td>
<td>Flay, 1986 [32]</td>
</tr>
<tr>
<td>7. Spiral life cycle model</td>
<td>Boehm, 1988 [34]</td>
</tr>
<tr>
<td>8. Star life cycle model</td>
<td>Harston and Dix, 1989 [35]</td>
</tr>
<tr>
<td>10. National Institute on Drug Abuse’s (NIDA) stage model</td>
<td>Onken et al, 1997 [37]</td>
</tr>
<tr>
<td>11. Intervention mapping</td>
<td>Bartholomew et al, 1998 [38]</td>
</tr>
<tr>
<td>13. Agile software management</td>
<td>Beck et al, 2001 [40]</td>
</tr>
<tr>
<td>18. Iterative and incremental model</td>
<td>Cockburn, 2008 [46]</td>
</tr>
<tr>
<td>19. Medical Research Council (MRC) complex intervention</td>
<td>Craig et al, 2008 [47]</td>
</tr>
<tr>
<td>20. eHealth interventions evaluation process</td>
<td>Catwell and Sheik, 2009 [48]</td>
</tr>
<tr>
<td>22. The behavior change wheel</td>
<td>Michie et al, 2011 [51]</td>
</tr>
<tr>
<td>24. mHealth development and evaluation framework</td>
<td>Whittaker et al, 2012 [17]</td>
</tr>
<tr>
<td>25. Explore Values, Operationalize and Learn, and eValuate Efficacy (EVLolve) mixed-methods model</td>
<td>Peterson et al, 2013 [54]</td>
</tr>
<tr>
<td>27. It’s LiFe! User-centered design process</td>
<td>Van der Weegen et al, 2013 [56]</td>
</tr>
<tr>
<td>28. DoTTI development framework</td>
<td>Smits et al, 2014 [57]</td>
</tr>
<tr>
<td>29. National Institutes of Health (NIH) Stage model</td>
<td>Onken et al, 2014 [58]</td>
</tr>
<tr>
<td>32. Steps for developing a text-messaging program</td>
<td>Abrams et al, 2015 [60]</td>
</tr>
<tr>
<td>33. Person-based approach</td>
<td>Rüisser et al, 2013 [55], and Yardley et al, 2015 [61]</td>
</tr>
<tr>
<td>34. Obesity-Related Behavioral Intervention Trials (ORBIT) model</td>
<td>Van der Weegen et al, 2013 [56], and Czajkowski et al, 2015 [62]</td>
</tr>
<tr>
<td>36. TELEhealth in CHronic disease (TECH) conceptual model</td>
<td>Salisbury et al, 2015 [64]</td>
</tr>
<tr>
<td>37. Network for the Improvement of Addiction Treatment (NIATx) model</td>
<td>Gustafson et al, 2016 [65]</td>
</tr>
<tr>
<td>38. Integrate, Design, Assess, and Share (IDES) framework</td>
<td>Mummah et al, 2016 [66]</td>
</tr>
</tbody>
</table>
Frameworks

<table>
<thead>
<tr>
<th>Frameworks</th>
<th>Authors, year</th>
</tr>
</thead>
<tbody>
<tr>
<td>39. Chronic disease mHealth app intervention design framework</td>
<td>Wilhide III et al, 2016 [67]</td>
</tr>
<tr>
<td>40. Three-phase human-centered design methodology</td>
<td>Harte et al, 2017 [68]</td>
</tr>
<tr>
<td>41. DREAM-GLOBALc framework</td>
<td>Maar et al, 2017 [69]</td>
</tr>
<tr>
<td>42. Processes and recommendations for creating mHealth apps for low-income populations</td>
<td>Stephan et al, 2017 [70]</td>
</tr>
<tr>
<td>43. Accelerated Creation-To-Sustainment (ACTS) model</td>
<td>Mohr et al, 2017 [71]</td>
</tr>
<tr>
<td>44. User-centered design process</td>
<td>Vilaralaga et al, 2018 [72]</td>
</tr>
<tr>
<td>45. Eight-step scoping framework</td>
<td>Davidson et al, 2019 [73]</td>
</tr>
<tr>
<td>46. Targeting, Understanding, Designing, Evaluating, and Refining (TUDER) framework</td>
<td>Wang et al, 2019 [74]</td>
</tr>
</tbody>
</table>

aPRECEDE-PROCEED: Predisposing, Reinforcing, and Enabling Constructs in Educational Diagnosis and Evaluation—Policy, Regulatory, and Organizational Constructs in Educational and Environmental Development.


cDREAM-GLOBAL: Diagnosing hypeRtension—Engaging Action and Management in Getting LOwer Bp in Aboriginal and LMIC (lower- and middle-income countries).

**Description of Frameworks**

**Frameworks**

The results showed that, out of 46 frameworks, 2 (4%) were designed in the 1970s, 6 (13%) in the 1980s, 4 (9%) in the 1990s, 8 (17%) in the 2000s, and 26 (57%) in the 2010s (see Multimedia Appendix 1). Their creators were mainly from the United States (24/46, 52%) and the United Kingdom (10/46, 21%), The Netherlands, Germany, Canada, Australia, Brazil, France, Ireland, Norway, and New Zealand were the remaining creators’ countries. A total of 8 frameworks out of 46 (17%) were created by private software company workers. A total of 4 frameworks out of 46 (9%) were designed by a national or a supranational public organization: the National Institutes of Health (NIH), the Medical Research Council (MRC), the National Health Service (NHS), and the Consolidated Standards of Reporting Trials (CONSORT). Universities were the main institutions (34/46, 74%), with 16 out of 46 (35%) from the United States. A total of 29 out of 46 frameworks (63%) were supported by a research grant: out of 46 frameworks, 29 (63%) were funded by a public grant, 12 (26%) were funded by the NIH, and 6 (13%) were funded by the English public health system. Out of 46 frameworks, 5 (11%) were funded by universities, 3 (7%) were funded by the private sector, and 3 (7%) were funded by a public-private partnership.

**Purpose and Target Population**

A total of 36 frameworks out of 46 (78%) were created with an individual health focus. Among them, the NIH Stage model was designed to be relevant for clinical sciences [58] and the CONSORT statement was created for nonpharmacologic treatments for all nonpharmacologic interventions [44]. Out of 46 frameworks, 3 (7%) aimed to validate health promotion programs [29,32,38]. A total of 23 of 46 (50%) were targeted to validate health behavior change interventions: of these 23, 15 (65%) were aimed at eHealth interventions in general [12,41,43,48,49,52,59,61,64-66,71-74], 2 (9%) at Internet interventions [55,57], and 6 (26%) at mobile interventions [17,56,60,67,69,70]. Among the 8 frameworks out of 23 (35%) aimed at health behavior change that were not focused on eHealth, 5 (63%) were created for behavior change in general [42,47,51,54,63] and 3 (38%) were dedicated to diseases such as cancer [31], addiction [37], and all chronic disease [62]. A total of 10 out of 46 frameworks (22%) were created with an original purpose that was not associated with health, but was associated with software development [28,33,34,36,40,46], human-computer interfaces [35,39], or engineering in general [30,68].

Out of 46 frameworks, 17 (37%) were designed explicitly for intervention designers: 11 (24%) for software designers [17,30,33,35,36,39,43,44,49,48,49,64], 1 of which was for software evaluators [66], and 6 (13%) for designers of health behavior change interventions [12,41,51,61-63], 2 of which were based on technologies to change health behaviors [12,41]. A total of 9 out of 46 frameworks (20%) were aimed at researchers; these included researchers in general [54,58], scientific paper authors or scientific journal editors [44,51], researchers and stakeholders [32,71], researchers and industry professionals [66], and health researchers and software designers [43,60]. Finally, 13 frameworks out of 46 (28%) were intended for all stakeholders: professionals, researchers, users, clinicians, and other health helpers [42,46,55,57,59,65,67,68-70,72,73]. In 6 out of 46 cases (13%), the target of the framework was not mentioned; however, the reading of these articles was directed toward software designers [28,34,40], researchers, stakeholders, and health program planners [29,31,37]. Out of 46, 25 frameworks (54%) were created for software designers and 24 (52%) were created for researchers.

**Organization**

In 28 out of 46 frameworks (61%), the final user was involved early and systematically (ie, at each step). In 27 of them (59%), he or she played an active role in the BIT’s specification and assessment [17,35,36,39,40,43,48,49,54-57,59-62,64-74]. In the V life cycle model, the role was only as an evaluator [33]. A total of 2 frameworks out of 46 (4%) had a linear sequence in their phases. The Waterfall model adopts a seven-phase life cycle.
structure: identification of the system specifications, identification of the software specifications, analysis, program design, coding, tests, and operations [28]. Inspired by the latter, the V life cycle model has a V-shaped structure, which matches development and testing phases and involves clients, followed by final users, in the development [33]. In addition to the linear sequence, 17 out of 46 frameworks (37%) had an iterative structure [12,17,31,32,42,44,52,54-56,61,62,66,69,70,72,73], allowing a refining step at each phase in the case of suboptimal results. The iterative structure is one of the assets used by the Multiphase Optimization STrategy (MOST) and the Obesity-Related Behavioral Intervention Trials (ORBIT) model frameworks to optimize interventions [42,62]. A total of 15 out of 46 frameworks (33%) were also associated with an evolutive process, creating a cyclic organization to improve the product progressively [30,34,35,37-39,43,47-49,51,58,60,67,68]. Finally, 11 out of 46 frameworks (24%) also integrated a parallel process [29,36,40,41,46,57,59,64,65,71,74]; 1 of those was the Agile software management framework, which aims for a high degree of adaptability to satisfy the clients [40].

Framework Categorization

The categorization of frameworks, according to their coverage of the continuum of steps, is shown in Figure 1.

The Waterfall model is the only one that covers only the prototyping step [28]. Other frameworks cover the prototyping and surveillance steps by integrating the final user [30,33-36,39,40,46,48,49,68].

The behavior change wheel and the pragmatic framework for developing just-in-time adaptive interventions (JITAI) are focused on the mechanisms step [51,63]. The BIT model, the chronic disease mHealth app intervention design framework, and the Network for the Improvement of Addiction Treatment (NIATx) model cover the prototyping and mechanisms steps by associating the conception of both numeric and behavioral interventions [12,17,65].

The Explore Values, Operationalize and Learn, and eValuate Efficacy (EVOLVE) and MOST frameworks cover the mechanisms, concept, and evidence steps. A total of 9 frameworks out of 46 (20%) are extended over the mechanisms, concept, evidence, and surveillance steps [29,31,32,37,44,47,49,58,62]. Finally, the whole continuum of steps is covered by 12 out of 46 (26%) frameworks [17,41,43,52,56,57,61,64,66,70,71,74].
**Figure 1.** Proposed frameworks to validate and monitor behavioral intervention technologies (BITs). ACTS: Accelerated Creation-To-Sustainment; CeHRes: Center for eHealth Research; DoTTI: Design and development, Testing early iterations, Testing for effectiveness, Integration and implementation; DREAM-GLOBAL: Diagnosing hypeRtension—Engaging Action and Management in Getting LOwer Bp in Aboriginal and LMIC (lower- and middle-income countries); EVOLVE: Explore Values, Operationalize and Learn, and eValuate Efficacy; IDEAS: Integrate, Design, Assess, and Share; IT: information technology; JITAI: just-in-time adaptive intervention; MOST: Multiphase Optimization STrategy; MRC: Medical Research Council; NIATx: Network for the Improvement of Addiction Treatment; NIDA: National Institute on Drug Abuse; NIH: National Institutes of Health; ORBIT: Obesity-Related Behavioral Intervention Trials; PRECEDE-PROCEED: Predisposing, Reinforcing, and Enabling Constructs in Educational Diagnosis and Evaluation—Policy, Regulatory, and Organizational Constructs in Educational and Environmental Development; TECH: TElehealth in CHronic disease; TUDER: Targeting, Understanding, Designing, Evaluating, and Refining.
Paradigm Categorization

Figure 1 illustrates the categorization of frameworks based on their paradigms. Most belonged to one paradigm (ie, biomedical, engineering, or behavioral), while few referred to two or three paradigms.

Out of 46 frameworks, 12 (26%) fell within the paradigm of engineering [28,30,33-36,39,40,46,48,49,68] and 3 (7%) were based on the behavioral paradigm [38,51,63]. A total of 9 (20%) frameworks were based on these two latter paradigms [12,55,59,60,65,67,70-72]. A total of 5 (11%) frameworks were based on the biomedical paradigm, which draws on the clinical trial, specifically the randomized controlled trial [28,31,32,44,52]. A total of 4 others (9%) also incorporated a theoretical approach of behavior change [37,47,54,58]. The framework for evaluating emerging eHealth resources was based on the biomedical and engineering paradigms [43]. A total of 12 (26%) frameworks mixed three paradigms [17,41,42,56,57,61-63,67,69,73,74].

Discussion

Principal Findings

Our narrative review of the literature showed the absence of a unique and consensual validation and surveillance framework for health behavior intervention technology. This conclusion is in keeping with the statement of Bradway et al about mHealth assessment: “too many initiatives, too few answers” [75]. To date, 46 frameworks coexist, besides the five-phase drug development model, without a predominance of, or a convergence toward, one of them. Their number has increased exponentially over time since the 1970s. The United States and the United Kingdom are the main countries that have proposed models, probably due to their university research productivity and new-technology industry leadership [76]. They are motivated, on the one hand, by the plethora of easily available offer of digital tools and networks and, on the other hand, by the failure to prevent unhealthy diet, addiction, and physical inactivity [2].

Beyond the quantitative increase of these frameworks, this review underlines an increased heterogeneity. One surprising finding is that the benefit-to-risk ratio is not a main goal. Contrary to drug claims regarding societal recognition and reimbursement for their impact on health outcomes [77], showing evidence of safety and efficacy is paradoxically not a priority for BITs. This fact can explain why researchers have noted that medical mobile phone apps are lightly used by patients in the medium term, have little involvement from health professionals, lack characterization of their content, and have a low integration of behavior change theories [78]. The same problem can be found for connected health devices. The lack of evidence of their efficacy leads to their nonprescription by general practitioners, who picture them mainly as a supplementary organizational constraint [79]. Most frameworks are inspired by the paradigms of engineering and behavioral sciences. Engineering is focused on technicity (ie, release criteria, ergonomics, user experience, and data security), which leads to uncertainties about these technologies’ health contributions and turns them into entertainment products or gadgets [80]. The behavioral sciences bring an understanding of behavior change mechanisms and skills techniques without determining and comparing their health impacts [81,82]. This explains how translational research is unusual in this area compared to that for drugs [83]. To date, for instance, there is no validation model for psychotherapies [84].

Beyond the quantitative increase and diversification of frameworks, we have noted the emergence of common principles. The first one is an assumed superiority with respect to health and health behavior change of some BITs compared to others. This hypothesis aims to address the plethoric and exponential offer of digital solutions sustained by marketing. This growing need to know the efficacy of each BIT and to compare them to other solutions to change health behaviors comes from both health professionals, who seek to recommend or even prescribe evidence-based solutions, and health users, who seek solutions beyond marketing and/or users’ experiences from social networks.

The second is the requirement of user involvement during the beginning of BIT development and after market access. This principle exists in every recent framework based on the behavioral science, engineering, or biomedical paradigms. It requires a coconstruction with the user and considers his or her experience. It involves the end user through a user-centered design from engineering [85,86]. It requires a patient-centered approach to the provision of personalized care in the biomedical area [87]. The patient’s preferences are considered and may allow improved chances of stable and efficient use.

The third is the ambition to evaluate BITs beyond simple satisfaction. This is more or less oriented by manufacturers to aim at effectiveness in medicine becoming more and more predictive, preventive, personalized, and participative; this is called 4P medicine [88,89].

The fourth is the shortening of the delay for upstream validation, until its complete suppression in some engineering frameworks, and a multiplication of the downstream surveillance methods, such as implementation studies, experience feedback (eg, to a learned society or health authority), and big data analyses combining multimodal data. The shortening of the upstream period is linked, on the one hand, to a supposedly low dangerousness of these health solutions and, on the other hand, to the short life cycle of the technologies involved [90]. The development time of a drug, from the lab bench to its marketing authorization, is between 17 and 24 years [91-93]. It is incompatible with digital innovation. Digital industrialists assume that hundreds of millions of users will allow for the evaluation of BITs’ effectiveness on a large scale thanks to big data analyses [94,95].

The fifth is the introduction of hybrid frameworks integrating the development and updating processes from engineering, behavior change theories, techniques from behavioral sciences, and the rigorous approach of validation from the biomedical area (eg, the FDA and the Environmental Management Association). This hybridization contributes to the creation of interventions standing between medical devices and products in the category of general commodities. The scientific process to develop and validate them, the rules for marketing...
authorization, and surveillance have not yet been defined for a country or a continent and are still under construction. Many digital industrialists wish to avoid the validation process for medical devices in view of its constraints and costs; at the same time, they aim to indicate to health professionals and users the health impact of their solutions. They are encouraged to address this by mutual insurances, other insurances, and banks.

We stress two extreme positions for the studied frameworks that may become problematic for the development of BITs in the health sector. The first is that of permanent technological innovation. It is embodied in the Agile software management framework. Flexibility, based on user demand, dictates each evolution. Health is a market like any other. If this approach was to win in this area, for example, to make substantial savings in clinical research, no counterpart could be asked for, concerning health benefits. Big data analyses will not guarantee a relevant comparability between BITs [96]. The second problem at the opposite extreme is that marketing authorization of the BIT must be conditional on the completion of a well-designed randomized controlled trial. This process has been a part of the success of drugs in the last century. These trials are long, costly, and debatable in terms of methodology for BITs, if only for the choice of control group [97].

Limitations and Strengths

To identify every validation and surveillance framework of BITs is challenging. This area is new, it is based on a number of different paradigms, and develops in an uncontrolled way from one country to another and from one industry to another. One of the identified difficulties within these publications is the lack of common terminology [98,99]. The originality of our review is the spanning of the three approaches (ie, engineering, behavioral sciences, biomedical sciences). Although they are often opposed, the concern here was to note the borrowings and contributions that they could mutually bring through transversal thinking.

Conclusions

Validating a BIT for health has the following specific challenges: achieve an efficient and quick development; understand and promote long-term adherence; be supported by behavior change theories and techniques; evaluate effectiveness and cost-effectiveness; and ensure rigorous management in terms of regulation, ethics, and information [93]. Patient expectations are relayed through the media and through the arrival on the health market of digital players proposing short life-cycle products due to rapid obsolescence of technology; this justifies the need for a consensual validation and surveillance framework for nonpharmacological interventions. This framework will necessarily differ from that used for drugs. Our review has identified 46 frameworks, none of which dominates for BITs. Three paths are opened: (1) the anarchic continuous development of new competing frameworks that prevents any convergence in a standardized validation and surveillance framework, with its consequential recognition by health authorities; (2) the movement toward the type of framework for drug evaluation centered on establishing its effectiveness before marketing authorization to guarantee its safety for users, which is heavy and costly; and (3) the implementation of a framework reliant on big data analysis, based on a posteriori research and an autoregulation of a market; however, that does not address the safety risk for the health user, as the market will not regulate safety or efficacy issues. This article calls for a minimal upstream clinical phase and an increased surveillance of BITs to address the risk of semantic amalgams, inappropriate prescriptions, and induced misuses [16,100]. A BIT cannot be a simple tool but must be a complex amalgam of interventions that may become problematic for the development of BITs in the health sector. Three paths are opened: (1) the anarchic continuous development of new competing frameworks that prevents any convergence in a standardized validation and surveillance framework, with its consequential recognition by health authorities; (2) the movement toward the type of framework for drug evaluation centered on establishing its effectiveness before marketing authorization to guarantee its safety for users, which is heavy and costly; and (3) the implementation of a framework reliant on big data analysis, based on a posteriori research and an autoregulation of a market; however, that does not address the safety risk for the health user, as the market will not regulate safety or efficacy issues. This article calls for a minimal upstream clinical phase and an increased surveillance of BITs to address the risk of semantic amalgams, inappropriate prescriptions, and induced misuses [16,100]. A BIT cannot be a simple tool but must be a complex strategy integrated in a given environment [101]. A BIT must make sense by virtue of its interaction with the context, building a system, and must be evaluated as such [100].
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Abstract

Background: Web-based interventions are promising tools for increasing the understanding of illness and treatment among patients with serious mental disorders.

Objective: This study aimed to test the feasibility and acceptability of a Web-based patient education intervention using a quasi-experimental cluster design to report feedback on patient education sessions and the website used and to report preliminary evidence of the intervention’s impact on patients with schizophrenia spectrum disorder.

Methods: A single-blind, parallel, quasi-experimental cluster study over a 6-month period comparing Web-based education (n=33) with a nonequivalent control group (treatment as usual, n=24) for people with schizophrenia spectrum disorder was conducted. Participants (N=57) were recruited from one psychiatric hospital (6 wards). Feasibility was assessed by participants’ commitment (refusal rate, dropout rate) to the study. Acceptability was assessed as participants’ commitment to the intervention. Patient education sessions and website feedback were assessed by the patients and health care professionals. The preliminary impact of the sessions on patients’ self-efficacy, self-esteem, illness cognition, and knowledge level was measured at baseline and follow-ups (8 weeks, 6 months) with self-rated questionnaires.

Results: The refusal rate among patients was high with no statistically significant difference (69% [74/107] in the intervention group, 76% [76/100] in the control group; P=.21). The same result was found for the dropout rates (48% [16/33] vs 58% [14/24]; P=.46). The acceptability of the intervention was good; 31 participants out of 33 (94%) completed all five sessions. Feedback on the intervention was mainly positive; three out of four subscales of session were rated above the midpoint of 4.0. Feedback on the website was also positive, with a grade of good for content (69%, 20/29 patients; 75%, 21/28 professionals), layout (62%, 18/29 patients; 61%, 17/28 professionals), and usability (62%, 18/29 patients; and 68%, 19/28 professionals). The patients using the intervention had significantly higher scores 6 months after the sessions in self-efficacy (baseline mean 26.12, SD 5.64 vs 6-month mean 29.24, SD 6.05; P=.003) and regarding knowledge level about schizophrenia (mean 11.39, SD 4.65 vs 6-month mean 15.06, SD 5.26; P=.002), and lower scores in the subscale of helplessness in illness cognition (mean 2.26, SD 0.96 vs 6-month mean 1.85, SD 0.59; P=.03). Differences from the control group were not significant. No differences were found in patients’ self-esteem or other subscales in illness cognition.
Conclusions: The patients were reluctant to participate in the study and tended to drop out before the follow-ups. Once they had participated, their acceptance of the intervention was high. A more effective recruitment strategy and monitoring method will be needed in future studies. To assess the impact of the intervention, a more rigorous study design with an adequately powered sample size will be used in cooperation with outpatient mental health services.

(J Med Internet Res 2019;21(10):e13073) doi: 10.2196/13073
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Introduction

Background
Schizophrenia, with an age-standardized point prevalence of 0.28% [1], is one of the most severe mental disorders that causes comprehensive impairments to a person’s cognitive functioning, requiring long-term treatment [2]. For patients with schizophrenia, nonadherence in treatment is a remarkable problem [3-5] owing to feelings of being stigmatized or self-stigmatized [6]. Continuous symptoms and lack of insight [2] often cause patients to relapse and increase their hospitalizations [7]. Therefore, a variety of psychosocial interventions have been developed for patients with schizophrenia to increase treatment adherence and improve quality of life [2]. Dropout rates in psychosocial interventions have been found to be low [8]. Psychosocial interventions, such as patient education, seem to reduce relapses, readmission, medical nonadherence, and the length of hospital stays of patients with schizophrenia [9]. Various sets of guidelines have also recommended patient education for persons with schizophrenia [2,10]. Patient education includes guidance and information about the illness and how to cope with it. The education can be realized individually or in small groups of patients and their relatives with different kinds of supportive material, such as written procedures, videos, and Web-based programs [9,11]. Previous studies have shown that patients with mental health problems search out health care knowledge on the internet [12-16], which justifies using Web-based interventions in mental health care [12,17].

A variety of Web-based patient education interventions for patients with mental health problems exist, for example, for patients with depression [18-21], bipolar disorder [22], and schizophrenia [23-25]. Studies have shown that Web-based patient education has improved patients’ compliance with medication [11] and reduced symptoms [23,26]. Web-based patient education has been found to improve patients’ knowledge levels about their illness [23,27]. However, on the basis of Cochrane review by Välimäki et al [11], there is no difference in improvement when compared with other psychoeducational methods used for patients with schizophrenia spectrum disorder.

Objectives
On the basis of the Cochrane review [11], Web-based patient education for patients with schizophrenia is as effective as patient education carried out traditionally, for example, with leaflets, when comparing patients’ satisfaction in treatment, even though the number of studies asserting this claim is small and many of them are underpowered. Previous studies have also found that information related to serious mental disorders described on the internet is often low in quality [28]. This finding is concerning because many people with serious mental disorders use the internet as a source of information [16,17]. Therefore, it is critical that online mental health literacy [16] and Web-based interventions [19] are developed for these specific groups, even though it seems that people with mental disorders use the internet less frequently [16,17] compared with the general population [29]. Previous studies have revealed a number of obstacles, such as high refusal and dropout rates [30], although other results have found high acceptability rates [31] and engagement regarding Web- and mobile-based interventions [23,32-35]. On the other hand, Killikelly et al [36] found, in their systematic review, that participants’ adherence to Web- and mobile-based interventions ranged between 28% and 100%. Indeed, persons with schizophrenia can be a challenging target group for study recruitment in general [30,37-40]. The aim of this study was to test the feasibility and acceptability of a Web-based educational intervention among persons with schizophrenia using a quasi-experimental study design and to report preliminary evidence of its impact on self-efficacy, self-esteem, knowledge level about schizophrenia, and illness cognition.

Methods

Design and Sample
A single-blind, parallel, quasi-experimental cluster study design was used with a nonequivalent control group for an 8-week timeframe and a 6-month follow-up to evaluate possible short-term and long-term impacts [41] of the intervention. Long-term impacts were included in the assessment as is recommended by the World Health Organization when testing novel digital health interventions [42]. A cluster study design is usable when aiming to avoid information and experience flow between individual participants in intervention and control groups [43,44], as information and experience flow between study groups could have effects on the study results [45,46].

Setting, Eligibility Criteria, and Recruitment
The study was run between May 2015 and May 2016 in 1 psychiatric hospital (6 wards) in Southern Finland. A total of 3 wards caring particularly for patients with schizophrenia spectrum disorder who showed interest in participating in the feasibility study were purposefully invited (a total of 41 beds, 2 closed rehabilitation wards, and 1 closed acute ward treating patients with schizophrenia) and assigned to be the intervention wards. A total of 3 other corresponding wards were then
purposefully selected and invited to join the study owing to their match with the intervention wards (a total of 44 beds, 2 closed rehabilitation wards, and 1 closed acute ward treating patients with schizophrenia) when randomization of participants was not reasonable [46], given the possible information flow between the participants [44].

Patients were eligible to participate if they had been admitted to the study ward during the data collection period, were 18 years old or older, had a primary diagnosis of schizophrenia spectrum disorder (F20–F29, International Classification of Diseases, 10th Revision [ICD-10]) [47], were able to write, read, and speak Finnish, and had volunteered to participate in the study with a written informed consent. Exclusion criteria were an unclear diagnosis, a short hospital period (less than 1 week, which does not allow a proper informed consent process or time to run the intervention), an impaired mental state (assessed by the staff members based on their daily experiences), or a lack of willingness to participate in the study. In addition, if the patient was discharged and rehospitalized during the study period, he or she could only participate in the study once.

One staff member in each study ward with access to hospital medical records acted as a contact person. The contact person was responsible for the patient recruitment and assessment of whether the patients fulfilled the inclusion criteria. The contact person monitored that the rehospitalized patients were not recruited again. The contact person informed the eligible patients about the study (orally and in written format) and further informed the researcher (AL) about the potential participants. Potential participants were informed that they had the possibility to meet the researcher if they wanted more detailed information about the study (voluntary participation, confidentiality, withdrawal without any penalty, or consequences to care) in addition to the contact person’s information and other written information. If the patients were willing to participate in the study, they signed 2 informed consent forms [48,49] and provided the baseline data. The completed forms were then sealed in an envelope.

The researcher visited the study wards weekly to ensure that the protocol for patient recruitment was followed and eligible patients were invited to participate in the study. For the follow-up, the instruments were distributed to the patients during their hospital stay (long-term patients) or were sent by post to discharged patients (only with patient permission). The sample size was determined by how many participants were willing and eligible to participate during the 6-month period.

The study was assessed by the Ethics Committee of the Hospital District of Southwest Finland (ETMK:40/1801/2015). The research permission committee of the study organization granted permission for data collection on the study wards. The outcome assessment was carried out according to ethical guidelines [48-50] and the Finnish legislation concerning research [51] and personal data registration [52].

Study Groups

Intervention Group

Patients in the intervention group received Web-based educational intervention by using a health-related website, MentalNet. This website has been originally designed for adult patients with psychosis (ICD-10 codes F20-F29 [47]) to increase their understanding of their illness and its treatment [53]. In its current version, the website targets patients, their relatives, and health care professionals. The website is secured and accessible only with passwords. The website includes the following components: educational material, a discussion forum, and a question and answer column [53,54]. The main component is the educational reading material [23], which includes information for patients with schizophrenia spectrum disorder divided into 5 themes, and tens of accurate and high-quality website links related to each of the 5 topics. There are also tasks for the patients and audio-recorded success stories to increase patients’ knowledge about their disorder [9]. The tasks are related to information themes, which were formed according to patients’ interests during the patient education sessions. The content of the educational material is described in Table 1. The website has a Health On the Net Code of Conduct certificate as a trustworthy and reliable medical website [55].

The intervention was carried out by health care professionals (nurses, psychologists, and occupational therapists) working in the intervention wards and who were trained to run the patient education sessions and to use the website with the patients [56]. A detailed description of the professionals and Web-based training for professionals to run the patient education sessions are reported elsewhere [56]. The professionals had permanent working positions only in their own intervention or control ward. The intervention included 5 sessions with specific topics based on the information themes of the educational materials on the website: (1) mental disorder, (2) treatment, (3) well-being, (4) patients’ rights, and (5) daily life. The professionals scheduled sessions with the patients once per week (each session about 45–60 min); with the exception that if the inpatient stay was planned to be shorter than a week, then a tighter schedule was made (eg, once a day). The professionals also prepared the material needed for each session (computer, internet connection, printer, and a peaceful place). To ensure patient orientation, the order of the themes was not set in advance. Instead, in each session, 1 topic was selected based on the patient’s preference. The patient was encouraged to identify any questions or concerns they may have related to the selected topic to discuss with the professional and to use the website to find the answers to his or her questions. The role of the professional was to help the patient focus on questions important to him or her, to help the patient use the website, and to search for information and answers to his or her questions.
Table 1. Content of educational material of MentalNet.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Information topics</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental disorder</td>
<td>• Impact of the disorder on person with the disorder</td>
<td>• Measures related to mental health</td>
</tr>
<tr>
<td></td>
<td>• Impact of the disorder on caregivers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Different types of psychosis (F20-F29, International Classification of Diseases, 10th Revision)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Depression</td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>• Care and rehabilitation</td>
<td>• Time management diary</td>
</tr>
<tr>
<td></td>
<td>• Life point when treatment is needed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Places where the treatment is realized</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Health care professional participating in the treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Practical aspects related to treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Examinations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Different types of treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Restrictive practice</td>
<td></td>
</tr>
<tr>
<td>Well-being</td>
<td>• Mental health</td>
<td>• Healthy eating plate</td>
</tr>
<tr>
<td></td>
<td>• Nutrition</td>
<td>• Physical activity pie</td>
</tr>
<tr>
<td></td>
<td>• Physical training</td>
<td>• Sleeping diary</td>
</tr>
<tr>
<td></td>
<td>• Sleep</td>
<td>• Tests about using intoxicants</td>
</tr>
<tr>
<td></td>
<td>• Hygiene</td>
<td>• Social network circle</td>
</tr>
<tr>
<td></td>
<td>• Intoxicants and smoking</td>
<td>• Relaxing exercise</td>
</tr>
<tr>
<td></td>
<td>• Family and relationships</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Sexuality</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Education</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Spare time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Spiritual well-being</td>
<td></td>
</tr>
<tr>
<td>Patient’s rights</td>
<td>• Adequate treatment</td>
<td>• Questions about patient’s rights</td>
</tr>
<tr>
<td></td>
<td>• Fair treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Self-determination</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The right to information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Review of documents</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Data protection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Involuntary treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Patient ombudsman</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Patient injury</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Laws related to patient’s rights</td>
<td></td>
</tr>
<tr>
<td>Daily life</td>
<td>• Economic support</td>
<td>• Test related to instrumental activities of daily living</td>
</tr>
<tr>
<td></td>
<td>• A guardian</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Living</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Support for taking care of home</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Return to work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Support from fellow man</td>
<td></td>
</tr>
</tbody>
</table>

**Control Group**
Patients in the control group continued their treatment with care as usual. They did not receive any psychoeducational intervention provided by the researcher or have access to the website.

**Outcomes and Assessment Instruments**

**Primary Outcomes**

**Feasibility**
Feasibility was assessed by patient refusal of the study (yes, no), participation in the follow-ups (yes, no), and whether they dropped out of the study (attrition rate).

**Acceptability**
Acceptability was assessed by the patients in the intervention group. The number of patients participating in all possible sessions (5 sessions per participant) and the total amount of sessions were calculated.

**Feedback of the Patient Education Sessions**
The one-on-one patient education sessions were assessed by both the patient and the professional using the Finnish translation of the Session Evaluation Questionnaire (Form 5) (SEQ) [57]. SEQ is a self-rating instrument originally designed to measure psychotherapy and counselling sessions and to measure participants’ (client and/or therapist) moods after the session. The SEQ includes 21 bipolar adjective items divided into 2 parts: 11 items about the session itself (1 global item bad–good,
5 subscale items for depth, and 5 subscale items for smoothness) and 10 items about participants’ moods after the session (5 subscale items for positivity and 5 subscale items for arousal), such as “This session was valuable-worthless, easy-difficult” or “Right now I feel happy-sad, angry-pleased.” The range of the scale is 1 to 7, with a midpoint of 4.00. The mean scores of each subscale items are calculated to form a subscale score, and mean values above the midpoint of 4.00 are considered to be a positive evaluation of the session [58]. In previous studies, the internal consistency of the instrument has been found to be relatively good (Cronbach alpha .63-.93) [58]. In our study, Cronbach alphas ranged between .34 and .84 (patients: depth .67, smoothness .73, positivity .73, arousal .39; and professionals: depth .81, smoothness .75 positivity .84, arousal .34). The instrument was translated into Finnish with a back-translation method [59,60] using an independent professional translator and the original developer of the questionnaire.

Feedback of the Website
Feedback about the MentalNet website was collected from the patients and the professionals, after all 5 sessions were completed, using a 5-point Likert scale (very good–very poor) and with the possibility to give written feedback. The feedback targeted the content, layout, and usability of the website to ensure that the website is usable and meets the needs of its users [61,62].

Secondary Outcomes at Baseline, 8 Weeks, and 6-Month Follow-Up
Self-Efficacy
The General Self-Efficacy Scale (GSE) [63] is a widely used self-rating instrument designed to measure the general sense of perceived self-efficacy in different types of difficult life events. The instrument contains 10 items, and its responses are in the form of a 4-point Likert scale. The sum score of the responses ranges from 10 to 40; a higher score represents greater sense of self-efficacy. In a study by Scholz et al [64], the psychometric properties of the GSE were examined in 25 countries, and the Cronbach alpha varied from .75 to .91. In our study, the Cronbach alpha value varied between .92 and .96.

Self-Esteem
The Rosenberg Self-Esteem Scale (SES) [65] is a self-rating instrument designed to measure overall self-esteem. It includes 10 items with a 4-point Likert scale. The sum score of the answers ranged from 10 to 40; higher scores indicate higher self-esteem. The SES has been translated into at least 28 languages and is widely used in many countries. In a review by Schmitt and Allik [66], the data of SES from 53 countries were compared. Internal consistency was found to be good (Cronbach alpha .80, range .45 to .90). In our study, the Cronbach alpha value varied between .83 and .90.

Illness Cognition
The Illness Cognition Questionnaire [67] is a self-rating instrument designed to measure illness cognition of people with chronic illnesses as how they perceive and think about their illness. The participants are asked to assess to what extent they assess with 18 statements of the instrument by using a 4-point Likert scale (1=not at all, 2=somewhat, 3=to a large extent, and 4=completely). The instrument consists of 3 subscales (6 items each) measuring a basic set of illness cognitions that includes both unfavorable (negative) and favorable (positive) ways of adjusting to chronic disease: helplessness (with negative perspective, eg, “My illness limits me in everything that is important to me.”), acceptance (with positive perspective, eg, “I can handle the problems related to my illness.”), and perceived benefits (with a positive perspective, eg, “I have learned a great deal from my illness.”). Internal consistency has proven to be adequate when using the instrument, for example, with patients with chronic pain (Cronbach alpha for helplessness .88, acceptance .91, and perceived benefits .83) and chronic fatigue (Cronbach alpha for helplessness .83, acceptance .90, and perceived benefits .81) [68]. In this study, the Cronbach alpha varied between .77 and .97 for helplessness, .74 and .91 for acceptance, and .61 and .91 for perceived benefits. The instrument was translated into Finnish with a back-translation method [59,60] using an independent professional translator and the original developer of the questionnaire.

Knowledge Level
Knowledge about Schizophrenia Questionnaire [69] is a self-rating instrument designed to measure the knowledge of patients with schizophrenia about their illness and its management. The instrument is a multiple-choice test with 25 items with themes as follows: diagnosis, frequency, etiology, progress and prognosis of illness, medication and its side effects, drug-free treatments, stress, and legislation. The respondent is given 1 point for each correct answer, and the sum score ranges between 0 and 25; a higher score represents a high knowledge level. Internal consistency of the instrument is proven to be good (Cronbach alpha .75 [69]). In this study, the Cronbach alpha varied between .71 and .81. The instrument was translated into Finnish with a back-translation method [59,60] using an independent professional translator and the original developer of the questionnaire. A cultural modification was made for question number 20 to fit the Finnish health care system and the Mental Health Act about involuntary treatment [70].

Sociodemographic Information and Internet Use at Baseline
Information about the patients’ age, gender, age at first contact with psychiatric services, attitudes toward computers or the internet, and their computer or internet skills was collected. Attitudes toward computers or the internet and their computer or internet skills were assessed with a 5-point Likert scale (Your attitude toward using the computer/internet is [1=very positive to 5=very negative] and Your computer/internet skills are [1=very good to 5=poor]). Moreover, the adapted instrument [16] by Choi and DiNitto [71] was used to describe participants’ internet use and purpose of internet use. The options communicate with health professionals about health-related issues and communicate with other users about health-related issues were added [16] to the original questions about internet use [71].
Data Analysis

Descriptive statistics were used for numerical variables with a median, mean, and standard deviation (SD), whereas categorical variables are reported with counts and percentages, and sum scores for each scale were calculated. Feedback from the patients and the professionals regarding the MentalNet website were compared using a Chi-square test ($\chi^2$). Data regarding self-efficacy, self-esteem, illness cognition, and knowledge level were analyzed with hierarchical linear mixed models, allowing subjects to have missing values. The analysis included all 3 time points (baseline, 8 weeks, and 6 months). The model was adjusted by age, gender, and group of participation. One main interest was to focus on whether the mean change between time points differed among the groups. A compound symmetry covariance structure was used for repeated measures. A Cronbach alpha was calculated for all questionnaires. These statistical tests were performed as 2-tailed, with a significance level set at .05. The analyses were performed using the SAS System, version 9.4 for Windows (SAS Institute Inc.).

Cohen $d$ was calculated between baseline and 6 months to find out the effect size of the intervention on patients’ self-efficacy, self-esteem, illness cognition, and knowledge level. Based on Cohen, 0.2 is considered a small, 0.5 is a medium, and 0.8 is a large effect size [72]. The analysis was performed using an online calculator [73].

Results

Sociodemographic Information

In both the intervention and control groups, the mean age of the patients was approximately 41 years (range 20–66 in the intervention group and 23–69 in the control group). Their age when they first accessed mental health care services was around 24 years (range 8–47 in the intervention group and 3–68 in the control group). The proportion of women in the intervention group was twice as much as it was in the control group.

Although the patients’ internet skills varied, about 70% reported that they used the internet and about 40% had good internet skills (very good or good). A clear majority had positive attitudes toward computers. Patients used the internet most often for searching for knowledge other than health information, emailing, banking, reading news or books, and social media. Background information about patients and their use of the internet are presented in more detail in Table 2.
Table 2. Background information of the patients.

<table>
<thead>
<tr>
<th>Patient’s information</th>
<th>Intervention group (N=33)</th>
<th>Control group (N=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (14.13)</td>
<td>41 (12.90)</td>
</tr>
<tr>
<td>Age (years) when first receiving mental health care, mean (SD)</td>
<td>24 (9.30)</td>
<td>24 (12.60)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>18 (55)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (45)</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Use of internet, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never user</td>
<td>6 (18)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Previous user</td>
<td>4 (12)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Current user</td>
<td>23 (70)</td>
<td>17 (71)</td>
</tr>
<tr>
<td>Computer/internet skills, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>3 (9)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Good</td>
<td>10 (30)</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Neither good nor bad</td>
<td>6 (18)</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Fairly poor</td>
<td>1 (3)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Poor</td>
<td>13 (39)</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Attitudes toward computers/internet, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very positive</td>
<td>8 (24)</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Positive</td>
<td>15 (45)</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Neither positive nor negative</td>
<td>7 (21)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Negative</td>
<td>3 (9)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Very negative</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Purpose of the internet use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research information about other topics of interest</td>
<td>15 (45)</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Send/receive email</td>
<td>14 (42)</td>
<td>15 (63)</td>
</tr>
<tr>
<td>Watch videos</td>
<td>11 (33)</td>
<td>15 (63)</td>
</tr>
<tr>
<td>Do banking online and/or pay bills</td>
<td>11 (33)</td>
<td>14 (58)</td>
</tr>
<tr>
<td>Read newspapers, magazines, and books online</td>
<td>7 (21)</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Use social networking or dating site</td>
<td>9 (27)</td>
<td>14 (58)</td>
</tr>
<tr>
<td>Research health-related information</td>
<td>10 (30)</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Play games online</td>
<td>8 (24)</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Buy products online</td>
<td>5 (15)</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Communication with others</td>
<td>5 (15)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (9)</td>
<td>6 (24)</td>
</tr>
<tr>
<td>Communication with health professionals</td>
<td>2 (6)</td>
<td>3 (13)</td>
</tr>
</tbody>
</table>

Feasibility

A flow diagram of participating patients is presented in Figure 1. During the data collection, 303 patients were assessed for eligibility. A total of 213 patients were invited to participate in the study and 150 of them refused. The refusal rate between the intervention and control groups was not statistically significant (69% [74/107] in the intervention group vs 76% [76/100] in the control group, \( P=.21 \)). At baseline, out of the allocated patients, 58% (33/57) were in the intervention group and 42% (24/57) in the control group. After baseline, 33% (11/33) dropped out of the intervention group and 46% (11/24) dropped out of the control group. In total, 8 patients dropped out after the first follow-up: 5 from the intervention group and 3 from the control group. This left us with a total of 63% (17/27) patients in the intervention group and 37% (10/27) in the control group. The difference in the number of dropouts between the intervention and control groups was not statistically significant (48% [16/33] vs 58% [14/24]; \( P=.46 \)). No statistically significant differences between completers and dropouts were found regarding their
Acceptability of the Intervention

It was planned that each study participant (N=33) would have 5 intervention sessions. Out of 33 participants, 31 patients (94%) had all 5 sessions of the intervention. Out of the remaining 2 patients, 1 patient completed 3 sessions and 1 patient 1 session. Altogether, 159 (96%) sessions out of 165 planned sessions were realized.

Feedback of the Patient Education Sessions

Each of the 5 patient education sessions were evaluated by the patients and the professionals directly afterward. The means of the global item bad-good and the subscales depth, smoothness, and positivity were evaluated to be above the midpoint of 4.0 (with a range of 1–7) by both the patients and professionals. Patients’ evaluations were more positive with a statistically significant difference in the global item bad-good ($P=0.02$) and in the subscale depth ($P=0.04$), and professionals’ evaluations were more positive with a statistically significant difference in the subscale positivity ($P=0.03$) when evaluations were compared with each other (see Table 4).

Figure 1. Flow diagram of patients.
Table 3. Demographic characteristics of patients who dropped out and completed the study.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Dropouts (N=30)</th>
<th>Completers (N=27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40 (14.33)</td>
<td>43 (12.61)</td>
<td>.30</td>
</tr>
<tr>
<td>Age (years) when first received mental health care, mean (SD)</td>
<td>24 (10.08)</td>
<td>23 (11.49)</td>
<td>.27</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>11 (37)</td>
<td>14 (52)</td>
<td>.38</td>
</tr>
</tbody>
</table>

Table 4. Session evaluation of Web-based patient education meetings by patients and health care professionals combined from all 5 sessions (n=number of sessions) based on dimensions of Session Evaluation Questionnaire [58].

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Patients (N=33)</th>
<th>HCPs a (N=33)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Bad-good</td>
<td>154</td>
<td>5.51 (1.49)</td>
<td>6.00</td>
</tr>
<tr>
<td>Depth</td>
<td>150</td>
<td>4.57 (1.15)</td>
<td>4.60</td>
</tr>
<tr>
<td>Smoothness</td>
<td>151</td>
<td>4.99 (1.12)</td>
<td>5.00</td>
</tr>
<tr>
<td>Positivity</td>
<td>149</td>
<td>5.27 (1.17)</td>
<td>5.40</td>
</tr>
<tr>
<td>Arousal</td>
<td>153</td>
<td>3.47 (0.94)</td>
<td>3.60</td>
</tr>
</tbody>
</table>

aHCPs: health care professionals.
bStatistically significant difference.

Feedback of the Website

The patients and the professionals gave their feedback on the website. Most (≥65%) of the patients and the professionals responded that the content, layout, and usability of MentalNet was good or very good. The numerical feedback is presented in more detail in Table 5.

In the written feedback, patients expressed thanks for the opportunity to participate in the intervention, which they had found meaningful. Patients were satisfied with the comprehensive and good content of the website. They had been able to get important information that had helped them to understand their situation and would be valuable in the future. Critical feedback from patients was related to tasks that could be too difficult if the patient lacked the computer skills and if the links were not working.

The professionals offered, in their insight, that the content of the website included comprehensive information with good themes. In their opinion, using the website gave a structure for patient education. The professionals felt that these themes with new or iterated information for patients was important to go through, and the professionals expressed that they would use the website again in the future. The professionals were also able to gain new information about patients. This information could be used for better care of the patients in the future. In their opinion, the website was useful and easy to use with those patients who were enthusiastic about the intervention, able to use the website, and willing to find information independently. On the other hand, some professionals felt that going through the website was useless and it was hard to get patients interested in using it. The professionals gave critical feedback about the content and layout of the website. In their opinion, some pages included too much information, and it was therefore hard for patients to follow. The professionals noticed that some links were not working, and some felt that there were too many links. The layout of the website was considered old fashioned, and the professionals proposed that it should be updated and clarified. They also recommended that more tasks especially related to patients with psychosis should be added, which could increase patients’ illness recognition.
Table 5. Feedback on the website.

<table>
<thead>
<tr>
<th>Dimension of the feedback</th>
<th>Patients (N=29), n (%)</th>
<th>HCPs&lt;sup&gt;a&lt;/sup&gt; (N=28), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content of the website</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>5 (17)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Good</td>
<td>20 (69)</td>
<td>21 (75)</td>
</tr>
<tr>
<td>Not good or poor</td>
<td>4 (14)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Poor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Very poor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Layout of the website</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>2 (7)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Good</td>
<td>18 (62)</td>
<td>17 (61)</td>
</tr>
<tr>
<td>Not good or poor</td>
<td>6 (21)</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Poor</td>
<td>3 (10)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Very poor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Usability of the website in patient education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>4 (14)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Good</td>
<td>18 (62)</td>
<td>19 (68)</td>
</tr>
<tr>
<td>Not good or poor</td>
<td>6 (21)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Poor</td>
<td>0 (0)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Very poor</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HCPs: Health care professionals.

The Preliminary Impact of the Web-Based Course on Patients’ Self-Efficacy, Self-Esteem, Illness Cognition, and Knowledge About Schizophrenia

The preliminary impact of the Web-based intervention was measured at 3 time points (baseline, 8 weeks, and 6 months). Multimedia Appendix 1 shows the results of the hierarchical linear mixed models for repeated measures. Overall, there were no significant differences in time-by-group interaction with any instrument measured in this study. In a more detailed examination, we found that patients’ self-efficacy scores increased in the intervention group (at baseline: mean 26.12, SD 5.64), after the intervention (8 weeks: mean 26.50, SD 7.20), and after 6 months (mean 29.24, SD 6.05). The self-efficacy scores also increased in the control group (at baseline: mean 27.26, SD 9.36), after 8 weeks (mean 31.69, SD 6.60) but not after 6 months (mean 30.80, SD 6.41). The change between baseline and the 6-month follow-up was statistically significant ($P=0.03$) but not in the control group. Also, the effect size ($d=0.53$) refers to medium effect in the intervention group and small in the control group ($d=0.44$). There were no statistical differences in patients’ self-esteem in either group during the 6-month study period.

The subscale helplessness in illness cognition decreased in the intervention group (at baseline: mean 2.26, SD 0.96) after the intervention (mean 2.11, SD 0.72) and after 6 months (mean 1.85, SD 0.59). The change between baseline and 6 months was statistically significant ($P=.03$). Also, the effect size ($d=0.51$) refers to medium effect in helplessness in the intervention group and small in the control group ($d=0.17$). The change in the control group was not significant, and there were no significant differences in the intervention group or the control group regarding the other subscales. Further, the knowledge level of patients in the intervention group increased (at baseline: mean 11.39, SD 4.65) after the intervention (mean 12.50, SD 5.26) and after 6 months (mean 15.06, SD 5.26). The change between baseline and 6 months was statistically significant ($P=0.002$). The knowledge level of the control group stayed stable. Also, the effect size ($d=0.74$) refers to medium effect in the intervention group and small in the control group ($d=0.07$).

**Discussion**

**Principal Findings**

The aim of our study was to test the feasibility and acceptability of a Web-based patient education intervention and to report preliminary evidence of its impact on patients with schizophrenia. The feasibility was assessed by participants’ commitment to the study. We found that, in general, during the recruitment period, patients’ refusal rates were high (69% in the intervention group and 76% in the control group), which is congruent with previous studies on patients with schizophrenia [30,37-39] even though variety exists [36]. The reasons for refusal were not asked about, as study participation was voluntary, based on ethical guidelines [50], and we did not have consent to collect that information. However, the researcher visited the study wards regularly and discussed practical issues of the study with the professionals and patients. Some patients may have been concerned about the aim of the study and were
therefore suspicious of it. For example, they might have been apprehensive about the confidentiality related to the research [74-76]. Previous studies have found that suspiciousness of studies and/or researchers can be one of the reasons for a high refusal rate, as it is known to be one of the symptoms of schizophrenia when the patient is in psychosis [2,74,77,78]. Even though many patients have had positive experiences with technology use [79], some patients might be afraid to engage themselves with such a study if they have difficulties with concentration [80] or they think their inpatient stay will only last for a short period of time. Moreover, some patients also think that they cannot participate in a study because they do not have schizophrenia (also [77,81]), a diagnosis that can be difficult and time consuming for some patients to accept [2]. According to a study by Woodall et al [23], the timing of asking for consent can also affect a patient’s decision to participate or not. In our study, recruitment often took place soon after a patient had been admitted to the hospital. It is therefore possible that this was too soon for some patients, because in the beginning of care, illness may be in an acute phase. There might also be patients who are wary of trying new types of treatment and would rather concentrate on proven traditional methods without any extra distraction.

High refusal rates can also be the result of professionals’ involvement, which was found to be the case in a study by Jørgensen et al [82]. Professionals may question whether their patients are too severely ill to participate or to make the decision to participate [81,82]. Therefore, in our study, the researcher reminded the professionals about recruitment and encouraged them to invite patients to participate when visiting the study wards. It is also possible that some patients refused because they did not get enough detailed information about the study. Study recruitment and studies can sometimes be seen as an extra task not related to basic nursing care. Another reason for refusals could be that there were some inconsistencies in the study recruitment; out of 303 eligible patients, there were a total of 26 patients whose willingness to participate was not asked.

The attrition rate was high in both groups (see also Kannisto et al [30]). Participation was voluntary, and reasons for deciding to dropout were not questioned, based on ethical guidelines and principles [48,49]. However, we can suggest some explanations for the dropouts that did occur. For example, some participants were discharged from the hospital before the follow-up, which made contact with them more challenging than it was with those who were able to participate in the follow-up during their hospital stay. Even though the researcher tried to contact all of them by phone and by sending them the follow-up questionnaires at home, not all had a phone, some did not answer the phone, a phone number was not in use, and 1 had a call blocker set up. In addition, some patients did not have a permanent home address or their address was unknown. Therefore, some of the reasons for dropout can be said to be because of the service system, which makes it difficult to maintain contact with the patients. However, other reasons for dropout may relate to a patient’s mental status and include lack of interest and tiredness. Patients can express interest in having something to do in the hospital, but then not actually have the time to participate [75,77]. This notion has been mentioned in a study by Furimsky et al [81], when patients with psychosis did not want to continue the study because it took up their time or they felt that their well-being had increased during the follow-up period and therefore did not think that they would benefit from participating any more. It is also possible that, in our study, patients were not willing to think about their disorder anymore or thought that, because of improved well-being and being discharged from the hospital, they were not suitable for the study anymore.

On the other hand, out of 33 participants, 31 (94%) finished all 5 intervention sessions in the patient education. This result strengthens the results of earlier studies where patients with schizophrenia spectrum disorders have engaged in Web-based patient education [23,32]. Further, Villeneuve et al [8] showed that the dropout rates from psychosocial treatments are low (13%) among patients with schizophrenia spectrum disorders. Our finding may indicate that, as soon as the participants were engaged in the study, they accepted and wanted to join the sessions. This result is supported by the evaluation of each session. The patients and the professionals alike gave positive feedback on the patient education sessions; the mean scores of the SEQ were over the midpoint of 4.0 regarding the global item bad-good and the subscales depth, smoothness, and positivity. When the session evaluations of the patients and the professionals were compared, the patients were shown to be even more convinced than the professionals that the sessions were good and deep. On the other hand, according to the professionals’ evaluations, their moods after the sessions were more positive than the moods of the patients. In a study by Kivlighan et al [83], clients’ evaluations were similarly more positive in depth and smoothness and therapists’ evaluations were stronger in positivity. This does not seem to be a general trend, however, when the evaluations between therapists and clients have varied [58,84].

In this study, to ensure the patient orientation of the intervention, the participants decided the order of the themes of their sessions. Therefore, it is not possible to directly compare the sessions and evaluate the differences between them. However, it is possible that the patients chose the theme most important to them as the theme for their first sessions and also evaluated those sessions with the highest scores. Patients might have been especially interested in, for example, patients’ rights if they were unaware of their own illness or had been involuntarily admitted. The topic mental disorder could have been uninteresting or unimportant to a patient if they did not consider themselves to be suffering from the disorder. Therefore, in the future, more attention should be given to the order and evaluations of the sessions. Notably, results of the subscale arousal need to be interpreted with caution because of the heterogeneity of the items in the scale. The feedback on the website was also positive regarding its content, layout, and usability. The positive perception of the website may help its use in the future.

Our preliminary results did not find any statistically significant differences between the intervention and control groups, indicating that the intervention did not have an impact on participants’ self-efficacy, self-esteem, illness cognition, or knowledge level any more than care as usual. On the other hand,
we found that patients’ self-efficacy and knowledge levels between baseline and 6 months in the intervention group improved, while no improvement was seen in the control group. This may indicate positive outcomes of our educational intervention, although, most probably due to insufficient statistical power, not statistically different compared with care as usual. The results might also suggest that discharging a patient from the hospital between baseline and the follow-up may be a confounding factor, which could explain the positive course of self-efficacy and mental health after discharge from psychiatric hospital [85,86]. Further, we found that the knowledge of the participants improved after the Web-based patient education intervention, which has been supported in earlier studies [23].

The subscale helplessness in illness cognition decreased significantly in the intervention group, but not in the control group, between baseline and 6 months. In addition, self-esteem increased in both study groups, but the difference was not significant. There is little previous knowledge of how Web-based patient education impacts patients’ illness cognition and self-esteem, and therefore, more research with bigger sample sizes is needed.

Most of the patients (70% of the intervention group and 71% of the control group) used the internet, and only a few (8% of the intervention group and 9% of the control group) had negative attitudes about the internet. These findings are similar to earlier studies concerning internet use [17] and attitudes toward it [16] among Finnish patients with schizophrenia. The patients used the internet for diverse purposes, just as the rest of internet users in the Finnish population [29]. However, on the basis of the patients’ responses, even if their attitude toward the internet was mostly positive, their internet skills varied. We may therefore ask whether patients have enough confidence to use information technology as part of their treatment. To increase patients’ confidence, we should improve their skills with training by using the internet with them to ensure their computer and internet skills. Another concern is whether professionals are really ready to apply information technology in daily treatment practices [87,88]. Still, most patients and professionals found the content, layout, and usability of the website to be good.

In the control group, there were over twice as many male participants as female participants (18 vs 6). In the intervention group, the difference was minor (18 vs 15). In Finland, 48% of patients in inpatient psychiatric care are male, even though the number of male patients is greater than that of female patients among patients of working age [89]. Therefore, we may ask if female patients were more interested in participating in the intervention group than in the control group. It is therefore possible that female patients were more interested in participating in the intervention than male patients. These are important aspects when planning future interventions and studying them on a larger scale.

Limitations

There are some limitations to this study. First, the patient attrition rate was high; we lost many participants after their discharge. Therefore, a hierarchical linear mixed model was used for the data analysis of the preliminary impacts because it allows subjects to have missing values, and we were able to use all data including subjects with missing values. Still, more detailed and systematic information about the number of these patients and reasons for not being able to contact them would be beneficial to include in future studies to get more specific information about attrition when planning new studies with bigger samples and enhanced statistical power. We now also have a hint that this type of Web-based education as a patient intervention should be designed in collaboration with inpatient and outpatient psychiatric services. Second, the sample size was small, which means that the study did not have enough statistical power to demonstrate effects of the intervention or differences between the study groups significantly and trustworthy. Owing to the underpowered sample size, study results must be considered carefully. Possible impacts of the intervention should be measured in a future study with a sufficient sample size that could compare the results of patients in rehabilitation and acute wards. Also, the instruments used for self-efficacy and self-esteem are generic [63,65] and not specific for patients with mental disorders, which might be another explanation for why improvements were not detected. Third, the last follow-up measurement was 6 months from the baseline. It is uncertain whether the changes were only due to the intervention or if they had been influenced by the time elapsed with other possible factors affecting the results [90]. Therefore, studies with a more robust design are needed in the future. In this task, we received many important improvement strategies that can be used to develop this kind of study. Fourth, owing to the quasi-experimental study design, participants were not randomized into the groups. Selection bias was minimized with baseline measurements, where we did not find differences between the groups [46]. Fifth, patients in the control group continued their treatment with care as usual without having any psychoeducational intervention from the research. Psychoeducation is, however, part of the schizophrenia care guideline in Finland [10], and it is possible that patients in the control group received some information from the professionals about their illness. Finally, the Cronbach alpha of the SEQ was low, especially in the subscale arousal calculated from both groups (patients and professionals), indicating that not all the participants understood the subscale items the same way. Therefore, the results regarding this subscale should be interpreted with caution. In future studies, the possibility of only using 3 subscales could be discussed [91].

Conclusions

Although the feasibility of the intervention was poor given high refusal and dropout rates, we found that the acceptability of the intervention was good in terms of session completion. Also, the feedback on the sessions and website was positive. Furthermore, the Web-based intervention showed promising impacts on patients’ self-efficacy and knowledge levels in the intervention group. There is, therefore, potential to empower patients in the use of Web-based patient education, in terms of increased self-efficacy and illness cognition. However, a future study of this target group will require more effective strategies for recruitment, motivating patients in participation, and monitoring to decrease dropouts, especially when patients leave the hospital during the follow-up period.
Implications
This study revealed important information about numbers of refusal and dropout and showed that more effective monitoring is needed to ensure that all possible participants are screened for eligibility and asked to participate in studies such as this. In the recruitment process, it means, for example, closer cooperation with the contact persons in the study wards during the research, but also in advance, to ensure that the recruitment process is implemented smoothly from the very beginning. Furthermore, the schedule for the researcher’s visits to the study wards could be made available in advance to staff members, possible participants, and patients who are already recruited. They would then have easy access to the researcher for asking questions before and during the research, which could improve recruitment and decrease the number of dropouts. In future studies, to increase knowledge about the subject, it might also be good to include a voluntary question asking the reasons for any refusals. Most of the patients had positive attitudes toward the internet and computers and most of them use the internet, but their skills in doing so need improving. This issue provides potential for the professionals and puts them in an important role. Therefore, it is important that professionals have the desire and the resources to support and improve patients’ internet skills to include Web-based patient education in everyday patient treatment.
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Abstract

Background: A self-administered Web-based intervention was developed to help carers of persons with Alzheimer disease and related dementias (ADRD) and multiple chronic conditions (MCC) deal with the significant transitions they experience. The intervention, My Tools 4 Care (MT4C), was evaluated during a pragmatic mixed methods randomized controlled trial with 199 carers. Those in the intervention group received free, password-protected access to MT4C for three months. MT4C was found to increase hope in participants at three months compared with the control group. However, in the intervention group, 22% (20/92) did not use MT4C at all during the three-month period.

Objective: This mixed methods secondary analysis aimed to (1) examine differences at three months in the outcomes of hope, self-efficacy, and health-related quality of life (HRQOL) scores in users (ie, those who used MT4C at least once during the three-month period) compared with nonusers and (2) identify reasons for nonuse.

Methods: Data from the treatment group of a pragmatic mixed methods randomized controlled trial were used. Through audiotaped telephone interviews, trained research assistants collected data on participants’ hope (Herth Hope Index; HHI), self-efficacy (General Self-Efficacy Scale; GSES), and HRQOL (Short-Form 12-item health survey version 2; SF-12v2) at baseline, one month, and three months. Treatment group participants also provided feedback on MT4C through qualitative telephone interviews at one month and three months. Analysis of covariance was used to determine differences at three months, and generalized estimating equations were used to determine significant differences in HHI, GSES, and SF-12v2 between users and nonusers of MT4C from baseline to three months. Interview data were analyzed using content analysis and integrated with quantitative data at the result stage.

Results: Of the 101 participants at baseline, 9 (9%) withdrew from the study, leaving 92 participants at three months of which 72 (78%) used MT4C at least once; 20 (22%) participants did not use it at all. At baseline, there were no statistically significant differences in demographic characteristics and in outcome variables (HHI, GSES, and SF-12v2 mental component score and physical component score) between users and nonusers. At three months, participants who used MT4C at least once during the three-month period (users) reported higher mean GSES scores (P=0.003) than nonusers. Over time, users had significantly higher
GSES scores than nonusers (P=.048). Reasons for nonuse of MT4C included the following: caregiving demands, problems accessing MT4C (poor connectivity, computer literacy, and navigation of MT4C), and preferences (for paper format or face-to-face interaction).

Conclusions: Web-based interventions, such as MT4C, have the potential to increase the self-efficacy of carers of persons with ADRD and MCC. Future research with MT4C should consider including educational programs for computer literacy and providing alternate ways to access MT4C in addition to Web-based access.

Trial Registration: ClinicalTrials.gov NCT02428387; https://clinicaltrials.gov/ct2/show/NCT02428387
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Web-based intervention; carers; dementia; multiple chronic conditions; program evaluation

Introduction
Family carers (unpaid family or friends) of persons with Alzheimer disease and related dementias (ADRD) have been recognized worldwide as providers of the majority of care [1]. The need to support these family carers is well documented as they experience significant changes in their lives [2] that can negatively impact their physical and mental health [3,4]. Family carers have been found to seek information for themselves and others using computers, smartphones, or other electronic means more frequently than noncarers [5]. Web-based interventions to support family carers are increasingly becoming available and affordable, flexible, and accessible [6]. In a recent meta-analysis, Web-based interventions for family carers were found to have positive outcomes such as increased mental health [7] and self-efficacy [8]. However, carers have also reported barriers to using Web-based interventions such as difficulty with language and computer literacy [9] and with navigation of the websites [10]. The limited interaction with other carers when using Web-based interventions has also been a concern [11,12].

A Web-based intervention, My Tools 4 Care (MT4C), was developed to support family carers of persons with ADRD and multiple chronic conditions (MCC). MT4C was initially developed as a hard copy workbook that was piloted and showed promise in terms of helping family carers of persons with dementia [13]. The next step was to work with Atmist (Web developers), the research team, and family carers to develop a feasible, acceptable, and easy-to-use Web-based version. MT4C [14] is a self-administered, flexible, tailored intervention as carers decide which activities they wish to engage in and when. It can be used on a computer, tablet, or smartphone. MT4C was evaluated during a pragmatic mixed methods randomized control trial with 199 carers between June 2015 and April 2017 and was found to significantly increase participants’ hope in the treatment group compared with the control group [15].

Of 92 participants in the treatment group, 20 (22%) did not use MT4C over the three-month period. This is similar to other Web-based internet intervention studies that reported a substantial number of treatment group participants who did not use the interventions [10,12]. The Consolidated Standards of Reporting Trials-Electronic Health guidelines for reporting Web-based intervention trials recommend the common practice of using an intent-to-treat analysis in trials that include users and nonusers [16]. However, it is also important to examine the data of nonuser participants [17]. This paper reports a secondary analysis to provide insight into the characteristics and the difference in outcomes of hope, general self-efficacy, and quality of life in users versus nonusers of MT4C. This examination of MT4C will inform the evaluation of future Web-based interventions for family carers of persons with ADRD and MCC.

The aim of this secondary analysis was to examine differences in outcomes (hope, self-efficacy, and quality of life) in participants who used MT4C (users) in a three-month period versus those who did not use it (nonusers) and to examine reasons for nonuse. The following research questions guided the study:

1. Was there a significant difference in demographic characteristics in the users versus nonusers?
2. Was there a significant difference in hope, self-efficacy, and quality of life at three months in users versus nonusers?
3. What were the reasons for nonuse from the qualitative data collected for nonusers?

Those who did not use MT4C were not a control group, as they had the opportunity to use it. The nonusers had been randomly assigned to the treatment group but chose not to use MT4C. We hypothesized that the users of MT4C will report a statistically significant increase in hope, self-efficacy, and quality of life compared with the nonusers.

Methods

Design
A detailed protocol [18] and 2 articles describing MT4C and its evaluation have been published elsewhere [15,19]; thus, only details relevant to this secondary analysis are provided herein. Similar to the pragmatic trial, this study utilized a mixed methods comparative design. The data reported here focus on family carers allocated to the treatment group (N=101). Qualitative data from the interviews and quantitative data from the treatment group collected during the original study were integrated in the results stage. Qualitative data were used to understand the quantitative results.

Ethics
The primary study received ethical approval from the University of Alberta Health Research Ethics Board (No. Pro00048721) and the Hamilton Integrated Research Ethics Board (No.
The initial ethics application included the ability to conduct a secondary analysis of the data.

**Recruitment of Participants**

Family carers were invited to participate if they were over the age of 18 years and were caring for a person aged 65 years or older living with ADRD and MCC in the community. In addition, they needed to have a valid email address and access to a computer. Family carers were recruited through multiple community organizations including Alzheimer Society branches in each province and advertisements in local community newspapers in Alberta. If they met the eligibility criteria, they were asked to contact the researchers. Participants were randomly assigned to a treatment or control group using stratified permuted block randomization. Different consent forms (one for the treatment group and one for the control group) were used to blind participants regarding their group assignment.

Once consent was obtained, trained data collectors collected all data (baseline, one month, and three months) via telephone and entered it into REDCap, a secure, password-protected Web-based data collection service, offered at the University of Alberta. Data collection occurred from June 2015 to April 2017 and is reported in more detail in the study protocol [18]. Data collection procedures for the treatment group and the number of participants at each period are presented in Figure 1.

**Intervention**

Following baseline interviews, participants in the treatment group received free, password-protected access to MT4C for three months. Research assistants, using a standardized script, instructed the participants to access MT4C at their convenience on a computer, tablet, or smartphone. A follow-up email was sent to participants in the treatment group with instructions on how to access the site and their login information. After logging in, the first page provided instructions on how to use MT4C. Each Web page also contained a menu outlining the sections that comprised MT4C: (1) about me; (2) common changes to expect; (3) frequently asked questions; (4) resources; (5) important health information; and (6) calendar. MT4C also provided options to add formatted text, photos, and PDF files in certain sections. All information entered by participants was treated confidentially and was not accessible to the study team. Participants also received an electronic copy of the Alzheimer Society’s *The Progression of Alzheimer’s Disease* booklet [20], a copy of the study questionnaires, and the MT4C toolkit.
checklist intended for participants to record their use of the MT4C site. During the one-month interview, trained data collectors encouraged nonusers to use MT4C. No changes or alterations were made to MT4C during the study.

Measures

Data Collection

Data collected at baseline included age, gender, years in caregiver role, employment status, ethnicity, household income before taxes, living arrangement, the relationship to the person with ADRD and MCC, and any assistance with caregiving. Data regarding sex, age, and number of chronic conditions of the person with ADRD and MCC were also collected.

Data on family carers’ hope, self-efficacy, and health-related quality of life (HRQOL) were collected at baseline, one month, three months, and 6 months by trained research assistants using the measures outlined in the following section. Figure 1 outlines the data collection procedures.

Herth Hope Index

To measure hope using the Herth Hope Index (HHI), participants answered 12 questions scored on a Likert-type scale from 1 (strongly disagree) to 4 (strongly agree). A total hope score (range 12-48) was reported (higher scores indicate higher hope) along with 3 subscales: (1) temporality and future, (2) positive readiness and expectancy, and (3) interconnectedness. The HHI has a test-retest reliability of 0.91 (P<.05) and criterion-related validity r of 0.81 to 0.92 (P<.005) [21].

General Self-Efficacy Scale

The General Self-Efficacy Scale (GSES) is a measure of perceived self-efficacy or belief that one can deal with difficult tasks or cope with adversity using a 10-item 4-point scale [22]. Total scores ranged from 10 to 40. It is a reliable tool with a Cronbach alpha coefficient ranging from .76 to .90 (P<.05).

Short Form 12-Item Health Survey

The SF-12v2 is a measure of HRQOL, consisting of 12 questions measuring 8 domains of well-being and functioning (physical functioning, role functioning, bodily pain, general health, vitality, social functioning, emotional health, and mental health) [23,24]. Responses to the 12 questions are summarized by 2 scores: physical component summary score (PCS; estimated test-retest reliability of r=0.89) and a mental component summary score (MCS; estimated test-retest reliability r=0.86) that range from 0 to 100 [25].

Qualitative Interviews

Interviews were semistructured and completed over the telephone by a trained research assistant. All interviews were audio-recorded and transcribed verbatim by an experienced transcriptionist. Participants were asked questions such as What were you thinking about when you worked on MT4C? Did it help you deal with significant changes? What did you like best? and What did you like least? As indicated by the larger study protocol, qualitative interviews were conducted with a subsample of study participants. For those in the treatment group, 6 of the 20 nonusers were interviewed using semistructured interviews.

My Tools 4 Care Checklist (Use of My Tools 4 Care)

The MT4C checklist was developed by the research team and was used to collect data on the participants’ use of MT4C. The checklist was intended for participants to keep track of the number of times they accessed each section of MT4C and the amount of time spent on each section. Data from the checklist were used to determine the use of MT4C at one month and three months.

Participants also made comments on the checklist about their nonuse, which were considered qualitative data for this study.

Data Analysis

Data were entered in SPSS version 24 (IBM) and checked for accuracy by a trained research assistant. Before data analysis, participants were divided into 2 groups: (1) participants who used MT4C at least once over three months and (2) participants who did not use MT4C within the three-month period. Use of MT4C was captured using a dichotomous variable, where 1=used MT4C at least once during the three-month intervention period and 0=did not use MT4C during the three-month intervention period.

Participant Characteristics

Means and SDs were used to represent continuous demographic characteristics of participants and persons with ADRD and MCC; categorical data were reported with numbers and percentages. Chi-squared statistical analysis and t tests were used to determine differences in demographic characteristics between the groups.

Outcome Measures

Analysis of covariance (ANCOVA) was used to test the differences in outcome variables between users and nonusers at three months. Separate ANCOVA models were run for each outcome, with the three-month outcome as the dependent variable, group (users and nonusers) as the independent variable, and baseline value of the outcome as the covariate. A P value of <.05 was used for statistical significance, and 2-sided tests were used. A complete case analysis was used, which means we did not impute for missing data (ie, we used people who had a complete record for the 3 time points baseline, one month, and three months).

Generalized estimating equations (GEE) were used to determine differences between the 2 groups (users vs nonusers) over time for the main outcome variables of HHI, GSES, and SF-12v2 MCS and PCS. GEE is an alternative statistical method appropriate for repeated measures data and is more flexible than other methods (eg, repeated measures ANCOVA) because it does not require that outcomes be normally distributed and can handle both continuous and dichotomous outcomes. It can also be used with small sample sizes [26]. Use was captured dichotomously at 3 time points in the GEE models, with use=0 for all intervention group participants at baseline, and 1 (used) or 0 (did not use) at one month and three months (depending on use reported by participants at these time points). Separate GEE models were run for each outcome (primary and secondary).
Reasons for Nonuse of My Tools 4 Care

Nonusers’ MT4C checklist and qualitative data from interviews were analyzed using content analysis [27] and informed the quantitative data in the results phase. Transcripts were read overall by a trained research assistant and organized into categories to address the study purpose. Trustworthiness of the data was maintained by keeping an audit trail and using participants’ words as much as possible.

Results

Comparison of User and Nonuser Participants

A total of 101 participants were allocated to the treatment group at baseline. Following baseline measures, 9 participants withdrew and the remaining 92 participants received instructions on how to access MT4C. Figure 1 illustrates the number of persons at baseline and three months. The mean age of all participants in the treatment group was 63.5 years (SD 12.0), and they had been carers for an average of 4.1 years (SD 3.9).

The majority of participants were female (73/92, 79%), white (84/92, 91%), were living with a person with ADRD (63/92, 62%), and were the spouse of a person with ADRD (48/92, 52%). No statistically significant differences were found in the demographic characteristics of users and nonusers (Table 1).

The means and SDs of the outcome measures (HHI, GSES, MCS, and PCS for each group at baseline and three months) are presented in Table 2.

Table 3 provides the ANCOVA results for each outcome. The group variable (users and nonusers) was significant for the GSES outcome (\(P=.003\)), indicating that the use of MT4C during the three-month period was associated with an increase in GSES from baseline to three months. The use of MT4C was not associated with significant differences in the other outcomes.

Table 4 provides the GEE model results and shows that the use of MT4C was associated with an increase in GSES over three months (\(P=.048\)). The use of MT4C was not associated with significant changes in the other outcomes.
Table 1. My Tools 4 Care users versus nonusers: baseline comparison characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Used MT4C(^a) (N=72)</th>
<th>Did not use MT4C (N=20)</th>
<th>Total sample (N=92)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Carers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (19)</td>
<td>5 (25)</td>
<td>19 (20)</td>
<td>.59</td>
</tr>
<tr>
<td>Female</td>
<td>58 (80)</td>
<td>15 (75)</td>
<td>73 (79)</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>62.8 (12.2)</td>
<td>65.8 (11.3)</td>
<td>63.5 (12.0)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Caregiving (years), mean (SD)</strong></td>
<td>3.9 (4.0)</td>
<td>4.8 (3.6)</td>
<td>4.1 (3.9)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Education (years), mean (SD)</strong></td>
<td>14.2 (2.9)</td>
<td>14.2 (2.8)</td>
<td>14.2 (2.9)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Chronic conditions, mean (SD)</strong></td>
<td>2.3 (1.6)</td>
<td>2.2 (1.3)</td>
<td>2.2 (1.6)</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with someone</td>
<td>60 (83)</td>
<td>17 (85)</td>
<td>77 (84)</td>
<td>.87</td>
</tr>
<tr>
<td>Single, widowed, divorced/separated</td>
<td>12 (17)</td>
<td>3 (15)</td>
<td>15 (16)</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>66 (9)</td>
<td>18 (90)</td>
<td>84 (9)</td>
<td>.97</td>
</tr>
<tr>
<td>Other</td>
<td>5 (7)</td>
<td>2 (10)</td>
<td>7 (8)</td>
<td>.97</td>
</tr>
<tr>
<td><strong>Employed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>31 (4)</td>
<td>3 (15)</td>
<td>34 (3)</td>
<td>.05</td>
</tr>
<tr>
<td>No</td>
<td>41 (57)</td>
<td>16 (84)</td>
<td>57 (6)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Living with care recipient, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (6)</td>
<td>13 (6)</td>
<td>63 (68)</td>
<td>.71</td>
</tr>
<tr>
<td>No</td>
<td>22 (31)</td>
<td>7 (35)</td>
<td>29 (31)</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Relationship to care recipient, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Husband/wife/life partner</td>
<td>37 (51)</td>
<td>11 (55)</td>
<td>48 (52)</td>
<td>.77</td>
</tr>
<tr>
<td>Other</td>
<td>35 (9)</td>
<td>9 (45.0)</td>
<td>44 (48)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Finances meet needs, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely, very well, adequately</td>
<td>60 (8)</td>
<td>14 (7)</td>
<td>74 (80)</td>
<td>.18</td>
</tr>
<tr>
<td>With some difficulty, not very well, totally inadequate</td>
<td>12 (17)</td>
<td>6 (30)</td>
<td>18 (19)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Household income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40,000</td>
<td>17 (24)</td>
<td>5 (25)</td>
<td>22 (24)</td>
<td>.99</td>
</tr>
<tr>
<td>&gt;40,000 and &lt;70,000</td>
<td>18 (25)</td>
<td>4 (20)</td>
<td>22 (24)</td>
<td>.99</td>
</tr>
<tr>
<td>&gt;70,000</td>
<td>26 (36)</td>
<td>8 (40)</td>
<td>34 (37)</td>
<td>.99</td>
</tr>
<tr>
<td>No response</td>
<td>11 (15)</td>
<td>3 (15)</td>
<td>14 (15)</td>
<td>.99</td>
</tr>
<tr>
<td><strong>Assistance with caring, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>49 (68)</td>
<td>15 (75)</td>
<td>64 (70)</td>
<td>.55</td>
</tr>
<tr>
<td>No</td>
<td>23 (32)</td>
<td>5 (25)</td>
<td>28 (30)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Care recipient</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, mean (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (51)</td>
<td>11 (55)</td>
<td>48 (52)</td>
<td>.77</td>
</tr>
<tr>
<td>Female</td>
<td>35 (49)</td>
<td>9 (45)</td>
<td>44 (48)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>79.6 (7.7)</td>
<td>82.5 (6.5)</td>
<td>80.2 (7.5)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Chronic conditions, mean (SD)</strong></td>
<td>10.6 (4.2)</td>
<td>10.1 (4.1)</td>
<td>10.5 (4.2)</td>
<td>.63</td>
</tr>
</tbody>
</table>

\(^a\)MT4C: My Tools 4 Care.
Table 2. Mean and SD of outcomes at baseline and three months for users and nonusers.

<table>
<thead>
<tr>
<th>Outcomes at baseline</th>
<th>Users MT4C&lt;sup&gt;a&lt;/sup&gt; (N=72), mean (SD)</th>
<th>Nonusers MT4C (N=20), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>50.80 (12.01)</td>
<td>50.51 (9.62)</td>
</tr>
<tr>
<td>MCS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>46.41 (10.38)</td>
<td>44.19 (11.66)</td>
</tr>
<tr>
<td>HHI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>39.08 (4.72)</td>
<td>37.78 (6.16)</td>
</tr>
<tr>
<td>GSES&lt;sup&gt;e&lt;/sup&gt;</td>
<td>32.41 (4.15)</td>
<td>31.37 (4.17)</td>
</tr>
</tbody>
</table>

| Outcomes at one month | | |
|-----------------------| | |
| PCS                   | 50.74 (11.14) | 48.20 (8.83) |
| MCS                   | 47.57 (10.26) | 45.83 (12.89) |
| HHI                   | 39.45 (5.07) | 38.61 (5.92) |
| GSES                  | 32.99 (4.01) | 30.02 (4.92) |

| Outcomes at three months | | |
|--------------------------| | |
| PCS                      | 50.25 (10.99) | 50.37 (7.84) |
| MCS                      | 47.48 (9.74) | 44.69 (12.02) |
| HHI                      | 39.89 (5.18) | 38.52 (5.70) |
| GSES                     | 32.76 (4.43) | 29.21 (6.19) |

<sup>a</sup>MT4C: My Tools 4 Care.<br/>
<sup>b</sup>PCS: physical component score (SF-12v2).<br/>
<sup>c</sup>MCS: mental component score (SF-12v2).<br/>
<sup>d</sup>HHI: herth hope index.<br/>
<sup>e</sup>GSES: general self-efficacy scale.
Table 3. Analysis of covariance results for outcomes from baseline to three months for users versus nonusers (group).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Parameter estimate (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SF-12v²</strong> <em>(PCSᵇ and MCSᶜ; n=76)</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PCS at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>16.09 (8.60 to 23.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PCS—baseline</td>
<td>0.70 (0.56 to 0.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>−1.36 (−5.43 to 2.72)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>MCS at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>16.77 (6.03 to 27.51)</td>
<td>.003</td>
</tr>
<tr>
<td>MCS at baseline</td>
<td>0.59 (0.39 to 0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>2.79 (−2.35 to 7.93)</td>
<td>.28</td>
</tr>
<tr>
<td><strong>HHIᵈ(n=78)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HHI factor 1 at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.16 (−0.48 to 4.80)</td>
<td>.11</td>
</tr>
<tr>
<td>HHI factor 1 at baseline</td>
<td>0.81 (0.61 to 1.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>0.59 (−0.35 to 1.53)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>HHI factor 2 at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.21 (1.75 to 6.67)</td>
<td>.001</td>
</tr>
<tr>
<td>HHI factor 2 at baseline</td>
<td>0.67 (0.49 to 0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>0.49 (−0.29 to 1.26)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>HHI factor 3 at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.62 (2.09 to 7.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HHI factor 3 at baseline</td>
<td>0.62 (0.43 to 0.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>0.49 (−0.40 to 1.38)</td>
<td>.28</td>
</tr>
<tr>
<td><strong>HHI total score at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>5.50 (−1.62 to 12.62)</td>
<td>.13</td>
</tr>
<tr>
<td>HHI at baseline</td>
<td>0.84 (0.66 to 1.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>1.47 (−0.62 to 3.56)</td>
<td>.17</td>
</tr>
<tr>
<td><strong>GSESᵉ(n=77) at three months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.14 (−2.59 to 10.86)</td>
<td>.22</td>
</tr>
<tr>
<td>GSES at baseline</td>
<td>0.78 (0.58 to 0.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group</td>
<td>3.23 (1.12 to 5.33)</td>
<td>.003f</td>
</tr>
</tbody>
</table>

ᵃSF-12v2: short-form 12-item health survey.
ᵇPCS: physical component score (SF-12v2).
ᶜMCS: mental component score (SF-12v2).
ᵈHHI: herth hope index.
ᵉGSES: general self-efficacy scale.
ᶠSignificant at P<.05.
Table 4. Generalized estimating equation results for outcomes (repeated measures analysis over three months [time 2=one month; time 3=three months]) for users compared with nonusers. Time 2 (one month from baseline) was not a significant factor in time 3 outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Estimate</th>
<th>SE (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SF-12v2</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PCS</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time 3</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (users)</td>
<td>−2.03</td>
<td>1.68 (−5.32 to 1.27)</td>
<td>.23</td>
</tr>
<tr>
<td>Time 2</td>
<td>−0.23</td>
<td>0.94 (−2.07 to 1.60)</td>
<td>.80</td>
</tr>
<tr>
<td><strong>MCS</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time 3</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (users)</td>
<td>0.89</td>
<td>1.70 (−2.44 to 4.21)</td>
<td>.60</td>
</tr>
<tr>
<td>Time 2</td>
<td>−0.15</td>
<td>1.06 (−2.22 to 1.92)</td>
<td>.89</td>
</tr>
<tr>
<td><strong>HHI</strong>&lt;sup&gt;e&lt;/sup&gt; total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time 3</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (users)</td>
<td>−0.38</td>
<td>0.86 (−2.06 to 1.30)</td>
<td>.66</td>
</tr>
<tr>
<td>Time 2</td>
<td>−0.44</td>
<td>0.52 (−1.45 to 0.58)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>GSES</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time 3</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (users)</td>
<td>1.55</td>
<td>0.78 (0.01 to 3.09)</td>
<td>.048&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>Time 2</td>
<td>0.06</td>
<td>0.42 (−0.77 to 0.89)</td>
<td>.89</td>
</tr>
</tbody>
</table>

<sup>a</sup>SF-12v2: short-form 12-item health survey.
<sup>b</sup>PCS: physical component score (SF-12v2).
<sup>c</sup>Reference group.
<sup>d</sup>MCS: mental component score (SF-12v2).
<sup>e</sup>HHI: herth hope index.
<sup>f</sup>GSES: general self-efficacy scale.
<sup>g</sup>Significant at P<.05.

**Reasons for Nonuse of My Tools 4 Care**

Reasons for nonuse of MT4C reported in the qualitative data included the following: caregiving demands; problems accessing and navigating the site; and preference for paper or in-person contact. Participants reported being consumed with the role of caregiving and as a result did not have enough time to use MT4C. As one participant said: “...and I got to admit that it was, uh, something that, uh, I didn’t go onto too much, just strictly because of all the other things that were—were going on this past month.” Those who were able to find a little bit of time to look at MT4C found they were quickly distracted by the care recipient and ultimately did not use it. One participant described having to stop using MT4C to tend to her husband: “Well, um, I just finished reading it, and—and—and, then, I had to go off because I had to go help my husband.”

Caregiving demands also resulted in nonuser participants feeling stressed. As one participant said: “I’m extremely stressed with taking care of my wife, and so I lost the email with login instructions.” Another indicated that the lack of energy was a factor “…[I] work full time early morning to late evening…and at the end of the day, I don’t have the energy or time to go on the computer.”

Problems accessing MT4C were related to poor internet connections, computer literacy, and difficulties navigating the site. Nonusers who lived in rural areas reported poor internet connections: “…my internet connection at home is poor—I live in a rural area.” Several nonusers described their lack of experience with computers (computer literacy): “No, it—it’s, uh, as far as the computer is concerned, it’s the—the operator of it that’s at fault.”; another said: “Um, well, I get frustrated at myself when, you know, I’m working on the website...”

In terms of difficulty navigating the site, participants described forgetting the link to log in and difficulty printing instructions for the site. A participant described her frustration with not being able to find where she had previously been working on the site after being interrupted by her husband, “he kept interrupting me. Then, I couldn’t find where I left off to continue...” Caregiving demands coupled with navigating the site were the reason this participant did not use MT4C.
Nonusers also seemed to have a preference for access to hard copy or paper format of MT4C and interaction with other carers. As a participant said, “...Sometimes, you actually have to have something printed in front of you, uh, and I’m better off—I’m better with paper. In some instances, to sit and reflect, I’m not really good at what—I’m not really one of those people who can do it all on-line.” This participant described his lack of experience with working on the Web, but also suggested his preference was for paper. Another participant suggested a preference for social interaction rather than Web-based tools: “I think—I think I know—and this is [chuckles]—this isn’t specific to this Toolkit, but it sort of relates to it: um, I think I’m the kind of person who gets a lot more out of, you know, actual social interaction around something.”

The reasons for nonuse of MT4C, although reported as separate issues, appeared to be interrelated. For example, the lack of computer literacy meant it took more time to use MT4C, but with caregiving demands, less time was available. Furthermore, participants who are not computer literate became frustrated and thus preferred a paper format.

Discussion

General Self-Efficacy

The main findings of this study were a statistically significant difference between the users and nonusers of MT4C with regard to general self-efficacy (the confidence in their ability to deal with difficult situations). General self-efficacy significantly increased in the user group.

Other studies have found that general self-efficacy has a significant positive relationship with the quality of life of family carers of people with chronic illness [28]. For family carers of persons with dementia, self-efficacy has been found to have a significant relationship with health outcomes such as mental health [29,30] and, in particular, is negatively correlated with depression [31,32]. In the larger study, hope was found to be positively associated with general self-efficacy [13]. When the hope of participants increased, so did their confidence in their ability to deal with difficult situations. However, in the larger study using the intent-to-treat analysis, which included nonusers, general self-efficacy was not found to be significantly different in the treatment versus the control group, but hope was. It was important to further examine differences between users and nonusers in the treatment group, as the finding that self-efficacy was higher in users versus nonusers supports the intervention model in which MT4C has the potential to increase quality of life by increasing self-efficacy.

Reasons for Nonuse

The qualitative data suggested that caregiving demands, accessibility to the site, and preference for a paper version or face-to-face interaction were barriers to use for nonuser participants. Caregiving demands with subsequent family carer lack of energy and feelings of stress are consistent with the findings from the qualitative data from all participants in the larger study [19]. Quality of life scores at each time period for users and nonusers were not significantly different; however, whether the nonuser group experienced a more pronounced lack of energy and higher levels of stress than those in the user group is unclear. Future research should potentially also measure fatigue and stress as possible barriers to the use of Web-based interventions.

Poor connectivity to the internet was described as a barrier to use of MT4C by nonuser participants. Web-based interventions have been considered to be of benefit particularly for rural populations because of considerations related to accessibility [33]. However, poor connectivity to the internet, particularly for persons in rural areas in Canada, is a barrier to the use of any Web-based intervention [34,35]. Poor connectivity should be a concern for any research with Web-based interventions and possibly an exclusion criterion for participants in efficacy and effectiveness trials.

Computer literacy (ie, the ability to use computers and related technology efficiently) appeared to be one of the barriers to using MT4C. Inclusion criteria for the study included access to a computer and an email address. However, in this study, a measure of computer literacy was not used. Park et al [36], following an integrated review of health-related internet use of family carers of children, suggested that Web-based interventions should also include educational programs to increase computer literacy. Although MT4C was previously determined to be easy to use, an additional tell me more feature could be embedded into the program to assist carers who have low computer literacy.

What is unclear from our study is if access issues and computer literacy resulted in some participant preferences for a paper format and/or face-to-face supportive interactions. Moreover, the nonusers referred in their comments to in-person interaction with other carers not Web-based interaction with other carers. When interaction with other family carers was added to a Web-based intervention, caregiving demand and computer literacy were also found to have an impact on the perceived benefit of a Web-based intervention [37]. This suggests that Web-based interventions to support family carers of persons with ADRD and MCC should not be the only format for support, but opportunities to use a paper version of MT4C and in-person face-to-face interactions are also important.

Limitations

This study was a secondary analysis; thus, follow-up interviews with nonuser participants were not conducted. Follow-up interviews would have been completed to further explore participants’ reasons for nonuse and to answer questions about the relationship between computer literacy and their preferences for a paper format. Low computer literacy and poor connectivity were also not considered as exclusion criteria for the study, possibly influencing the results.

Importantly, this comparison involves a sample that was not randomly assigned, thus limiting the generalizability of the study. Although there were no statistically significant differences in the demographic characteristics between users and nonusers, there may be a potential imbalance between the groups based on unmeasured contextual characteristics. The findings contribute to the developing model of the intervention; however, in future studies, potential mediators and moderators should be
identified and their influence on the outcomes of the intervention should be evaluated.

Conclusions
The findings of this study reflect how comparisons of users and nonusers in Web-based intervention studies can improve Web-based interventions and the design of future studies. The statistically significant higher levels of general self-efficacy (or the confidence in the ability to deal with difficult situations) in users of MT4C is an important finding. Family carers of persons with dementia have reported significantly less self-efficacy than carers of persons without dementia [38]. As such, MT4C can potentially benefit family carers who are willing and able to use Web-based interventions. More research is needed to determine if adding an educational program for computer literacy may assist more family carers to access this Web-based intervention. In addition, future research should explore the use of MT4C in carers with diverse cultural backgrounds and languages.
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Abstract

Background: The association between health literacy and health care costs, particularly for hospitalizations and emergency room services, has been previously observed. Health information interventions aimed at addressing the negative impacts of inadequate health literacy are needed. The MedEncentive Mutual Accountability and Information Therapy (MAIT) Program is a Web-based system designed to improve health and lower costs by aligning patient-doctor incentives.

Objective: In this mixed methods study of a Web-based patient-doctor aligned-incentive, information therapy program conducted in an 1800-member employee health plan, we aimed to (1) determine the program’s quantitative impact on hospitalization and emergency room utilization and costs, and (2) assess survey responses about the program’s perceived value.

Methods: We used a mixed methods, single within-group, pre-post, descriptive study design. We analyzed quantitative data using pre-post mean utilization and cost differences and summarized the data using descriptive statistics. We used open-ended electronic survey items to collect descriptive data and analyzed them using thematic content analysis.

Results: Hospitalizations and emergency room visits per 1000 decreased 32% (26.5/82.4) and 14% (31.3/219.9), respectively, after we implemented the program in 2015-2017, relative to 2013-2014. Correspondingly, the plan’s annual per capita expenditures declined US $675 (95% CI US $470-865), or 10.8% ($675/$6260), after program implementation in 2015-2017 (US $5585 in 2013-2014 dollars), relative to the baseline years of 2013-2014 (US $6260; P<.05). Qualitative findings suggested that respondents valued the program, benefiting from its educational and motivational aspects to better self-manage their health.

Conclusions: Analyses suggested that the reported reductions in hospitalizations, emergency room visits, and costs were associated with the program. Qualitative findings indicated that targeted users perceived value in participating in the MAIT Program. Further research with controls is needed to confirm these outcomes and more completely understand the health improvement and cost-containment capabilities of this Web-based health information, patient-doctor, aligned-incentive program.

(J Med Internet Res 2019;21(10):e14772) doi:10.2196/14772
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**Introduction**

**Background**

Health literacy is defined as the “degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [1] and “the capacity of individuals to obtain, interpret, and understand basic health information and services and the competence to use such information and services in ways which enhance health” [1]. The association between patients’ health literacy levels and hospitalizations, preventable emergency room visits, and overall health care costs is established in the literature [2-7]. Not only is inadequate health literacy harmful and expensive, it is also prevalent. The 2003 National Assessment of Adult Literacy suggests that only 1 in 9 adults in the United States has proficient health literacy [6], contributing to billions of dollars in preventable expenditures per year [7]. Previous population-level studies have confirmed, when controlling for other person-level factors, that lower health literacy is a significant, independent factor associated with increased health care utilization and costs [2,3,5,8-10]. Specifically, inadequate health literacy has been associated with higher rates of hospitalizations and preventable emergency room visits [2,8,9]. Citing overwhelming empirical evidence, the US Department of Health & Human Services designated health literacy improvement as a top priority in 2010 [10]. Although inadequate health literacy is harmful, expensive, and prevalent, there have been few viable solutions to address the effects of inadequate health literacy in the general population and, much less, best practices to narrow the doctor-patient information asymmetry on a group level [5]. Best practices in the field of health literacy have recommended the need for universal precautions [11].

For decades, financial incentives to improve health care and health behaviors have been directed toward physicians and patients separately, with marginal success [12,13]. A recent study, in which a form of patient-doctor, aligned incentives was compared with traditional methods, found that the aligned-incentive approach produced superior outcomes [14]. Based on this finding, leading researchers in the field of behavioral economics concluded that “[aligned] financial incentives for patients and physicians could generate synergies that help patients, physicians, and health insurers achieve greater improvements in population health” [13]. Similar to health literacy, there are few, if any, viable patient-doctor, aligned-incentive solutions.

**Information therapy** is a term for “supplying patients with health information, enabling them to make informed decisions about their health and care, participate in their own well-being, and thus decrease the utilization of healthcare resources” [15]. It is further defined as providing patients with the right information, at the right time, in the right way, so patients can make informed decisions about their health [16]. Compensating physicians to provide an information therapy prescription to their patients as a reimbursable service is a concept suggested in the literature years ago but, heretofore, never attempted in a real-world setting [17]. Incentivizing patients to engage in information therapy and demonstrate assimilation of the information is a new concept, as is the idea of offering patient-doctor aligned incentives to empower and motivate patients with knowledge to self-manage their health. Reward-induced information therapy has the potential to offer a simple and sustainable solution to mitigating the debilitating effects of inadequate health literacy, in a manner that improves health and lowers per capita utilization and expenditures [17,18].

Prior research suggests that the majority of the general population have inadequate or marginal health literacy, requiring remediation when accessing the health care system [6]. Information therapy, as an established, systemwide practice, potentially provides a universal approach to support patients’ health information needs—a key contribution to health literacy. We contend that utilization and cost are established outcome proxies to assess effects associated with information therapy [2,7].

**Objective**

The purpose of this study was to evaluate the outcomes of an employee health plan over a 5-year period, before and after the introduction of a Web-based information therapy, patient-doctor, aligned-incentive program. More specifically we aimed to (1) determine the impact (quantitatively) of the program on inpatient and emergency room utilization and costs, which also are proxies for overall health status, before and after implementation; and (2) evaluate participants’ experiences using the program in correlation with the quantitative results.

**The MedEncentive Mutual Accountability and Information Therapy Program**

The MedEncentive Mutual Accountability and Information Therapy (MAIT) Program is a Web-based, mobile-enabled, information therapy, patient-doctor aligned-incentive program that promotes patient education and personal accountability, and supports health care cost containment [17,18]. MedEncentive’s customers are health insurance plans sponsored by self-insured employers, governments, health systems, and commercial insurers. The MedEncentive program augments the sponsor’s health plan (plan) as an additional benefit to the plan’s members (beneficiaries). In the case of self-insured employers, the plan’s summary plan description is modified to recognize the program as a benefit. As part of the service agreement, the plan sponsor directs its plan administrator (third-party administrator) to electronically transmit plan-member demographic enrollment and claims files to MedEncentive’s computer system, and receive reward files for payment to doctors and patients who participate in the program. These electronic data exchanges employ industry-standard transmission protocols and data formats, so that they are secure, automated, and maintenance-free.

**Program Overview**

The MAIT Program uses plan sponsor-supplied member enrollment data to send orientation letters and personalized membership identification cards to all adult plan members. A program opportunity, for both doctors and patients, is initiated when doctors access the program’s website, or as a result of MedEncentive’s receipt of a claim associated with a covered...
service. Covered services include any visit, consultation, or preventive examination rendered in-office to a covered member, by physicians (eg, doctor of medicine, doctor of osteopathy) of any medical specialty, or by licensed physician extenders (ie, nurse practitioners or physician assistants), for any medical condition or wellness examination.

**The Provider's Experience**

MedEncentive uses the diagnosis from the transmitted office visit claim to notify physicians of program opportunities via fax and email. These notices direct physicians to the MedEncentive website, where they may elect to participate in the program in 2 ways: (1) on a point-of-service (POS)-initiated basis, or (2) on a claims-initiated basis. The POS-initiated version is typically accomplished when practice personnel assign an identifier in their in-office computer system to patients covered by the program. These systems automatically notify doctors to access the program’s website during or shortly after a covered office visit, to initiate an opportunity by entering the patient’s diagnosis (see Multimedia Appendix 1). The MAIT Program can be integrated with in-office systems, which was the case in this implementation.

The claims-initiated version serves as a safety net in case a POS-initiated opportunity is missed. In the claims-initiated version, the MedEncentive system monitors incoming insurance claims to see whether physicians have previously used the POS-initiated version of the program. If not, then the system uses claim information to preload the patient’s diagnosis and send the doctor the fax or email opportunity notice. When doctors choose to participate via the POS- or claims-initiated version, they access the program’s website to complete 2 tasks: (1) consider evidence-based medicine treatment guidelines, and (2) select a patient educational article that the program’s computer system lists in relevancy order to the patient’s diagnosis (see Multimedia Appendix 2). The POS-initiated version functions identically to the claims-initiated version, with the exception of diagnosis input, time limits, and level of compensation. Since the program places a premium on timeliness, doctors earn US $15.00 for completing a POS-initiated session and US $7.50 for completing a claims-initiated session.

When physicians do not participate within 4 days of a claims-initiated notification, patients select their own articles from the list in conjunction with their program opportunity. As a result of this accommodation, both doctors and patients can earn the program’s financial rewards independently of the other party’s participation.

**The Patient's Experience**

Patient opportunities are initiated as a result of doctor participation, or as a result of office visit claims processing. Patients are notified of their opportunities to participate, by email notices or letters sent to their home, after each office visit (see Multimedia Appendix 3). Patients have 2 weeks to complete their information therapy sessions. For successfully completing a session, patients earn a financial reward, typically a refund of their office visit copay of US $15 or more. To earn their financial reward, patients access the program’s website to (1) read the prescribed or self-selected educational article (see Multimedia Appendix 4), (2) demonstrate their understanding of the health information by passing an open-book test or declaring their comprehension (see Multimedia Appendix 5), (3) declare their adherence or provide a reason for nonadherence (see Multimedia Appendix 6), (4) agree to allow their physician to review their knowledge and adherence assessments (see Multimedia Appendix 7), and (5) rate how consistent their physician’s care is to what they have just learned about recommended treatments (see Multimedia Appendix 8).

Participation within required time frames is referred to as an information therapy *success*. When an opportunity expires without completion, this is referred to as a *miss*. Once a quarter, patients are given a second chance to complete the misses that occurred during the previous 90 days.

**Patient Educational Content**

While the program can be adapted to most Web-based educational content, MedEncentive used Healthwise articles in this implementation. Healthwise, Incorporated (Boise, ID, USA) is a conflict-free, nonprofit organization, nationally recognized for providing evidence-based, easy-to-understand health education at the fifth-grade reading level. They supply technology solutions that integrate with complex health information technology systems, with expert guidance on behavior change and shared decision making within the field of health care.

**Methods**

**Design**

This study used a mixed methods, single within-group, pre-post, descriptive study design to evaluate the MedEncentive MAIT Program. We used open-ended electronic survey items to collect descriptive data. Multimedia Appendix 9 shows the program study flowchart.

**Setting**

The study involved the employee health plan of a not-for-profit, acute-care general hospital (health plan sponsor) located in a semirural community in the south-central United States. The hospital is staffed by more than 1400 employees, with more than 100 physicians representing more than 30 specialties.

**Sample**

The study sample comprised the plan sponsor’s employees and their covered dependents, to include spouses and children. The employees in the health plan were hospital and clinic personnel, including doctors, nurses, and other medical professionals, as well as administrative and support staff. No person in the covered population was excluded from this study or its analyses. We did not adjust to account for new hires or terminations.

**Data Sources**

The analysis of the program implementation relied on multiple sources of data and related background information. The health plan sponsor, its third-party administrator, and its pharmacy benefits manager were the primary sources of plan-member enrollment, medical claims, and pharmacy expenditure data,

---
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from 2013 through 2017. We compiled the provider and patient program activity data and survey responses from MedEncentive’s computer system.

**Quantitative Procedures**

Quantifying the impact of the MAIT Program involved a careful, step-by-step process of compiling and evaluating doctor and patient participation rates; the health plan’s 2013-2017 hospitalizations, emergency room visits, and total expenditures; and other demographic and comorbid condition variables, before and after the program was implemented.

**Doctor and Patient Participation Rates**

The MedEncentive computer system automatically calculates doctor and patient participation using a unit of measure called success rate. This metric is derived by dividing the number of program successes (successfully completed information therapy sessions) by the total number of opportunities (office visits) incurred by all covered plan members. While patients need to know their doctors have an opportunity to participate—thus making physician inclusion in the program essential—patient success rate is the metric most aligned with reductions in hospitalizations and per capita expenditures at a group level.

**Hospitalizations, Emergency Room Visits, and Total Health Care Expenditures**

Detailed claims data for medical services, excluding pharmacy, were transmitted to MedEncentive on a monthly basis by the plan sponsor and its third-party administrator. Each claim contained more than 200 data elements, such as type of service, diagnosis, rendering provider, service location, gross charges, and net payments. The claims data included physician compensation and patient rewards associated with the program.

We sorted these data by date of service (end date) to organize the medical activity into the year services were rendered, from 2013 through 2017. We observed a typical 90-day run-out period for each year to capture the incurred charges in the year they occurred. We removed dental and optometry claims, since these services are not covered or directly affected by the program. To account for total expenditures, we added the plan members’ direct out-of-pocket payments (copay amount, coinsurance, and deductible) to the amount paid by the plan sponsor. The clinical and economic analyses included all health plan enrollees, before and after implementation, regardless of program participation status.

**Qualitative Procedures**

We collected descriptive data about users’ experiences with the MAIT Program through open- and closed-item electronic surveys. Administered at the conclusion of every information therapy session, for both doctors and patients, the surveys were voluntary and had no effect on the participants’ financial rewards associated with the program. The open-ended items asked physicians and patients about their experience with the program and for their suggestions for improvement. Closed-ended survey items asked patients about (1) how helpful the educational article was for managing their diagnosis or in maintaining their health (2) how closely they were following the health recommendations contained in this article, (3) how much physician access to the program’s survey responses motivated them to improve their health literacy and health behaviors, (4) the importance of their physician’s awareness regarding the patient’s capacity for self-management, and (5) the importance of their physician’s awareness of the patient’s intention to accomplish health objectives.

**Analysis**

**Quantitative Analysis**

Since voluntary participation in the program by doctors and patients can be associated with the intended clinical and economic outcomes, we began our quantitative analysis by examining the standard doctor and patient success rate reports generated by the MedEncentive computer system. We were particularly interested in determining whether we had achieved the 55% patient success rate threshold, since it is predictive of the clinical and economic group-level effectiveness of the program.

We analyzed clinical and economic outcomes by comparing annual hospitalizations per 1000 enrollees, emergency room visits per 1000 enrollees, total expenditures per capita, and other variables for 2015-2017 (the implementation period) versus the baseline years (2013-2014), prior to implementing the program. We conducted pre-post analysis of mean cost differences, with confidence intervals, for emergency room, hospitalization, and total care costs [19-22]. Since the program was designed to motivate adherence to recommended treatments and mitigate the effects of inadequate health literacy, which are associated in the literature with hospitalizations, emergency room visits, and cost expenditures, these measures were the most effective means to measure program effectiveness [23-26]. To compare annual preimplementation versus postimplementation per capita expenditures, we multiplied the post period (2015-2017) annual episodes (units) of care (hospitalizations, emergency room visits, outpatient services, and pharmacy scripts) by the annual unit costs incurred during the baseline period (2013-2014). The normalization adjustments were made in consultation with the health plan sponsor (hospital) to adjust for known variables, such as pricing, coding, and charge capture. There were no significant benefit design changes over the 5-year period. We considered other health improvement and cost-containment initiatives and, upon analysis, ruled them out as significant contributors to the outcomes analyzed (hospitalizations and emergency room utilization, and total costs).

**Qualitative Analysis**

Structured, open-ended survey-item data were deidentified and cleaned, and prepared for analysis. We managed qualitative survey data responses using thematic content analysis, based on the topic addressed in the structured items and the response (eg, adherence, program satisfaction). We analyzed data in 2 stages to identify domains and taxonomies related to participant experiences [27]. The first round of coding included summarizing and reducing data into preliminary metadomains. Methods included deductive structural coding and inductive descriptive coding, based on themes that emerged from the surveys. In a second round of coding, we reduced coded data...
into meaningful domains. As we developed coding schemas to create domains, data samples were extracted and coded by at least two team members and evaluated for interrater reliability and validity.

Ultimately, we sorted open-ended survey data into program, provider (doctor), health status, and other categories. Comments pertaining to the program were coded as testimonials, suggestions and service requests, and complaints. Comments pertaining to providers were coded as testimonials and complaints. Comments pertaining to the patient’s health status were coded as general medical condition, improving medical condition, and worsening medical condition. Other comments included insurance complaints.

**Results**

**Quantitative Sample-Based Findings**

Table 1 presents the health plan’s total enrollees per annum, the mean annual enrollment, and the number of enrollees who received health care, as well as demographic variables, for the years 2013 through 2017. This study’s sample of patients comprised the plan sponsor’s employees and their covered dependents (ie, spouses and children), with a mean of 1803 per year over the 5-year study period (Table 1). It is notable that the plan grew from a mean of 1660 enrollees in 2013 to 1960 enrollees in 2017. The number of plan members receiving care grew from 1560 in 2013 to 1863 in 2017, and the total number of plan members enrolled at any point during a calendar year grew from 1752 in 2013 to 2554 in 2017. This growth was due, in large part, to the expansion of the hospital’s services and acquisition of local medical clinics.

**Patient Success (Participation) Rates**

Patient participation exceeded the targeted 55% success rate threshold in the first year, reaching 68.67% (4245/6182) at the end of 2015. Patient success rate continued to climb to 74.23% (5108/6881) in the first quarter of 2018 (Table 1). This level of patient participation predicted, with a high probability, that the clinical and economic outcome objectives would be achieved.

As Table 2 shows, young adults (18-29 years) had the lowest patient success rate (1885/2969, 63.49%) over the 3-year intervention period, while senior adults (≥65 years) had the highest success rate (697/894, 78.0%). The 60- to 65-year age group had the greatest improvement in success rate, climbing 18.4% from 2015 to 2017. This suggests that those with the greatest need participated in the program most frequently and dispels the notion that older adults may be technology challenged or averse to Web-based health literacy mechanisms. Also notable, males and females participated at essentially the same rate (4544/6463, 70.31% vs 8700/12,212, 71.24%, respectively), though females made far more office visits, and the number of office visits per capita remained consistent over the 3-year period (3.3-3.4 visits per annum).

**Provider Success (Participation) Rates**

The overall annual provider success rate started at 30.62% (1890/6173) at the end of 2015 and climbed to 45.41% (2619/5768) by the end of 2016. The providers employed by the hospital (health plan sponsor) achieved an even higher level of provider engagement, reaching 55.34% (1654/2989) by the end of 2016. This was due to two developments during the first 18 months of implementation. First, the hospital (plan sponsor) changed its policy of retaining the program’s compensation earned by its employed providers, agreeing to pass these payments on to their participating physicians. Second, the hospital integrated the program with the hospital’s electronic health record system, NextGen, a leading electronic health record supplier. This project was completed in 2016. As a result, doctors were able to access the program through the hospital’s electronic health record system, while having patient demographic and diagnosis information directly transmitted to the MedEncentive computer system. Providers were also automatically notified of covered patients before, during, and immediately after an office visit, offering physicians greater opportunity to use the more timely and higher-paying real-time version of the program.

**Clinical and Economic Outcomes**

Program effectiveness can, in part, be measured by an improvement in clinical outcomes, including overall hospitalization and emergency room visit rates. We compiled the total hospitalizations and emergency room visits from the claims data for the 2 years prior to program implementation (2013-2014), and the 3 years after deployment (2015-2017), as Table 3 shows. All members enrolled in the health plan were included in the totals. As Multimedia Appendix 11 illustrates, 2013 and 2014 hospitalizations per 1000, before the introduction of the program, were 87.3 and 82.4, respectively. In 2015, 2016, and 2017, after program implementation, the hospitalization rates were 57.2, 53.9, and 56.6, respectively (P<.05). On average, this represents a 32% (26.5/82.4) decrease in admissions per 1000, relative to the baseline year of 2014. Emergency room visits per 1000 in 2013 and 2014 were 251.8 and 219.9, respectively, whereas in 2015, 2016, and 2017, emergency room visits per 1000 plan members decreased to 191.3, 187.5, and 187.3, respectively (P<.05). In summary, hospitalizations and emergency room visit rates per 1000 decreased 32% (26.5/82.4) and 14% (31.3/219.9), respectively, in 2015-2017 after implementation of the program, relative to 2013-2014, prior to program implementation, inclusive of all enrollees (participants and nonparticipants).
### Table 1. Demographic characteristics of patients from 2013-2014 (before program implementation) and 2015-2017 (after program implementation).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Preimplementation</th>
<th>Postimplementation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013</td>
<td>2014</td>
</tr>
<tr>
<td>Enrollment, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total receiving care&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1560</td>
<td>1619</td>
</tr>
<tr>
<td>Total enrollees during year&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1752</td>
<td>1819</td>
</tr>
<tr>
<td>Mean annual enrollment&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1660</td>
<td>1760</td>
</tr>
<tr>
<td>Link to employee-based enrollment, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self&lt;sup&gt;b&lt;/sup&gt;</td>
<td>744 (42.5)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>780 (42.9)</td>
</tr>
<tr>
<td>Dependent&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1008 (57.53)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1039 (57.12)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>748 (42.7)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>776 (42.7)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>1004 (57.30)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>1043 (57.30)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age group (years) b&lt;sup&gt; &lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-17</td>
<td>454 (25.9)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>468 (25.7)</td>
</tr>
<tr>
<td>18-29</td>
<td>304 (17.4)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>350 (19.2)</td>
</tr>
<tr>
<td>30-39</td>
<td>295 (16.9)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>298 (16.4)</td>
</tr>
<tr>
<td>40-49</td>
<td>257 (14.7)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>277 (15.1)</td>
</tr>
<tr>
<td>50-59</td>
<td>274 (15.7)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>276 (15.2)</td>
</tr>
<tr>
<td>60-64</td>
<td>104 (6.0)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>102 (5.6)</td>
</tr>
<tr>
<td>65</td>
<td>62 (4)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>50 (3)</td>
</tr>
<tr>
<td>Age (years), mean&lt;sup&gt;b&lt;/sup&gt;</td>
<td>33.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>32.8</td>
</tr>
<tr>
<td>Office visits per person per year, mean&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.9</td>
<td>3.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>Total members treated during the year.  
<sup>b</sup>Total plan-member enrollees during the year.  
<sup>c</sup>2013 total enrollees extrapolated from members treated.
Table 2. Total patient success rate, total office visits, and overall success percentage (2015-2017), and 3-year trend by demographic characteristics.

<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>Patient success (n)</th>
<th>Total office visits (n)</th>
<th>Overall success (%)</th>
<th>Change 2015-2017 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-17</td>
<td>2876</td>
<td>3980</td>
<td>72.26</td>
<td>2.23</td>
</tr>
<tr>
<td>18-29</td>
<td>1885</td>
<td>2969</td>
<td>63.49</td>
<td>9.81</td>
</tr>
<tr>
<td>30-39</td>
<td>2235</td>
<td>2987</td>
<td>74.82</td>
<td>1.60</td>
</tr>
<tr>
<td>40-49</td>
<td>2125</td>
<td>2987</td>
<td>71.15</td>
<td>7.82</td>
</tr>
<tr>
<td>50-59</td>
<td>2218</td>
<td>3054</td>
<td>72.63</td>
<td>1.12</td>
</tr>
<tr>
<td>60-64</td>
<td>1208</td>
<td>1804</td>
<td>66.96</td>
<td>18.39</td>
</tr>
<tr>
<td>≥65</td>
<td>697</td>
<td>894</td>
<td>78.0</td>
<td>−6.0</td>
</tr>
<tr>
<td>Age total</td>
<td>13,244</td>
<td>18,675</td>
<td>70.92</td>
<td>4.88</td>
</tr>
<tr>
<td><strong>Relationship</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employee</td>
<td>6771</td>
<td>9361</td>
<td>72.33</td>
<td>4.05</td>
</tr>
<tr>
<td>Dependent</td>
<td>6473</td>
<td>9314</td>
<td>69.50</td>
<td>5.66</td>
</tr>
<tr>
<td>Relationship total</td>
<td>13,244</td>
<td>18,675</td>
<td>70.92</td>
<td>4.88</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4544</td>
<td>6463</td>
<td>70.31</td>
<td>1.93</td>
</tr>
<tr>
<td>Female</td>
<td>8700</td>
<td>12,212</td>
<td>71.24</td>
<td>6.46</td>
</tr>
<tr>
<td>Sex total</td>
<td>13,244</td>
<td>18,675</td>
<td>70.92</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Table 3. Hospitalizations and emergency room visits from 2013-2014 (before program implementation) and 2015-2017 (after program implementation).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Preimplementation</th>
<th>Postimplementation</th>
<th>Postperiod mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013</td>
<td>2014</td>
<td>2015</td>
</tr>
<tr>
<td>Mean annual enrollment, n</td>
<td>1660</td>
<td>1760</td>
<td>1783</td>
</tr>
<tr>
<td>Hospital admissions, n</td>
<td>145</td>
<td>145</td>
<td>102</td>
</tr>
<tr>
<td>Admissions per 1000, n</td>
<td>87.3</td>
<td>82.4</td>
<td>57.2</td>
</tr>
<tr>
<td>Admissions per 1000 change from 2014, %</td>
<td>N/A</td>
<td>N/A</td>
<td>−30.6</td>
</tr>
<tr>
<td>Emergency room visits, n</td>
<td>418</td>
<td>387</td>
<td>341</td>
</tr>
<tr>
<td>Emergency room visits per 1000, n</td>
<td>251.8</td>
<td>219.9</td>
<td>191.3</td>
</tr>
<tr>
<td>Emergency room visits per 1000 change from 2014, %</td>
<td>N/A</td>
<td>N/A</td>
<td>−13.0</td>
</tr>
</tbody>
</table>

As Multimedia Appendix 12 illustrates, the plan’s annual per capita expenditures, inclusive of all program costs, declined US $675 (95% CI US $470-865), or 10.8% ($675/$6260), after program implementation in 2015-2017 (US $5585 in 2013-2014 dollars), relative to the baseline years of 2013-2014 (US $6260; \( P<.05 \)), inclusive of all enrollees (participants and nonparticipants) (see Table 4).
Table 4. Health care costs from 2013-2014 (before program implementation) and 2015-2017 (after program implementation).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Preimplementation</th>
<th>Postimplementation</th>
<th>Postperiod mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postperiod mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>9,940,434</td>
<td>10,726,060</td>
<td>10,256,072</td>
</tr>
<tr>
<td>2014</td>
<td>11,468,059</td>
<td>10,580,146</td>
<td>10,256,072</td>
</tr>
<tr>
<td>2015</td>
<td>9,462,011</td>
<td>1,577</td>
<td>10,256,072</td>
</tr>
<tr>
<td>2016</td>
<td>10,726,060</td>
<td>179,207</td>
<td>10,256,072</td>
</tr>
<tr>
<td>2017</td>
<td>9,940,434</td>
<td>167,062</td>
<td>10,256,072</td>
</tr>
<tr>
<td>Total expenditures (all medical and pharmacy)</td>
<td>$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a, US $</td>
<td>167,062</td>
<td>179,207</td>
<td>167,062</td>
</tr>
<tr>
<td>Total program costs $b, US $</td>
<td>N/A$</td>
<td>156,403</td>
<td></td>
</tr>
<tr>
<td>Annual mean enrollment, n</td>
<td>1660</td>
<td>1783</td>
<td>1866</td>
</tr>
<tr>
<td>Costs per member per year, US $</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total expenditures without program costs $a</td>
<td>5988</td>
<td>5307</td>
<td>5495</td>
</tr>
<tr>
<td>Total program costs $b</td>
<td>N/A$</td>
<td>88</td>
<td>90</td>
</tr>
<tr>
<td>Total expenditures with program costs $a</td>
<td>5988</td>
<td>5395</td>
<td>5585</td>
</tr>
<tr>
<td>Mean baseline (2013-2014) expenditures</td>
<td>N/A$</td>
<td>6206</td>
<td></td>
</tr>
<tr>
<td>Gross savings $ad</td>
<td>N/A$</td>
<td>953</td>
<td>764</td>
</tr>
<tr>
<td>Net savings $ae</td>
<td>N/A$</td>
<td>865</td>
<td>675</td>
</tr>
<tr>
<td>Net savings, %</td>
<td>N/A$</td>
<td>13.8</td>
<td>10.8</td>
</tr>
</tbody>
</table>

$^a$2015-2017 amounts adjusted to 2013-2014 basis.

$^b$N/A: not applicable.

$^c$Total program costs for 2015-2017 include all patient rewards, physician compensation, and program administration fees.


Quantitative Survey-Based Findings

During 2015-2017, the participating health plan members rated the helpfulness of the program’s educational content at 4.40 out of 5 (with 5 being most helpful), representing 15,260 responses. These ratings indicated there was a strong consensus among patients that the program’s educational content was helpful in managing their disease or condition, or in maintaining good health.

When patients were asked to report (to their doctors) their level of adherence with the health recommendations contained in the program’s educational content, on a scale of 1 to 5, with 1 meaning “not following recommendations” and 5 meaning “following recommendations closely,” the mean response was 4.70 ($n=15,186$) over the 2015-2017 time period. These self-assessments indicated a strong consensus among patients that they were, or intended to be, compliant with recommended treatments. Table 5 presents survey-item results.

Table 5. Patient responses to 5-point Likert-type scale survey items.

<table>
<thead>
<tr>
<th>Survey item</th>
<th>Response option</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>How helpful has this article’s information been to you in managing your disease or condition, or in maintaining your good health? n (%)</td>
<td>187 (1.2)</td>
<td>256 (1.7)</td>
<td>1511 (9.95)</td>
<td>4575 (30.13)</td>
<td>8731 (57.49)</td>
<td>4.40</td>
<td></td>
</tr>
<tr>
<td>Please share with your doctor how closely you are following the health recommendations contained in this article as you understand them. n (%)</td>
<td>42 (0)</td>
<td>29 (0)</td>
<td>155 (1.0)</td>
<td>3972 (26.03)</td>
<td>10,988 (72.01)</td>
<td>4.70</td>
<td></td>
</tr>
</tbody>
</table>

The survey item reflecting physician influence on the patient’s motivation to gain health knowledge and improve health behaviors had a mean score of 8.80 out of 10, representing 13,401 responses, indicating a strong consensus that physicians positively influenced patients to improve their health literacy and health behaviors. When asked whether it was important for his or her physician to know of the patient’s competency to self-manage, patient responses had a mean score of 9.24 out of 10, representing 13,401 responses. This indicated that the majority of patients thought it important that their doctor was aware that they understood how to manage their health. Finally, when asked whether it was important that their physicians knew that they were accomplishing health objectives, patient responses had a mean score of 9.26 out of 10, representing 13,401 responses. This indicated that the majority of patients thought it important that their doctor was aware that they were trying to accomplish health objectives. Table 6 presents survey response distributions for these items.
Table 6. Patient participant responses to 10-point Likert-type scale survey items.

<table>
<thead>
<tr>
<th>Survey item</th>
<th>Response level (10=Most)</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 9 8 7 6 5 4 3 2 1</td>
<td></td>
</tr>
<tr>
<td>…how much does the knowledge that your physician has access to your questionnaire responses motivate you to improve your health literacy and health behaviors? n (%)</td>
<td>7419 (55.4) 2163 (16.1) 1580 (11.8) 653 (4.9) 552 (4.1) 567 (4.5) 71 (0.5) 99 (0.7) 61 (0.5) 197 (1.8)</td>
<td></td>
</tr>
<tr>
<td>…how important is it to you that your doctor is aware that you understand how to self-manage your health? n (%)</td>
<td>8488 (63.3) 2355 (17.6) 1376 (10.3) 495 (3.7) 290 (2.2) 250 (1.9) 34 (0.3) 30 (0.2) 21 (0.2) 62 (0.5)</td>
<td></td>
</tr>
<tr>
<td>…how important is it to you that your doctor is aware that you are trying to accomplish or are accomplishing health objectives? n (%)</td>
<td>8599 (64.2) 2334 (17.4) 1337 (10.0) 455 (3.4) 280 (2.1) 245 (1.8) 26 (0.2) 39 (0.2) 24 (0.2) 62 (0.5)</td>
<td></td>
</tr>
</tbody>
</table>

Qualitative Survey-Based Findings

During 2016-2017, patients posted 555 comments, with 323 (58.2%) pertaining to the program, 183 (33.0%) pertaining to their provider, 31 (5.6%) pertaining to health-related topics, and 18 (3.2%) pertaining to other general topics. Of the program-related comments, the majority (210/323, 65.0%) were testimonials, 33.4% (n=108) were suggestions or requests to improve the program, and 1.6% (n=5) were complaints. Table 7 lists exemplar patient and provider comments about the program.

Table 7. Exemplar patient and provider information therapy program-related comments.

<table>
<thead>
<tr>
<th>Respondent type</th>
<th>Exemplar comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient</strong></td>
<td></td>
</tr>
<tr>
<td>Program is great – [puts] a good emphasize on personal accountability.</td>
<td>Thank you for this MedEncentive program for us. It helps me a lot to know the cause, symptoms, prevention, medicine etc. of my illness. I appreciate it, that my employer has this kind of medical program for their employees.</td>
</tr>
<tr>
<td>I like well enough that I come back later and read related articles.</td>
<td>I think the more information the patient has the better. You’re taking the right approach in educating the patient. Thank you!</td>
</tr>
<tr>
<td>Excellent plan to get people to take ownership of their health status.</td>
<td>This is [a] great incentive for patients to not only be aware of their own health and medication issues, but also an opportunity for them to read and learn more about these issues through a formal method of information retrieval. Many adults (old and young) rely upon internet to diagnose and learn about health issues and medications. This format is associated with health professionals and would seem to contain more reliable information and there is financial incentive to completion.</td>
</tr>
<tr>
<td>I love the program. It is educational and beneficial. The financial incentive helps our family greatly as we use it for copays and supplies. We are very thankful for the program.</td>
<td>I read articles on weight management, and boosting metabolism through exercise and dietary control. I found the sections on boosting metabolism by exercising vigorously at least 2.5 hours weekly in suggested increments, and the reasons for that to be interesting. I feel this is valuable, because I intend to bring my weight under better control.</td>
</tr>
<tr>
<td>Good reminder. It’s hard to remember everything discussed at the appt. this gives me a refresher to read on my own time.</td>
<td></td>
</tr>
<tr>
<td><strong>Provider</strong></td>
<td></td>
</tr>
<tr>
<td>Keeps me on my toes to talk to patients about diet and exercise.</td>
<td>The educational handouts are easy to read and are very helpful for my patients. It helps me educate my patients.</td>
</tr>
<tr>
<td>...good selection of articles, easy to prescribe, keep up the good work.</td>
<td>This is one of the best and most expedient ways of reinforcing discussions we have with our patients in the office setting.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The MedEncentive MAIT Program is, to our knowledge, one of the first population-level solutions to use a Web-based approach, combining doctor and patient aligned incentives and information therapy, aimed at improving health and lower costs. Our analysis suggests that the MedEncentive MAIT Program was associated with meaningful reductions in health care utilization that were sustained into the third year of program implementation, through reductions in per capita expenditures and hospitalizations and emergency room use. These findings are in line with previous research on aligned-incentive program expenditure outcomes [18].

Our quantitative analysis found that, from 2015 through 2017, after the program was introduced, hospitalizations and emergency room visits per 1000 plan members, and per capita expenditures, declined relative to the 2013-2014 preimplementation period, by 32.1%, 14.2%, and 10.8%, respectively. Correspondingly, the qualitative survey items...
suggested that the majority of respondents found the program’s educational content to be very helpful in managing their disease or condition, and maintaining good health. Since patient adherence is such an important predictor of health status, service utilization, and costs [28], it is compelling that the surveys indicated that most patients intended to be compliant with recommended treatments. Furthermore, the surveys found that physicians positively influenced patients to improve their health literacy and health behaviors.

These findings indicated that it was important to patients for their doctor to be aware that they (1) understand how to self-manage their health, and (2) are trying to accomplish health objectives. These reported attitudes help explain the quantitative outcomes and set the stage for aligned-incentive programs to leverage information therapy as a means to mitigate the impact of inadequate health literacy. It is notable that other health improvement initiatives were launched by the plan sponsor, principally in the 2016–2017 time frame. However, the most significant improvement in hospitalizations and emergency room rates was temporally associated with the introduction of the program in 2015.

Programmatic Implications

Program adoption and retention are predicated on its ease of implementation and maintenance. Over the test period, the plan sponsor experienced continuous program access 99.8% of the time, with no reports of degradation in the program’s website performance due to scaling or spikes in activity. The plan sponsor integrated the program with its clinic electronic health record system to streamline the provider experience. This integration functioned without difficulty throughout program implementation.

The effectiveness of any wellness, prevention, or managed-care program relies on high levels of patient and medical provider engagement in aspects of the program designed to improve health and health care. As the program participation statistics indicate, this goal was achieved and sustained, aided by the collaborative efforts of the plan sponsor and MedEncentive.

Study Limitations

Study limitations should be considered when interpreting our findings. First, though these findings are compelling, they can only be generalized to not-for-profit, acute-care, general-hospital employee health plans, located in the south-central United States. Second, the primary limitation is the internal nature of the evaluation. Future research should focus on external review and validation. Third, while this study offers associated confirmation of the program’s effectiveness, it is not a randomized control trial and, therefore, falls short of the gold standard for determining causation; hence, further research is needed. Fourth, the conservative analysis may be considered a limitation, compared with more complex analyses (eg, quasi-experimental designs); however, this was prohibited so as to remain compliant with institutional review board standards. Fifth, this evaluation did not control for individual health literacy, but we contend that, statistically, the majority of the general population have inadequate or marginal health literacy and require health information support, such as information therapy; therefore, this program supports health literacy needs at the universal level and measures relevant and meaningful associated outcomes. Future research should control for health literacy. Sixth, we made adjustments to normalize postimplementation expenditures to baseline levels in consultation with the plan sponsor. These adjustments reflect known variances in medical services coding, pricing, charge capture, and benefit design. The precision of these adjustments is difficult to judge, which is further justification to test the program’s capabilities by means of randomized control trials. Finally, although this was an opt-in study design, loss to follow-up can be an issue in cohort studies. Our study, however, included patients who used care throughout the study time frame.

Conclusions

Use of the Web-based MedEncentive MAIT Program was associated with a reduction in hospitalizations (26.5/82.4, 32%) and emergency room visits (31.3/219.9, 14%) per 1000 members. The plan’s annual per capita expenditures declined US $675 (95% CI US $470–865), or 10.8% ($675/$6260), after program implementation in 2015–2017 (US $5585 in 2013–2014 dollars), relative to the baseline year of 2014 (US $6260; P < .05). Our qualitative analysis of participant survey responses corroborated these findings. Therefore, it is reasonable to conclude that the effectiveness of the program was evident in this study. Findings warrant investment in larger, longer-running randomized control trials to further examine and validate these results.
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Abstract

Background: Poor medication adherence is common; however, few mechanisms exist in clinical practice to monitor how patients take medications in outpatient settings.

Objective: This study aimed to pilot test the Electronic Medication Complete Communication (EMC2) strategy, a low-cost, sustainable approach that uses functionalities within the electronic health record to promote outpatient medication adherence and safety.

Methods: The EMC2 strategy was implemented in 2 academic practices for 14 higher-risk diabetes medications. The strategy included: (1) clinical decision support alerts to prompt provider counseling on medication risks, (2) low-literacy medication summaries for patients, (3) a portal-based questionnaire to monitor outpatient medication use, and (4) clinical outreach for identified concerns. We recruited adult patients with diabetes who were prescribed a higher-risk diabetes medication. Participants completed baseline and 2-week interviews to assess receipt of, and satisfaction with, intervention components.

Results: A total of 100 patients were enrolled; 90 completed the 2-week interview. Patients were racially diverse, 30.0% (30/100) had a high school education or less, and 40.0% (40/100) had limited literacy skills. About a quarter (28/100) did not have a portal account; socioeconomic disparities were noted in account ownership by income and education. Among patients with a portal account, 58% (42/72) completed the questionnaire; 21 of the 42 patients reported concerns warranting clinical follow-up. Of these, 17 were contacted by the clinic or had their issue resolved within 24 hours. Most patients (33/38, 89%) who completed the portal questionnaire and follow-up interview reported high levels of satisfaction (score of 8 or greater on a scale of 1-10).
**Conclusions:** Findings suggest that the EMC\textsuperscript{2} strategy can be reliably implemented and delivered to patients, with high levels of satisfaction. Disparities in portal use may restrict intervention reach. Although the EMC\textsuperscript{2} strategy can be implemented with minimal impact on clinic workflow, future trials are needed to evaluate its effectiveness to promote adherence and safety.
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**Introduction**

**Background**

Medication nonadherence has long been recognized as a major public health and patient safety concern, costing the US health care system billions annually and compromising the benefit and risk profile of patients’ treatments [1,2]. Nonadherence has been linked to negative health outcomes across a number of chronic conditions, including poorer disease control, increased hospitalizations, and greater morbidity and mortality [3-6]. However, decades of research has shown that poor medication adherence in its many forms—failure to fill, early abandonment of therapy, and discontinuation—continues to be common and pervasive [3,7-9].

Despite its prevalence and consequences, medication adherence is often inadequately addressed during clinical encounters. A number of studies have shown that provider-patient communication on medication use is suboptimal [10-13]. As a result, patients are often poorly informed about treatment plans and lack the knowledge necessary to manage medications safely and effectively on their own [9,14]. From the provider perspective, it is difficult to objectively, efficiently, and accurately collect information on patients’ medication adherence in time-constrained clinical settings [13]. Information that is obtained may not be clinically actionable, and few programs have been widely implemented to monitor outpatient medication use and intervene when necessary should safety or adherence concerns be detected [9].

**Technology-Based Solutions**

Recently, increased attention has been placed on how health information technology can be used to collect data on patient medication use with the goal of improving outpatient medication adherence and safety [9,15-17]. The Health Information Technology for Economic and Clinical Health Act and the Office of the National Coordinator’s Meaningful Use initiative led to a dramatic increase in the adoption of electronic health records (EHRs) in health care systems nationwide [18]. In the context of outpatient medication use, EHRs can provide a unique opportunity to improve medication monitoring and safety, particularly via their associated tethered patient portals, which can better connect patients to their providers in outpatient settings. This is a distinct advantage of EHR and tethered portal-based interventions in comparison with other consumer technologies (eg, short message service (SMS) text messaging and mobile apps), which are often not as easily linked and integrated with clinical care workflows or clinical data.

Although EHRs and tethered portals have tremendous potential, there have been a limited number of methodologically rigorous studies that have sought to develop and evaluate EHR-based interventions to promote and monitor safe outpatient medication use. Graumlich et al evaluated MedTable, a patient education tool embedded within the EHR, which promoted medication review and reconciliation between patients and providers in a randomized controlled trial among 674 patients with type 2 diabetes [19]. They found that intervention patients had greater knowledge of medication indications but did not experience improved medication adherence or hemoglobin A\textsubscript{1c}. Similarly, both Weingart et al and Schnipper et al developed and evaluated EHR modules that promoted medication review and reconciliation by patients and providers in 2 randomized controlled trials [20,21]. Although Weingart et al found that intervention patients in their trial had more accurate medication lists with fewer discrepancies with the potential for severe harm, neither study reported a reduction in adverse drug events among intervention patients [20,21].

In terms of medication adherence, Volmer et al found that a multifaceted intervention, which included an EHR-based component, significantly increased adherence to statins and angiotensin-converting enzyme inhibitors/angiotensin receptor blockers among intervention patients compared with usual care; however, their strategy utilized automated telephone reminders, personalized letters, and live outreach, not solely EHR functions [16]. Similarly, Simon et al investigated the effectiveness of a depression care management program delivered via messaging through an EHR [22]. They found that intervention patients had higher antidepressant adherence rates and fewer depression symptoms at 5 months than usual care patients. However, this trial was conducted in a large integrated health care system with greater care coordination between primary care and mental health providers; authors acknowledged that the intervention strategy may not be feasible in other practice settings.

**Study Purpose**

Although EHRs and their associated portals offer a unique opportunity to bridge patients to their providers, prior studies have reported variable success in using EHR-based strategies to support and monitor medication use in outpatient settings [16,19-22]. Those interventions that appear to have been the most successful to date may be less feasible for widespread implementation. To address this concern, our team recently devised and pilot-tested the Electronic Medication Complete Communication (EMC\textsuperscript{2}) strategy, a simple, sustainable approach that uses EHR technology to promote medication adherence and safety by providing routine assessment and monitoring of patients’ medication use at home. Herein, we describe the core...
components of the EMC² strategy and results from our initial pilot test, which focused on building the technological infrastructure within the EHR and portal to support the intervention as well as determining the feasibility of the strategy and its acceptability among a diverse set of patients from both primary care and specialty practices.

Methods

Overview

The EMC² strategy is a multifaceted intervention that consists of several components designed to (1) promote provider counseling on medication adherence and safe use, (2) provide patient-friendly education at the point of prescribing, (3) monitor patient medication use in outpatient settings, and (4) prompt clinic follow-up with patients reporting medication-related concerns. We used the Institute of Medicine’s Medication Use Process Model to inform our strategy and the above components; this model deconstructs common system failures in the processes of prescribing, dispensing, self-administering, and monitoring medications that commonly lead to medication errors, adverse drug events, and suboptimal adherence and treatment [23].

The EMC² strategy is intended to be flexible, with intervention components that can be adapted for specific settings and patient populations. Concurrent to this project, other iterations of the EMC² strategy have been developed to provide monitoring via interactive voice recognition technology among low-income, primary care patients and to monitor opioid use among emergency department patients [24,25]. For this study, the EMC² strategy was delivered via Epic EHR Software (Epic Systems Corporation) at both study sides. The functionalities described are not specific to Epic, however, and could be deployed in other EHRs with tethered patient portals. Our team has implemented EHR-based interventions using similar functionalities across a number of distinct EHR platforms [25,26].

Study Medications

For the purpose of this study, we tailored the EMC² strategy to support medication adherence and safe use among patients with diabetes, a chronic condition that is becoming increasingly prevalent and for which medication use is a cornerstone of self-management [3,27]. We selected various prescription medications used to treat diabetes and their associated generic formulations as targets for the intervention. These medications were selected as most are considered higher risk according to the Food and Drug Administration (FDA) and consequently require an FDA-approved Medication Guide. Despite these regulations, patients may not receive adequate counseling or monitoring on higher-risk medications during and after the clinical encounter [10,23].

Intervention Components

The EMC² strategy tested in this study included 4 core components, as described below.

Best Practice Alert for Physicians

Best practice alerts (BPAs) are clinical decision support alerts within Epic EHR systems that provide a mechanism to show relevant data in a pop-up window at the point-of-care. When a prescriber placed a new order or refill for 1 of the study medications, a BPA fired to prompt the prescriber to counsel the patient on medication use and key medication risks. The BPA also listed key adverse events associated with the medication according to the FDA Medication Guide and/or prescriber insert and included a hyperlink within the BPA window to additional medication information.

Automated Delivery of Food and Drug Administration Medication Guide + Medication Summary

Upon placing an order for a higher-risk medication, an FDA Medication Guide and a 1-page, patient-friendly Medication Summary were automatically queued for printing along with the patients’ after-visit summary (AVS). The AVS is a handout that provides the patient with their care plans, medication lists, and other information that is provided at the conclusion of the clinical encounter. The Medication Summary provided an overview of medication instructions, risks, and benefits in patient-friendly language. Medication Summaries were previously developed by our research team and have been shown to support patient comprehension of medication information [28].

Follow-Up Portal Assessment

Approximately 1 week after their clinic visit, patients with a portal account were sent an email prompting them to log on to the portal to complete and submit a brief, voluntary questionnaire. This questionnaire consisted of 9 questions, which were developed by our study team, to assess common root causes identified in the scientific literature as being related to medication adherence and safety (ie, forgetfulness, cost, side effects; see Multimedia Appendix 1) [29]. The online survey was only available by invitation to those who had enrolled in the study and had a portal account. All items on the survey appeared on 1 page and could be easily completed by patients. Patients were able to review responses to their questions before submission but were only allowed to complete the questionnaire once. Patients without a portal account did not receive any further contact.

Clinic Follow-Up

The results of the patient portal questionnaire were automatically sent via an EHR message to clinic staff. Clinic staff reviewed results then followed up with any identified medication-related concerns. Clinics were asked to determine their own specific protocols for follow-up; these were separate from research activities.

Study Design

To determine the feasibility and acceptability of the EMC² approach, a single-arm study was conducted to build and pilot-test the EMC² strategy in 2 academic health care settings: an endocrinology clinic in Chicago, Illinois, and a general internal medicine clinic in Chapel Hill, North Carolina. Both clinics utilized Epic EHR systems.
The EHR build included programming the BPAs, Medication Summaries, and FDA Medication Guides to trigger and launch whenever a medication order was placed for 1 of the study medications. This functionality was delivered to all patients who visited a study clinic and received a prescription for 1 of the study medications, regardless of their study involvement; this ensured that patients received all in-clinic EMC² components on the day of their index clinic visit. Only those patients who consented to participate in the study following their clinic appointment were eligible to receive the remaining EMC² strategy components (ie, portal assessment and clinic follow-up) and to participate in evaluation activities. The institutional review boards of Northwestern University and the University of North Carolina at Chapel Hill approved study procedures.

Participants
Patients were considered eligible for the study if they (1) were aged 18 years or older, (2) spoke English, (3) were primarily responsible for administering their own medication, (4) received a new or refill prescription for a study medication, and (5) had access to the internet. Adults with severe, uncorrectable vision, hearing, or cognitive impairments, or who were unable to provide informed consent, were excluded from participating. Adults without a portal account were allowed to enroll in the study and were told that they could sign up for an account if they desired.

To recruit patients for the evaluation of the EMC² strategy, EHRs were configured with eligibility criteria such that a message was sent to research assistants whenever a study medication was ordered for a patient in the study clinic. Research assistants then contacted identified patients by either approaching them following their clinic visit or calling them via telephone following their appointment. Research assistants then introduced the study, verified eligibility, and enrolled interested and eligible patients in the study. Participants completed a baseline, in-person interview then a telephone interview 2 weeks post clinic visit. Data were collected using REDCap software (Research Electronic Data Capture) hosted by Northwestern University [30]. Participants were compensated for participating in study interviews; the same incentive was received whether participants completed the follow-up portal assessment or not.

Measurement

Participant Characteristics
Patient sociodemographic variables (eg, race, income, age, and sex) were collected during the baseline interview. Patient health literacy skills were measured via the Newest Vital Sign (NVS), a commonly used assessment that asks patients to interpret information presented on a standard Nutrition Facts label [31]. Information regarding patients’ prior use of technology and the patient portal was also collected based on patient self-report.

Process Outcomes
Outcomes related to the fidelity of the intervention were collected via patient self-report and EHR data. Specifically, during the baseline interview, patients were asked to self-report receipt of provider counseling during their index clinic visit (yes/no) and receipt of a Medication Summary following their clinic visit (yes/no). Data from the EHR, collected after the 2-week interview, were used to determine if patients received and completed the portal questionnaire and to determine if any clinic follow-up occurred based upon responses to the portal survey.

Patient Satisfaction
Patient satisfaction with the various EMC² strategy components was also assessed. During the baseline interview, patients were asked about communication with their providers on medication use via a modified version of the supplemental Health Literacy items from the Consumer Assessment of Healthcare Providers and Systems questionnaire [18]. They were also asked to rate their satisfaction with the Medication Summary and their perceived helpfulness of the tool on a scale of 1 to 10. During the 2-week interview, patients were asked about their continued satisfaction with the Medication Summary and whether it was still in use (yes/no). Finally, during the 2-week interview, patients reported on their experiences with the portal questionnaire, including any barriers to its completion (eg, difficulty logging on to the portal and challenges understanding or answering questions), and their overall satisfaction with the tool (scale of 1-10).

Statistical Analysis
Descriptive statistics were calculated for patient sociodemographic variables, process outcomes, and variables related to patient satisfaction with the intervention. To assess whether there were any systematic, statistically significant differences between patients who had access to the portal and those who did not, we used Pearson chi-squared tests or Fisher exact tests for categorical variables and Student t tests for age. The same tests were used to compare the differences between the patients who completed the portal questionnaire versus those who did not in those with portal access. Specifically, we examined if there were variations by age, sex, race, education, income, health literacy skills, and study site. Statistical significance was defined as alpha<.05.

Results
Overview
Recruitment began in December 2016 and concluded in April 2017. A total of 251 patients were approached or contacted by a research assistant; 66 patients declined to participate, and 31 patients were ineligible. A total of 100 patients completed the baseline interview (n=43 in North Carolina, n=57 in Illinois), and 90 patients completed the 2-week follow-up interview. There were no significant differences in sociodemographic characteristics between those who completed the follow-up interview and those who did not.

Participant Characteristics
Table 1 describes the characteristics of the baseline study sample (N=100). The mean age was 56.2 (SD 11.20; range 24-82) years. More than half (57/100, 57.0%) of the sample was female, about one-third were African American (38/100, 38.0%), and 30.0%...
reported a high school or less level of education. A total of 40 patients (40/100) had limited health literacy skills (low or marginal) according to the NVS. About a quarter (28/100, 28.0%) of patients reported not having a portal account. Among those who reported having and using a portal account (n=67), 54% (36/67) stated that they used the portal once per month or less. Disparities were noted in portal account ownership by level of education, household income, race, and study site (Table 1).

### Process Outcomes

Almost two-thirds (63/100, 63.0%) of patients reported that their physician counseled them on how to take their medication, and 54.0% of patients (54/100) stated that their physician counseled them on possible side effects of the medication. The majority of patients (72/100, 72.0%) reported receiving a Medication Summary after their index clinic visit. Of those who completed the 2-week follow-up interview, 74% (67/90) reported that they still had the Medication Summary in their possession.

### Table 1. Participant characteristics, portal account ownership, and questionnaire completion.

<table>
<thead>
<tr>
<th>Participant Characteristic</th>
<th>All participants (n=100)</th>
<th>Portal account Proportion with account (n=100)</th>
<th>Portal questionnaire Proportion completed (n=72)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall, n (%)</td>
<td><em>a</em></td>
<td>72 (72.0)</td>
<td>42 (58)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;55</td>
<td>42 (42.0)</td>
<td>35 (83.3)</td>
<td>22 (63)</td>
<td>.09</td>
</tr>
<tr>
<td>55-64</td>
<td>34 (34.0)</td>
<td>21 (61.8)</td>
<td>10 (48)</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>24 (24.0)</td>
<td>16 (66.7)</td>
<td>10 (63)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>.36</td>
</tr>
<tr>
<td>Male</td>
<td>43 (43.0)</td>
<td>33 (76.7)</td>
<td>17 (52)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>57 (57.0)</td>
<td>39 (68.4)</td>
<td>25 (64)</td>
<td></td>
</tr>
<tr>
<td>Race ^b</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Black</td>
<td>38 (38.0)</td>
<td>20 (52.6)</td>
<td>10 (50)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>48 (48.0)</td>
<td>39 (81.3)</td>
<td>24 (62)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>13 (13.0)</td>
<td>12 (92.3)</td>
<td>7 (58)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>High school or less</td>
<td>30 (30.0)</td>
<td>16 (53.3)</td>
<td>4 (25)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>33 (33.0)</td>
<td>25 (75.8)</td>
<td>16 (64)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>37 (37.0)</td>
<td>31 (83.8)</td>
<td>22 (71)</td>
<td></td>
</tr>
<tr>
<td>Income ^c (US $)</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>24 (24.0)</td>
<td>13 (54.2)</td>
<td>4 (31)</td>
<td></td>
</tr>
<tr>
<td>30-49,999</td>
<td>20 (20.0)</td>
<td>15 (75.0)</td>
<td>9 (60)</td>
<td></td>
</tr>
<tr>
<td>50-99,999</td>
<td>27 (27.0)</td>
<td>21 (77.8)</td>
<td>13 (62)</td>
<td></td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>23 (23.0)</td>
<td>21 (91.3)</td>
<td>16 (76)</td>
<td></td>
</tr>
<tr>
<td>Literacy</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Low</td>
<td>12 (12.0)</td>
<td>6 (50.0)</td>
<td>1 (17)</td>
<td></td>
</tr>
<tr>
<td>Marginal</td>
<td>28 (28.0)</td>
<td>19 (67.9)</td>
<td>11 (58)</td>
<td></td>
</tr>
<tr>
<td>Adequate</td>
<td>60 (60.0)</td>
<td>47 (78.3)</td>
<td>30 (64)</td>
<td></td>
</tr>
<tr>
<td>Site</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Chicago</td>
<td>57 (57.0)</td>
<td>51 (89.5)</td>
<td>33 (65)</td>
<td></td>
</tr>
<tr>
<td>North Carolina</td>
<td>43 (43.0)</td>
<td>21 (48.8)</td>
<td>9 (43)</td>
<td></td>
</tr>
</tbody>
</table>

^aNot applicable.  
^b n=1 refused race.  
^c n=6 do not know or refused income.

Among patients with a portal account, 58% (42/72) completed the portal questionnaire. Patients with lower levels of education were less likely to complete the questionnaire (P=.01). Among those patients who submitted a questionnaire (n=42), 12 did not...
report any medication-related concerns on the survey, 10 reported minor concerns that did not warrant follow-up according to individualized clinic protocols, and 21 identified issues that triggered a clinical response. Of the latter, 81% (17/21) were contacted by the clinic or had their medication-related issue resolved within 24 hours. The remaining 4 patients received clinic outreach within 5 days. The most frequent problems identified in the portal questionnaire were not currently having the medication in possession (n=34), difficulties paying for the medication (n=5), and worries about side effects (n=17).

Patient Satisfaction
Overall, patients reported high levels of satisfaction with communication with their providers on medication use and with the intervention components. Among patients who reported receiving counseling on how to take their medications, 97% (61/63) said the guidance was very or mostly easy to understand. Similarly, among those adults reporting receiving counseling on side effects (n=54), all said the counseling was very or mostly easy to understand.

Almost all (93/96, 97%) of the patients felt the Medication Summaries were very easy or mostly easy to understand. On a scale from 1 to 10 (with 10 being the best), patients scored the Medication Summary an average of 9.0 (SD 1.6) in being clear and 9.2 (SD 1.3) in being helpful. All of the 38 patients who completed both the portal questionnaire and the follow-up interview reported that the portal-based questionnaire was very easy or somewhat easy to access. A total of 89% (33/38) of patients completing the portal questionnaire and the follow-up interview reported high levels of satisfaction with the portal experience (8 or more on a scale of 1-10).

Discussion
Principal Findings
Results from this study indicate that the EMC² strategy can be reliably implemented and delivered to patients. Medication Summaries were received by the majority of patients at their index clinic visit, and most patients still had the materials in their possession 2 weeks after their clinic visit. Most patients who had a patient portal account completed the online questionnaire, and clinic staff were able to resolve issues identified in the questionnaires in a timely manner. Importantly, patients reported high levels of satisfaction with intervention components, and the EMC² strategy appears to have been successfully implemented in 2 diverse practices with minimal impact on clinic workflow.

Although there were many positive results from this feasibility study, we also uncovered some shortcomings to the EMC² strategy. More than a quarter of patients enrolled in the study did not have access to the patient portal and were, therefore, unable to complete the questionnaire. Significant socioeconomic disparities were found between those patients who had portal access and those who did not. These findings are consistent with prior studies and likely mirror socioeconomic disparities in the internet and portal access and use [32,33]. Similarly, we also found disparities in questionnaire completion among patients who had portal access. Specifically, patients with less educational attainment were less likely to complete the portal questionnaire, even though they had portal access. It is possible that patients with lower education levels may need additional technical assistance and support to effectively utilize the patient portal and to complete portal-based questionnaires. It is possible that follow-up assessments may need to be conducted via telephone or another modality for a limited number of patients, with results recorded in the EHR for the care team to review and address.

Although these disparities limit the current reach of the EMC² strategy, data indicates that internet access and use is on the rise and that US adults are becoming increasingly familiar with using technology to support their health [34,35]. Thus, although the EMC² strategy may not work for all patients at this point in time, it is plausible that its reach will increase greatly in years to come. This is also likely given the large investments made in health information technology by health care systems nationwide and the increasing attention placed on promoting the use of patient portals by health systems.

Limitations
There are limitations to this study that should be noted. Specifically, this was a small pilot study that was focused on building the EMC² strategy components in the EHR and portal and determining the feasibility of implementing the strategy in 2 diverse clinics within 2 separate health systems. As such, our focus was on understanding the delivery of the EMC² strategy and patient satisfaction with the intervention components; additional studies are needed to fully evaluate the effectiveness of the strategy itself. Although participants were recruited from both specialty and primary care practices in 2 diverse locations, we only included English-speaking patients in our study, which limits study generalizability. Future work is needed to develop intervention materials and to test the strategy among non-English speaking populations.

Conclusions
Physician time for counseling and monitoring medication use in outpatient settings is extremely limited. Studies have shown that providers would need to spend approximately 18 hours per working day to deliver counseling and care consistent with US Preventive Services Task Force and chronic conditions care management recommendations [36,37]. To improve quality of communication around medication adherence and safety, hard-wired approaches such as the EMC² strategy are, therefore, clearly needed. EMC² tools could help streamline physician counseling, and written materials could support patient learning on safe and appropriate medication use outside of the clinic visit. Utilizing the patient portal to provide outpatient monitoring of medication use can help identify those patients in greatest need of additional follow-up. Importantly, the strategy can also help patients engage with other members of the care team (ie, nurses and care coordinators) so that counseling is not entirely dependent upon physicians during time-limited visits. Additional research is currently underway utilizing a rigorous, randomized
study design to formally test the effectiveness of the EMC strategy against usual care.
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Abstract

Background: Zambia is still experiencing a severe shortage of health workers, which is impacting the national health care system. Very few people are trained, educational infrastructure is inadequate, and senior human resources for training are not yet sufficient to produce the number of health care workers needed, especially for currently underserved rural areas. Therefore, to strengthen the medical education program of medical licentiates, we implemented a tablet-based electronic learning platform (e-platform) with a medical decision-support component.

Objective: As the primary objective, this study aimed to explore the acceptance and information system (IS) success of an e-platform focused on offline-based tablet usage for nonphysician clinical students in a low-resource context in Zambia, Africa. Furthermore, we aimed to evaluate student demographic factors and prior technological experience, as well as medical lecturers’ acceptance of technology of the e-platform.

Methods: We collected data for the study before and after the intervention. Before the intervention, we collected student demographic data and prior technological experience using a questionnaire. After the intervention, we collected results of the questionnaire on technology acceptance of students and IS success of the e-platform, as well as technology acceptance of medical lecturers. We calculated statistical measures such as means, standard deviations, and correlations of investigated variables. The study report was compiled using the Consolidated Standards of Reporting Trials-Electronic Health checklist.

Results: Overall, questionnaire results of students and medical lecturers indicated acceptance of the e-platform and showed higher ratings for overall net benefits and information quality (students) and perceived ease of use and perceived usefulness (medical lecturers) as compared with ratings of other categories. The lowest scores were conveyed for system use and service quality (students) and attitude and behavioral intention (medical lecturers).

Conclusions: Acceptance of the e-platform as a learning technology for strengthening medical education in a low-resource context in Zambia was generally high for students and medical lecturers, but shortcomings were also identified. Results indicated low overall usage of the e-platform as a learning and teaching tool. One hindering factor was the tablets’ overall weak reliability with regard to its service life and battery life span, and another was the teachers’ low engagement with the e-platform. Next steps may include other hardware and more technology-based training for medical lecturers. The evaluation results indicated that the e-platform may open new promise for further strengthening and expanding medical education in this context, especially with more affordable and viable technologies that are available.
Introduction

Background

Zambia, a country in south-central Africa, faces significant challenges in its overall disease burden and scant numbers of health workers across all sectors and rural regions in particular [1-3]. The current severe shortage of Zambian health workers and their skewed distribution toward urban areas underlie the dire need for an upscale of skilled and knowledgeable health workers, especially in rural areas. The ratio of health workers in Zambia compared with the population is 1.2 per 1000 people, which is far from the World Health Organization Sustainable Development Goals index threshold of 4.45 health workers per 1000 people [2,4]. In a country with over 750,000 km² area, Zambia is sparsely populated by approximately 20 inhabitants per square kilometer [5], which further aggravates the dense coverage of and proximate access to health care. Zambia’s rural areas are severely underserved with only 7 clinicians per 10,000 people (urban areas: 16/10,000 people) and are insufficiently covered by health facilities. The recent Zambian National Health Strategic Plan [1] points out that at times “the situation is so severe that some facilities in rural areas have insignificant numbers of staff and in the worst scenario are managed by unqualified staff.” In 2002, to address the need for better-qualified nonphysician clinicians to cover a broader scope of health care than that provided by clinical officers, Zambia started training associate physicians at the Chaimama College of Health Sciences (CCHS), Lusaka, to be known as medical licentiate practitioners (MLPs) [6]. MLPs manage advanced and common medical conditions and cover competencies such as surgical care, cesarean sections, and management of complex treatments. Most MLPs work at rural district hospitals or peripheral health centers. Retention of MLPs is high, and over 270 MLPs work in the Zambian health system, thus strengthening health care in rural areas [1]. As a result, the Ministry of Health has set an objective to more than double the MLP workforce to 600 by 2025 [1]. Although the number of MLPs trained at CCHS has increased, especially in rural areas, CCHS as the main national training institution for MLPs has had already acquired an MLP diploma in the past and continued 3rd and 4th SY students and bridging SY students (those who together with the medical lecturers (n=36) constituted the total study population. All enrolled MLP students were eligible for the study, so no sample size specification was applicable. At the time of the study, the MLP student population included a total of 83 students (3rd study year [SY] n=23, 4th SY n=32, and bridging SY n=28) were registered in the MLP at CCHS and together with the medical lecturers (n=36) constituted the total study population. All enrolled MLP students were eligible for the study, so no sample size specification was applicable. At the time of the study, the MLP student population included 3rd and 4th SY students and bridging SY students (those who had already acquired an MLP diploma in the past and continued

Methods

Study Participants

During the study period from September 2016 to August 2017, a total of 83 students (3rd study year [SY] n=23, 4th SY n=32, and bridging SY n=28) were registered in the MLP at CCHS and together with the medical lecturers (n=36) constituted the total study population. All enrolled MLP students were eligible for the study, so no sample size specification was applicable. At the time of the study, the MLP student population included 3rd and 4th SY students and bridging SY students (those who had already acquired an MLP diploma in the past and continued
more year in the MLP to receive a Bachelor of Science degree).

**Study Design and Procedures**

The prospective, nonrandomized intervention study was conducted during the MLP SY 2016/17 that started in September 2016 and ended in July 2017. The study took place in the capital—Lusaka—and 10 rural hospitals were used as practical training sites for the MLP. The CCHS main campus, a medical multiprofessional training institution, was located about 10 km east of Lusaka’s city center and was one of the largest training institutions for Zambian health workers.

**Learning Materials**

Learning materials for the e-platform mainly comprised readily available materials provided by medical lecturers according to the MLP curriculum and materials customized for the e-platform. Access to e-platform materials was available offline via the tablets and Web-based, via the Moodle learning management system [10]. E-platform contents included static and interactive elements, such as lecture presentations (mostly Microsoft PowerPoint), medical books, interactive virtual patient cases, medical images, and short videos on medical procedures (see Table 1). Health care practice was supported with materials on standard treatment guidelines and algorithms for diagnosis and treatment.

**Data Collection**

Fieldwork for this study was conducted in collaboration with CCHS. In September 2016, study baseline data were collected before the intervention and included student demographic data and technology experience. Students’ name, date, place, date of birth, marital status, SY, prior studies, year of graduation, and medical experience in years were collected (see Table 2) together with a 10-item paper-based questionnaire about technology experience (see Multimedia Appendix 1). A questionnaire asked students about their usage and exposure to computers and mobile computing devices, level of comfort of internet navigation, and prior experience with and self-perceived usefulness of e-learning.

After completion of the baseline data, the MLP students were given tablets (7-inch and Android-based) preloaded with learning and clinical decision-making support materials and access to the Web-based e-platform. MLP lecturers were provided access to the Web-based MLP e-platform.

In August 2017, students’ data were collected on technology acceptance and IS success with paper-based questionnaires (5-item Likert scale: strongly disagree, disagree, neutral, agree, and strongly agree). The students’ technology acceptance questionnaire comprised 25 questions based on the TAM2 baseline model [11-13] with 6 constructs (see Table 3): (1) perceived ease of use, (2) perceived usefulness, (3) attitude, (4) behavioral intention, (5) self-efficacy, and (6) subjective norm; and 55 questions comprised DeLone and McLean’s IS success model [14] on the basis of 6 constructs (see Table 4): (1) information quality, (2) service quality, (3) system quality, (4) user satisfaction, (5) system use (the intention to use the system), and (6) net benefits. MLP students completed the questionnaires in small groups of approximately 30 students. The TAM-based questionnaire for medical lecturers included 45 questions. Medical lecturers were invited to complete the questionnaire via a cloud-based survey service within a 3-month time frame (July to October 2017), as they were dispersed throughout Zambia.

This study report conforms with the Consolidated Standards of Reporting Trials-Electronic Health [18] checklist (see Multimedia Appendix 2).

<table>
<thead>
<tr>
<th>Content type</th>
<th>Medical specialty</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecture notes</td>
<td>Pediatrics</td>
<td>31</td>
</tr>
<tr>
<td>Medical books</td>
<td>Pediatrics</td>
<td>7</td>
</tr>
<tr>
<td>Exam preparation</td>
<td>Pediatrics</td>
<td>1</td>
</tr>
<tr>
<td>Treatment guidelines</td>
<td>Pediatrics</td>
<td>32</td>
</tr>
<tr>
<td>Videos</td>
<td>Pediatrics</td>
<td>0</td>
</tr>
<tr>
<td>Pictures</td>
<td>Pediatrics</td>
<td>39</td>
</tr>
<tr>
<td>Virtual patients</td>
<td>Pediatrics</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 2. Demographic data (summary statistics) of the study sample of medical licentiate practitioner (MLP) students and lecturers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>MLP students (N=74)</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Median</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>16 (22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>58 (78)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>23</td>
<td>10 (14)</td>
<td>54</td>
<td>36</td>
<td>38 (7)</td>
</tr>
<tr>
<td>≤30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;30-≤40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical experience (years)</td>
<td>1</td>
<td>21 (28)</td>
<td>28</td>
<td>9</td>
<td>10 (6)</td>
</tr>
<tr>
<td>≤5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5-≤15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology experience score</td>
<td>0.06</td>
<td>0.69</td>
<td>0.69</td>
<td>0.67</td>
<td>0.16</td>
</tr>
<tr>
<td>Low</td>
<td>27 (36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>36 (49)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>11 (15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study year</td>
<td>_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Third</td>
<td>20 (27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fourth</td>
<td>29 (39)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bridging</td>
<td>25 (34)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP medical lecturers (N=14)</td>
<td>_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>4 (29)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>10 (71)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>38</td>
<td>0 (0)</td>
<td>54</td>
<td>_a</td>
<td>45 (6)</td>
</tr>
<tr>
<td>≤30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;30-≤40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical experience (years)</td>
<td>9</td>
<td>0 (0)</td>
<td>27</td>
<td>14.5</td>
<td>17 (6)</td>
</tr>
<tr>
<td>≤5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5-≤15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teaching experience (years)</td>
<td>2</td>
<td>4 (29)</td>
<td>2</td>
<td>_a</td>
<td>10 (6)</td>
</tr>
<tr>
<td>≤5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5-≤15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNot applicable.
Table 3. Questionnaire results of technology assessment model questionnaires of medical licentiate practitioner students.

<table>
<thead>
<tr>
<th>Questionnaire items of technology acceptance component: MLPa students</th>
<th>Mean (SD)</th>
<th>( r_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I find the MLP e-learning platform easy to use.</td>
<td>1.82 (0.61)</td>
<td>0.61</td>
</tr>
<tr>
<td>Learning how to use the MLP e-learning platform is easy for me.</td>
<td>1.89 (0.57)</td>
<td>0.45</td>
</tr>
<tr>
<td>It is easy to become skillful at using the MLP e-learning platform.</td>
<td>1.96 (0.60)</td>
<td>0.57</td>
</tr>
<tr>
<td>Learning to operate my tablet is easy for me.</td>
<td>1.90 (0.64)</td>
<td>0.63</td>
</tr>
<tr>
<td>I am clear on how to use the tablet.</td>
<td>1.80 (0.71)</td>
<td>0.61</td>
</tr>
<tr>
<td>It is easy for me to become skillful at using my tablet.</td>
<td>1.77 (0.64)</td>
<td>0.65</td>
</tr>
<tr>
<td>I find my tablet easy to use.</td>
<td>1.68 (0.53)</td>
<td>0.69</td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-learning improves my learning performance.</td>
<td>1.85 (0.61)</td>
<td>0.60</td>
</tr>
<tr>
<td>E-learning makes it easier to study course content.</td>
<td>1.93 (0.49)</td>
<td>0.49</td>
</tr>
<tr>
<td>Using a tablet computer is compatible with all aspects of my studies.</td>
<td>1.96 (0.62)</td>
<td>0.49</td>
</tr>
<tr>
<td>I think that using a tablet fits well with the way I like to learn.</td>
<td>2.04 (0.78)</td>
<td>0.64</td>
</tr>
<tr>
<td>Using a tablet fits into my learning style.</td>
<td>1.90 (0.61)</td>
<td>0.73</td>
</tr>
<tr>
<td>In my job, using a tablet is important.</td>
<td>1.83 (0.56)</td>
<td>0.66</td>
</tr>
<tr>
<td>In my job, using e-learning is important.</td>
<td>1.61 (0.52)</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Studying through e-learning is a good idea.</td>
<td>1.72 (0.59)</td>
<td>0.70</td>
</tr>
<tr>
<td>Studying through e-learning is a wise idea.</td>
<td>1.79 (0.59)</td>
<td>0.73</td>
</tr>
<tr>
<td>I am positive towards e-learning.</td>
<td>1.76 (0.60)</td>
<td>0.75</td>
</tr>
<tr>
<td>I am positive towards using a tablet for medical learning.</td>
<td>1.74 (0.61)</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Behavioral intention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I intend to be a heavy user of the MLP e-learning platform.</td>
<td>1.60 (0.57)</td>
<td>0.59</td>
</tr>
<tr>
<td>For my future job, it is necessary to know how to use a tablet.</td>
<td>1.69 (0.58)</td>
<td>0.67</td>
</tr>
<tr>
<td>For my future job, it is necessary to know how to use a computer.</td>
<td>1.80 (0.63)</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I feel confident finding information on the MLP e-learning platform.</td>
<td>1.86 (0.69)</td>
<td>0.65</td>
</tr>
<tr>
<td>I have the necessary skills for using the MLP e-learning platform.</td>
<td>1.87 (0.63)</td>
<td>0.72</td>
</tr>
<tr>
<td>I feel confident using the MLP e-learning (Moodle app) with the tablet.</td>
<td>1.94 (0.67)</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Subjective norm</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What e-learning stands for is important for me as an MLP student.</td>
<td>1.92 (0.61)</td>
<td>0.78</td>
</tr>
<tr>
<td>It is necessary to take e-learning courses to train as an MLP.</td>
<td>1.86 (0.69)</td>
<td>0.65</td>
</tr>
<tr>
<td>Information system success (for details see information system success model results)</td>
<td>1.93 (0.61)</td>
<td>0.80</td>
</tr>
</tbody>
</table>

aMLP: medical licentiate practitioner.
b: corrected item-total correlations.
Table 4. Questionnaire results of information system success of medical licentiate practitioner students.

<table>
<thead>
<tr>
<th>Questionnaire information system success component: MLP(^a) students</th>
<th>Mean (SD)</th>
<th>(r) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The MLP e-learning provides up-to-date learning materials.</td>
<td>1.99 (0.80)</td>
<td>0.57</td>
</tr>
<tr>
<td>Learning materials available on the MLP e-learning platform are clear.</td>
<td>2.06 (0.86)</td>
<td>0.58</td>
</tr>
<tr>
<td>Materials available on the MLP e-learning platform are useful to me.</td>
<td>1.88 (0.72)</td>
<td>0.59</td>
</tr>
<tr>
<td>Materials available on the MLP e-learning platform help me to understand medical topics better.</td>
<td>1.58 (0.56)</td>
<td>0.49</td>
</tr>
<tr>
<td>The quality of materials available on the MLP e-learning platform is high.</td>
<td>1.89 (0.69)</td>
<td>0.57</td>
</tr>
<tr>
<td>The MLP e-learning provides information relevant to MLP medical practice.</td>
<td>2.34 (0.85)</td>
<td>0.66</td>
</tr>
<tr>
<td>Materials on the MLP e-learning platform increase my quality of clinical care.</td>
<td>1.63 (0.55)</td>
<td>0.56</td>
</tr>
<tr>
<td>The MLP e-learning platform provides sufficient learning materials.</td>
<td>1.74 (0.51)</td>
<td>0.57</td>
</tr>
<tr>
<td>Through the MLP e-learning platform, I get access to learning materials I need in time.</td>
<td>2.51 (0.94)</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Service quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The MLP e-learning platform provides proper level of assistance and explanation.</td>
<td>2.29 (0.86)</td>
<td>0.52</td>
</tr>
<tr>
<td>The MLP e-learning platform was available when I wanted to access it.</td>
<td>2.30 (0.74)</td>
<td>0.37</td>
</tr>
<tr>
<td>The local IT(^c) has adequate knowledge to help me if I experience any problems with the MLP e-learning platform.</td>
<td>2.65 (1.00)</td>
<td>0.33</td>
</tr>
<tr>
<td>The local IT has adequate knowledge to help me if I experience any problems with the tablet.</td>
<td>2.28 (0.88)</td>
<td>0.66</td>
</tr>
<tr>
<td>The IT provides satisfactory support to users of the MLP e-learning platform.</td>
<td>2.07 (0.74)</td>
<td>0.62</td>
</tr>
<tr>
<td>The IT attends to my problems.</td>
<td>2.11 (0.87)</td>
<td>0.63</td>
</tr>
<tr>
<td>The MLP e-learning platform provides dependable services.</td>
<td>2.15 (0.84)</td>
<td>0.61</td>
</tr>
<tr>
<td>The MLP e-learning platform provides rapid services.</td>
<td>2.24 (0.73)</td>
<td>0.52</td>
</tr>
<tr>
<td><strong>System quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The MLP e-learning platform is easy to use.</td>
<td>2.54 (0.92)</td>
<td>0.38</td>
</tr>
<tr>
<td>The MLP e-learning platform is user-friendly.</td>
<td>2.10 (0.70)</td>
<td>0.61</td>
</tr>
<tr>
<td>The MLP e-learning platform is easy to learn.</td>
<td>2.02 (0.77)</td>
<td>0.66</td>
</tr>
<tr>
<td>Most MLP students find the MLP e-learning platform easy to use.</td>
<td>1.94 (0.72)</td>
<td>0.69</td>
</tr>
<tr>
<td>Most MLP students find the MLP e-learning platform user-friendly.</td>
<td>1.89 (0.61)</td>
<td>0.58</td>
</tr>
<tr>
<td>Most MLP students find the MLP e-learning platform easy to learn.</td>
<td>2.15 (0.66)</td>
<td>0.66</td>
</tr>
<tr>
<td>The user interface of the MLP e-learning is attractive.</td>
<td>2.23 (0.74)</td>
<td>0.65</td>
</tr>
<tr>
<td>The MLP e-learning platform has attractive features to appeal to users.</td>
<td>2.17 (0.69)</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>User satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that most MLP students bring a positive attitude towards the MLP e-learning platform.</td>
<td>2.23 (0.72)</td>
<td>0.56</td>
</tr>
<tr>
<td>I think that most MLP students have a high perceived utility about the MLP e-learning platform.</td>
<td>1.11 (0.72)</td>
<td>0.62</td>
</tr>
<tr>
<td>I am satisfied with efficiency of the MLP e-learning platform.</td>
<td>2.11 (0.61)</td>
<td>0.51</td>
</tr>
<tr>
<td>I will continue to use the MLP e-learning platform.</td>
<td>2.22 (0.63)</td>
<td>0.64</td>
</tr>
<tr>
<td>Overall, I am very satisfied with the MLP e-learning platform.</td>
<td>2.30 (0.88)</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>System use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My frequency of using the MLP e-learning platform is high.</td>
<td>1.79 (0.67)</td>
<td>0.59</td>
</tr>
<tr>
<td>I use the MLP e-learning platform daily several times.</td>
<td>2.14 (0.67)</td>
<td>0.66</td>
</tr>
<tr>
<td>I depend upon the MLP e-learning platform.</td>
<td>2.47 (0.84)</td>
<td>0.69</td>
</tr>
<tr>
<td>I use the Moodle app daily several times.</td>
<td>2.33 (0.75)</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Net benefits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The MLP e-learning platform helps me prepare better for the MLP exam.</td>
<td>2.40 (0.67)</td>
<td>0.60</td>
</tr>
<tr>
<td>The MLP e-learning platform helps me prepare better for the MLP exam.</td>
<td>2.00 (0.61)</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>Net benefits</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Objectives

The primary objective of the study was to evaluate the technology acceptance and IS success of the e-platform.

Statistical Methods

All data were cleaned in a systematic screening for completeness, plausibility, and consistency. Potential inconsistencies were resolved by checking against original data forms. Results were transferred into a spreadsheet and data were then analyzed with RStudio Desktop (open-source license version 1.1.463) [19].

For questionnaire items, we calculated the mean, standard deviation, and correlation coefficient \( r \) to see how well aligned questions were to the respective categories. Likert scale data were interpreted as interval scales [20], and data from various study participants were regarded as independent as we assumed that the behavior of one participant did not influence the behavior of another. Correlations of variables were explored with Kendall tau correlation coefficient as an estimator of correlation in the population.

Ethical Considerations

We communicated the purpose of this research to study participants and explained the study design and participation requirements. Before taking part in this study, all study participants agreed to and signed an informed consent explaining the study scope and purpose, and their right to withdraw at any point. Voluntary study participation was emphasized to be voluntary and assessments were solely part of this study. Furthermore, it was emphasized that the usage of the e-platform is tracked. The Biomedical Research Ethics Committee of the University of Zambia and the ethical committee of the University Hospital Heidelberg, Germany approved the study protocol.

Results

Demographics

Overall, the student population was predominantly male (58/74; 78%) with female students in the minority (16/74; 22%). The predominant age group was between 30 to 40 years (42/74; 57%; see Table 2). Most students had had more than five years of medical experience with an average of 10 years of working experience. Medical lecturers in the MLP were also predominantly male (10/14; 71%) with an average work experience of approximately 17 years and an average of 10 years of teaching experience.

Female students’ experience with technology was generally low, whereas males reported a predominantly midrange of technology experience (see Multimedia Appendix 3). Demographic details for age groups and medical and technology experience by gender are presented in Table 2.

Owing to a high number of missing data values, data from 9 MLP students were excluded from further analysis.

Technology Acceptance

With regard to technology acceptance, the highest rated categories by MLP students were Behavioral Intention (1.69; SD 0.58; \( r = 0.67 \)) and Attitude (1.72 SD=0.59; \( r = 0.70 \)), whereas Subjective Norm (1.92; SD=0.61; \( r = 0.78 \)) and Self-Efficacy (1.86; SD=0.69; \( r = 0.65 \)) were the categories with the lowest acceptance among students, followed by the categories of perceived usefulness (1.85; SD=0.61; \( r = 0.60 \)) and perceived ease of use (1.82; SD=0.61; \( r = 0.61 \); see Table 3). The individual items with the highest agreement among MLP students were as follows: “For my future job, it is necessary to know how to use a computer” (item 21; 1.59; SD=0.55; \( r = 0.77 \)), “I am positive towards using a tablet for medical learning” (item 18; 1.60; SD=0.57; \( r = 0.59 \)), and “The MLP e-learning platform helps me think through medical problems.” (item 9; 1.54; SD=0.59; \( r = 0.54 \)).
my job, using a tablet is important” (item 13; SD=0.52; r=0.64). The least agreement MLP students had were on the following items: “Using a tablet computer is compatible with all aspects of my studies” (item 10; SD=0.78; r=0.64), “E-learning makes it easier to study course content” (item 9; SD=0.62; r=0.49), and “Learning how to use the MLP e-learning platform is easy for me” (item 2; SD=0.60; r=0.57).

Information System Success

For the IS success questionnaire, the category of Information Quality received the overall best ratings from MLP students (1.99; SD=0.80; r=0.57) followed by Net Benefits (2.00; SD=0.61; r=0.60) that contrasted with System Use with the lowest rating (2.47; SD=0.84; r=0.69) and Service Quality (2.29; SD=0.86; r=0.52) with the second lowest rating (see Tables 3 and 4). The specific items with the highest agreement among MLP students were all in the category of information quality, “Materials available on the MLP e-learning platform are useful to me” (item 3; SD=0.56; r=0.49), “The MLP e-learning provides information relevant to MLP medical practice” (item 6; SD=0.55; r=0.56), and “Materials on the MLP e-learning platform increase my quality of clinical care” (item 7; SD=0.51; r=0.57). Items rated the lowest by MLP students were in the lowest-rated categories of system use and service quality, “I use the MLP e-learning platform daily several times” (item 32; SD=0.90; r=0.76), “I depend upon the MLP e-learning platform” (item 17; SD=0.92; r=0.38), and “The MLP e-learning platform provides rapid services” (item 33; SD=0.82; r=0.72).

The Kendall tau variable correlation coefficients are shown in Tables 5 and 6 for the IS success model and TAM questionnaires, respectively. The bivariate relationship indicated that all of the variables (questionnaire items) were significantly correlated (correlations<0.05; see Tables 5 and 6).

For medical lecturers, the categories Perceived enjoyment (1.34; SD=0.48; r=0.73) and Perceived ease of use (1.86; SD=1.05; r=0.48) were rated the highest, whereas Behavioral intention (2.14; SD=0.83; r=0.54) and Self-efficacy (2.11; SD=1.19; r=0.72) were perceived as the categories with the least agreement (see Table 7). The Kendall tau variable correlation coefficients for the TAM questionnaire are shown in Table 8. Furthermore, the questions asked in addition to the TAM disclosed that 2 medical teachers had never used the e-platform (never n=2; often n=3; once n=1; several times n=1; frequently n=1) and 5 did not know how to access it. Overall, 50% (7/14) of medical lecturers stated that they had contributed to the e-platform with content or other e-learning–based activities, such as virtual patients (n=7). Correlation coefficients (Kendall ; nonparametric correlation) of the medical lecturers’ technology acceptance items indicated a correlation for most variables (see Table 8). High correlation significance (P<.01) was shown between the items perceived usefulness and attitude, perceived ease of use and self-efficacy, and perceived ease of use and perceived usefulness.

Table 5. Correlations (Kendall τ) of information system success model of the Zambian medical licentiate practitioner student questionnaire.

<table>
<thead>
<tr>
<th>Categories of information system success model</th>
<th>Service quality (ServQ)</th>
<th>System quality (SQ)</th>
<th>User satisfaction (US)</th>
<th>System use (SU)</th>
<th>Net benefits (NB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information quality (InfQ)</td>
<td>0.23^a</td>
<td>0.36^b</td>
<td>0.41^b</td>
<td>0.30^b</td>
<td>0.40^b</td>
</tr>
<tr>
<td>ServQ</td>
<td>—</td>
<td>0.35^b</td>
<td>0.25^a</td>
<td>0.26^a</td>
<td>0.22^a</td>
</tr>
<tr>
<td>SQ</td>
<td>—</td>
<td>—</td>
<td>0.49^b</td>
<td>0.31^b</td>
<td>0.37^b</td>
</tr>
<tr>
<td>US</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.40^b</td>
<td>0.61^b</td>
</tr>
<tr>
<td>SU</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.46^b</td>
</tr>
<tr>
<td>NB</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^aP<.05.  
^bP<.01.  
^cNot applicable.
Table 6. Correlations (Kendall τ) of adapted technology acceptance model of the Zambian medical licentiate practitioner student questionnaire.

<table>
<thead>
<tr>
<th>Categories of technology acceptance model</th>
<th>Perceived usefulness (PU)</th>
<th>Attitude (AT)</th>
<th>Behavioral intention (BI)</th>
<th>Self-efficacy (SE)</th>
<th>Subjective norm (SN)</th>
<th>Information system success (IS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use</td>
<td>0.48&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.46&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.48&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.31&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.36&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>PU</td>
<td>—&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.53&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.41&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.52&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.47&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.44&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>AT</td>
<td>—</td>
<td>—</td>
<td>0.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.44&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.39&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.35&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>BI</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.47&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.37&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.22&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>SE</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.46&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.36&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>SN</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.38&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>IS</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>P < .01.

<sup>b</sup>P < .05.

<sup>c</sup>Not applicable.
Table 7. Questionnaire results of technology acceptance model questionnaires of medical licentiate practitioner lecturers.

<table>
<thead>
<tr>
<th>Questionnaire items of technology acceptance component: MLP\textsuperscript{a} medical lecturers</th>
<th>Mean (SD)</th>
<th>( r \textsuperscript{b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I intend to use the MLP e-learning platform to assist my medical teaching.</td>
<td>1.50 (0.67)</td>
<td>0.37</td>
</tr>
<tr>
<td>I am positive towards the MLP e-learning platform.</td>
<td>1.92 (0.79)</td>
<td>0.40</td>
</tr>
<tr>
<td>I believe that working with tablets is for young people only.</td>
<td>1.25 (0.45)</td>
<td>0.42</td>
</tr>
<tr>
<td>I believe that working with computers is for young people only.</td>
<td>1.25 (0.45)</td>
<td>0.42</td>
</tr>
<tr>
<td>Most MLP medical lecturers bring a positive attitude towards e-learning.</td>
<td>2.58 (0.67)</td>
<td>0.50</td>
</tr>
<tr>
<td>I want to dedicate more effort to support the MLP e-learning platform.</td>
<td>2.08 (1.08)</td>
<td>0.37</td>
</tr>
<tr>
<td>The MLP e-learning platform can be successfully established for the MLP program.</td>
<td>2.08 (0.67)</td>
<td>0.36</td>
</tr>
<tr>
<td>I think the MLP e-learning platform can be established as a permanent part of the MLP program.</td>
<td>2.08 (0.67)</td>
<td>0.36</td>
</tr>
<tr>
<td>E-learning is a good tool for the MLP program at CCHS.</td>
<td>1.83 (0.72)</td>
<td>0.36</td>
</tr>
<tr>
<td>I think the MLP e-learning platform is important for MLP students.</td>
<td>2.08 (0.79)</td>
<td>0.38</td>
</tr>
<tr>
<td><strong>Behavioral intention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I want to upload content myself on the MLP e-learning platform.</td>
<td>2.36 (0.130)</td>
<td>0.42</td>
</tr>
<tr>
<td>My input is vital for the success of the MLP e-learning platform.</td>
<td>2.18 (0.75)</td>
<td>0.41</td>
</tr>
<tr>
<td>I actively want to contribute to the MLP e-learning platform.</td>
<td>1.91 (0.54)</td>
<td>0.41</td>
</tr>
<tr>
<td>I think other MLP medical lecturers want to regularly contribute to the MLP e-learning platform.</td>
<td>2.45 (0.93)</td>
<td>0.39</td>
</tr>
<tr>
<td>I want to regularly contribute content to the MLP e-learning platform.</td>
<td>2.09 (1.14)</td>
<td>0.50</td>
</tr>
<tr>
<td>I am willing to take ownership for the MLP e-learning platform.</td>
<td>2.09 (0.83)</td>
<td>0.37</td>
</tr>
<tr>
<td>The MLP e-learning platform is only temporary.</td>
<td>2.27 (0.79)</td>
<td>0.37</td>
</tr>
<tr>
<td>The MLP e-learning platform can be sustained long-term at CCHS.</td>
<td>2.27 (0.79)</td>
<td>0.37</td>
</tr>
<tr>
<td>I think other MLP medical lecturers want the MLP e-learning platform to be successful.</td>
<td>1.91 (0.83)</td>
<td>0.36</td>
</tr>
<tr>
<td>I want the MLP e-learning platform to be successful.</td>
<td>1.82 (0.60)</td>
<td>0.35</td>
</tr>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working with computers is easy for me.</td>
<td>1.36 (0.50)</td>
<td>0.07</td>
</tr>
<tr>
<td>I am using computers as a tool for teaching.</td>
<td>1.36 (0.50)</td>
<td>0.04</td>
</tr>
<tr>
<td>Learning how to use the MLP e-learning platform is easy for me.</td>
<td>2.36 (0.92)</td>
<td>0.16</td>
</tr>
<tr>
<td>I need training to actively contribute to the MLP e-learning platform.</td>
<td>2.36 (1.50)</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The use of The MLP e-learning platform is better compared to textbook learning.</td>
<td>2.45 (0.82)</td>
<td>0.45</td>
</tr>
<tr>
<td>Overall, the use of The MLP e-learning platform is more time-demanding than traditional teaching</td>
<td>2.00 (1.26)</td>
<td>0.49</td>
</tr>
<tr>
<td>methods.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The MLP e-learning platform provides quality medical materials for MLP students.</td>
<td>2.00 (0.77)</td>
<td>0.44</td>
</tr>
<tr>
<td>The MLP e-learning platform is a useful tool for the MLP program.</td>
<td>1.82 (0.75)</td>
<td>0.43</td>
</tr>
<tr>
<td>I think e-learning platform improves my productivity as a medical lecturer.</td>
<td>2.09 (1.04)</td>
<td>0.45</td>
</tr>
<tr>
<td>I think e-learning improves my effectiveness as a medical lecturer.</td>
<td>1.82 (0.98)</td>
<td>0.43</td>
</tr>
<tr>
<td>I think e-learning improves my teaching performance.</td>
<td>1.82 (0.98)</td>
<td>0.43</td>
</tr>
<tr>
<td>I believe using e-learning is helpful for my teaching.</td>
<td>1.64 (0.81)</td>
<td>0.44</td>
</tr>
<tr>
<td>E-learning makes it easier to teach medical courses and their content.</td>
<td>1.91 (0.70)</td>
<td>0.43</td>
</tr>
<tr>
<td>I believe working with computers makes a person more productive at their job.</td>
<td>1.73 (1.01)</td>
<td>0.46</td>
</tr>
<tr>
<td>I think the MLP e-learning helps students to be better MLPs.</td>
<td>2.27 (0.65)</td>
<td>0.45</td>
</tr>
<tr>
<td>I think that the MLP e-learning can improve quality of learning for MLP students.</td>
<td>1.73 (0.65)</td>
<td>0.44</td>
</tr>
<tr>
<td>I think the MLP e-learning platform needs too much effort to use it for teaching.</td>
<td>2.27 (0.90)</td>
<td>0.51</td>
</tr>
</tbody>
</table>
Questionnaire items of technology acceptance component: MLP\(^a\) medical lecturers

<table>
<thead>
<tr>
<th></th>
<th>Mean (SD)</th>
<th>(r) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think the MLP e-learning platform improves the effectiveness of medical teaching.</td>
<td>1.91 (0.70)</td>
<td>0.44</td>
</tr>
<tr>
<td>I think the MLP e-learning platform can save me effort.</td>
<td>1.82 (0.75)</td>
<td>0.47</td>
</tr>
<tr>
<td>Overall, I think the MLP e-learning platform can save me time.</td>
<td>1.91 (0.70)</td>
<td>0.45</td>
</tr>
<tr>
<td>The MLP e-learning platform improves medical performance of MLP students as MLP practitioners.</td>
<td>2.45 (0.82)</td>
<td>0.46</td>
</tr>
<tr>
<td>The MLP e-learning platform improves the clinical performance of MLP students.</td>
<td>2.18 (0.75)</td>
<td>0.44</td>
</tr>
<tr>
<td>Tablets are useful as learning devices for MLP students.</td>
<td>2.00 (0.77)</td>
<td>0.44</td>
</tr>
<tr>
<td>The MLP e-learning platform improves learning outcomes of MLP students.</td>
<td>2.18 (0.87)</td>
<td>0.44</td>
</tr>
</tbody>
</table>

\(a\) MLP: medical licentiate practitioner.

\(b\): item-total correlation.

\(c\) Reverse scoring of Likert items applied.

**Table 8.** Correlation (Kendall \(\tau\)) of adapted technology acceptance model of Zambian medical licentiate practitioner lecturer questionnaire.

<table>
<thead>
<tr>
<th>Categories of technology acceptance model</th>
<th>Perceived usefulness (PU)</th>
<th>Attitude (AT)</th>
<th>Behavioral intention (BI)</th>
<th>Self-efficacy (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use</td>
<td>0.40(^a)</td>
<td>0.53(^b)</td>
<td>-0.02</td>
<td>0.62(^b)</td>
</tr>
<tr>
<td>PU</td>
<td>__(^c)</td>
<td>0.75(^d)</td>
<td>0.44(^a)</td>
<td>0.60(^b)</td>
</tr>
<tr>
<td>AT</td>
<td>__(^c)</td>
<td>__(^c)</td>
<td>0.32</td>
<td>0.53(^b)</td>
</tr>
<tr>
<td>BI</td>
<td>__(^c)</td>
<td>__(^c)</td>
<td>__(^c)</td>
<td>0.11</td>
</tr>
<tr>
<td>SE</td>
<td>__(^c)</td>
<td>__(^c)</td>
<td>__(^c)</td>
<td>__(^c)</td>
</tr>
</tbody>
</table>

\(^a\) \(P<.10\).

\(^b\) \(P<.05\).

\(^c\) Not applicable.

\(^d\) \(P<.001\).

**Discussion**

**Principal Findings**

Overall, the questionnaires based on the TAM and IS success model indicated a positive reception of the e-platform and its usage with the offline-based tablets by MLP students and medical lecturers and identified strengths and shortcomings in the tablets and MLP e-platform. The questionnaires’ results elicited an overall acceptant attitude toward the e-platform and agreement with the technological environment of e-learning as a mode of learning and teaching by both, MLP students and medical lecturers.

The student study participants were quite heterogeneous in age, medical experience, and technological experience. The youngest student was aged 23 years and the oldest was 54 years. Some students had only 1 year of medical experience whereas others had accumulated over 28 years of medical experience. The same was applied to technological experience, as some students’ exposure to the MLP e-platform was the first time they had ever had a chance to experience continuous technology use for learning and accessing knowledge. Others, *digital natives* who had grown up with technologies, came into the MLP program equipped with 2 mobile devices and a laptop as an inherent part of their daily lives. Males seemed more confident in rating their self-perceived technology experience than females, who seemed more conservative in their self-assessment. Potentially, this finding may be the result of the prevailing gender-based stereotypes holding females back, as technology usage may not fit the stereotype of expectations for African females. In general, female students may be faced with “a subconscious or implicit bias against women scientists in higher education settings” as “stereotypes emerge early and continue to be salient throughout the lifespan” [21]. The implicit bias against women, which is unfortunately still prevalent, should be taken up and actively approached in the MLP e-platform’s implementation strategy.

One study found, “for instance, college students were more likely to rate the same conference abstracts as lower in scientific quality if the author’s name was female instead of male, particularly if these topics had traditional masculine themes” [21]. Another study described a “moderating effect of gender difference in the adoption of multimedia technology for learning,” whereby males, “believe the technology can improve their performance when they find a fit between task and technology, and this belief would lead to their adoption of the technology” [22]. The study recommended (only for males) “that educators can better promote male students’ adoption of multimedia technology by demonstrating how appropriate the multimedia technology given is for their learning” [22].

Age too can be a discriminative factor in technology acceptance and should be taken into consideration particularly for heterogeneous cohorts like the MLP students. “More attention should be paid to their support [elder MLP students] in the form of training, as well as meeting their unique personal needs”
Overall, older MLP students were more satisfied with the MLP e-platform than younger MLP students. The higher satisfaction may have been rooted in older students’ limited prior exposure to technology and consequently lower expectation levels. Thus, older MLP students may have perceived the MLP e-platform as more satisfying than their younger colleagues.

In particular, MLP e-platform information quality and net benefits were perceived to be the most appealing characteristics based on the IS success model. A closer look at the individual questions of those 2 categories, however, shows that the ratings were more differentiated since students rated available materials as clear and useful, but questions about materials’ quality and sufficiency received the lowest overall scores (information quality). The quality and quantity of contents was perceived as a hindrance which may have been rooted in the short implementation period of the MLP e-platform in general which resulted in limited and rather static learning content that did not entirely reflect the MLP curriculum. Contents were initially composed only of lecture notes and adapted materials from a Malawian e-learning platform [24,25].

To this end, adopting a social media style for content creation and curation to allow for student-made, peer-reviewed content based on fellow student ratings, mixed with methods such as microlearning or learning nuggets, could potentially leverage the practicality of mobile devices (eg, tablets), and could be a significant next step for higher acceptance learning [26]. Curating available Web-based content may be of benefit to keep contents up to date while at the same time decreasing efforts to develop own learning content which constitutes a current major bottleneck—resource-intense and manual content creation. The MLP e-platform may then act also as a central hub for grouping and sharing reliable and appropriate information from the internet [27].

Students underlined with their high acceptance of the statements “For my future job, it is necessary to know how to use a computer,” “I am positive towards using a tablet for medical learning,” and “In my job, using a tablet is important” that they believed in the importance to make use of technologies, such as tablets, for their clinical work. Consequently, the categories of perceived usefulness denoting the relevance of the MLP e-platform toward job performance and perceived ease of use also had high agreement among MLP students. Similarly, for e-platform net benefits, the students found it useful in general, especially using the tablet in a clinical context for treating patients, but the e-platform did not support students well for their exams or help them achieve their learning tasks more efficiently. The subjective norm, a person’s perception that most people who are important to him think he should or should not perform the behavior in question [28], was not rated as a strong factor compared with other questionnaire categories nor was e-platform self-efficacy, people’s judgments of their capabilities to perform a given task [29]. The students’ low ratings for the subjective norm can be attributed to the e-platform still being a relatively new mode for the MLP. The MLP students did not find the tablet compatible with all aspects of their studies, nor did they perceive that the e-platform made studying easier. This shows a need for adaptation of the e-platform to better suit its users and enhance the overall ease of use. During the SY, tablet failure impacted the reliable usage of the offline e-platform (service quality). Most tablets failed either because of poor operating system upgrades or hardware fragility (for a more detailed description see the study by Barteit et al [9]). Furthermore, for some tablets, the battery life span reduced rapidly limiting its usage. Service quality and the quality of the materials, in turn, may have had an impact on the students’ low ratings for self-efficacy, which has been shown to have a direct and powerful effect on actual use over and above user intention [29].

Medical lecturers showed a general acceptance of technology for learning and teaching within the MLP program as the highest ratings for the questionnaires were given for perceived ease of use and perceived usefulness of the e-platform. However, most medical lecturers rated their colleagues’ attitude toward the MLP e-platform as not very positive, which indicates that many did not count on digitized methods to be a part of their teaching and potentially do not see these methods as valid instruments. Their perception toward the e-platform to improve MLP student medical performance received low agreement scores, which further underlines skepticism toward e-learning as a teaching method. In addition, medical lecturers conveyed low confidence toward using the e-platform for medical teaching in combination with a potentially conservative preference for textbook-based learning and lecture-style teaching as a core teaching method. The item, The use of the ML e-learning platform is better as compared to textbook learning, received one of the lowest ratings of all questions, and the categories of behavioral intention and self-efficacy of the e-platform both received very low scores indicating low agreement among medical lecturers. These low ratings further manifest a certain reluctance to employ the e-platform for teaching. Potentially, a bias was rooted in social desirability which influenced MLP lecturers’ answers to the questionnaire [30] as they knew that they were expected to show a certain openness to technologies. Thus, the results of this evaluation suggest a low medical lecturer uptake of the e-platform, which potentially resulted in limited learning materials and restricted integration of the e-platform in day-to-day teaching and training [9,31]. One MLP medical lecturer suggested increasing the allowance for site consultants so as to motivate them to make use of the e-platform. In fact, an increase in lecturer payment in Mexico showed no benefit, as it did not translate into an impact on student learning nor did it hold as a strategy for better teacher engagement in the digital learning and teaching process [32]. A more promising approach seems to be to consider the transformation of the teaching-learning process that entails a global approval and acceptance of teachers and the administration of digital technologies. Technology cannot fix outdated processes and substitute for well-qualified, motivated teachers. Thus, it may be of benefit to further educate and support teachers to use digital technologies for teaching and training [31], including content creation and e-learning didactics, such as flipped classrooms, adaptive learning [33], video-making with low-entry technologies such as smartphones, short mobile learning sessions (microlearning for on-the-job learning), and fostering technology-based social learning activities such as discussion and learning groups. An increased institutional presence may also improve lecturer approval and acceptance, such as an...
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e-learning lab, which may take the physical shape of a dedicated part of the library with a few computers, where medical lecturers can seek technical support for making use of the e-platform or to prepare e-platform contents. Attitude has been identified as an important factor contributing to technology acceptance and may well change over time when more technological experience is gained [34]. Training teachers in digital literacy is not only of benefit for catering for the teaching-learning process but also may provide the cobenefit of preparing them to handle and embrace technologies in the medical field, which are pervasive and rapidly increasing as the digitization of medicine progresses [35,36].

Overall, medical lecturers did show a readiness and acceptance toward technology, since the majority negated that technologies were only for young people and agreed that they intended to use the e-platform to assist their medical teaching and that the e-platform could be helpful for their teaching.

Limitations
The limitations of the study are as follows:

- Ensuring questions are clear and not misleading: (1) Getting respondents to answer questions thoughtfully and honestly and (2) obtaining a sufficient number of completed questionnaires to enable meaningful analyses [37].
- No comparison group: All study participants were subject to the same intervention, so it was difficult to attribute the change in outcome to the introduction of the program with any certainty.

Conclusions
MLP students and medical lecturers accepted the e-platform as a method for medical teaching and learning and the evaluation of the MLP e-platform with its offline tablet-based component, which proved to be a feasible approach for teaching and learning within the low-resource environment at the CCHS in Zambia. This overall positive acceptance toward the e-platform constitutes a fertile base to scale up and implement the e-platform as a serious learning and teaching methodology within the blended learning strategy for the MLP program and beyond. Main shortcomings comprise the low uptake of the e-platform in everyday teaching and the scope and level of interactivity of the e-platform contents. The e-platform has the potential to be a cornerstone in the expansion of scaling up the training of urgently needed medical licentiates in Zambia, but it requires a profound transformation of the teaching and learning process that at its core is manifested in the curriculum and ongoing technology training for medical lecturers. From a technological standpoint, the tablet-based e-platform is a flexible tool that allows for electronic assessment, skill-based learning sessions, a digital logbook for the MLP, and an enhanced clinical decision-support system that could be incorporated in the continuous medical training for MLP graduates in rural health facilities. With increasingly affordable and viable technologies being available, the e-platform may potentially become a game changer in future medical education, especially in a low-resource context such as Zambia.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCHS</td>
<td>Chainama College of Health Sciences</td>
</tr>
<tr>
<td>e-learning</td>
<td>electronic learning</td>
</tr>
<tr>
<td>e-platform</td>
<td>electronic health platform</td>
</tr>
<tr>
<td>IS</td>
<td>information system</td>
</tr>
<tr>
<td>ISSM</td>
<td>information system success model</td>
</tr>
<tr>
<td>MLP</td>
<td>medical licentiate practitioner</td>
</tr>
<tr>
<td>SY</td>
<td>study year</td>
</tr>
<tr>
<td>TAM</td>
<td>technology acceptance model</td>
</tr>
</tbody>
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Abstract

Background: Smartphone-based technology is developing at high speed, and many apps offer potential new ways of monitoring and treating a range of psychiatric disorders and symptoms. However, the effects of most available apps have not been scientifically investigated. Within medicine, randomized controlled trials (RCTs) are the standard method for providing the evidence of effects. However, their rigidity and long time frame may contrast with the field of information technology research. Therefore, a systematic review of methodological challenges in designing and conducting RCTs within mobile health is needed.

Objective: This systematic review aimed to (1) identify and describe RCTs investigating the effect of smartphone-based treatment in adult patients with a psychiatric diagnosis, (2) discuss methodological challenges in designing and conducting individual trials, and (3) suggest recommendations for future trials.

Methods: A systematic search in English was conducted in PubMed, PsycINFO, and EMBASE up to August 12, 2019. The search terms were (1) psychiatric disorders in broad term and for specific disorders AND (2) smartphone or app AND (3) RCT. The Consolidated Standards of Reporting Trials electronic health guidelines were used as a template for data extraction. The focus was on trial design, method, and reporting. Only trials having sufficient information on diagnosis and acceptable diagnostic procedures, having a smartphone as a central part of treatment, and using an RCT design were included.

Results: A total of 27 trials comprising 3312 patients within a range of psychiatric diagnoses were included. Among them, 2 trials were concerning drug or alcohol abuse, 3 psychosis, 10 affective disorders, 9 anxiety and posttraumatic stress disorder, 1 eating disorder, and 1 attention-deficit/hyperactivity disorder. In addition, 1 trial used a cross-diagnostic design, 7 trials included patients with a clinical diagnosis that was subsequently assessed and validated by the researchers, and 11 trials had a sample size above 100. Generally, large between-trial heterogeneity and multiple approaches to patient recruitment, diagnostic procedures, trial design, comparator, outcome measures, and analyses were identified. Only 5 trials published a trial protocol. Furthermore, 1 trial provided information regarding technological updates, and only 18 trials reported on the conflicts of interest. No trial addressed the ethical aspects of using smartphones in treatment.

Conclusions: This first systematic review of the methodological challenges in designing and conducting RCTs investigating smartphone-based treatment in psychiatric patients suggests an increasing number of trials but with a lower quality compared with classic medical RCTs. Heterogeneity and methodological issues in individual trials limit the evidence. Methodological recommendations are presented.
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Introduction

Background
Psychiatric disorders represent a major burden of disease worldwide with a significant impact on the quality of life, socioeconomic factors, and life expectancy [1]. In 2010, the worldwide expenses because of mental illness were estimated to be between US $2.5 trillion and US $8.5 trillion [2]. Across European countries, 27% of the adult population suffers from at least one psychiatric disorder [3]. At the same time, there is a gap between the need for treatment and the number of patients receiving treatment. The number of patients who do not receive treatment for their disorder is 35% to 50% in high-income countries and 76% to 85% and in low- and middle-income countries [4].

In 2011, the World Health Organization stated that “the use of mobile and wireless technologies to support the achievement of health objectives (mHealth) has the potential to transform the face of health service delivery across the globe” [5]. The number of smartphone users exceeded 2.5 billion people in 2018 [6], and in high-income countries, 80% of the population own and use a smartphone [7].

Smartphones are a promising tool in the field of psychiatry. They are widely used and always at hand, allowing for delivery of treatment to patients in real-time and naturalistic settings, and can augment already available treatments. At the same time, smartphones contain several sensors and technologies enabling patients, researchers, and clinicians to access information about physical and social activities [8].

Mobile health (mHealth) and especially smartphone-based technology and solutions are developing at an enormous speed, driven mainly by software and computer scientists and private companies. Thus, most available apps have not been scientifically investigated, and the validity, treatment effect, and safety have been sparsely investigated [9,10]. Nevertheless, hundreds of apps claiming to help or monitor psychiatric disorders are already available in app stores [11].

Evidence, Randomized Controlled Trials, and Interdisciplinary Research
Randomized controlled trials (RCTs) represent the methodological golden standard of excellence in medical research for the investigation of possible positive and negative effects of treatment interventions [12]. The importance of RCTs in medical science is mainly because of their ability to eliminate confounding of known and unknown nature. If properly designed and conducted, RCTs are especially useful for examination of small or moderate positive and negative effects [12].

The design and conduct of RCTs within smartphone-based treatment interventions and other electronic treatments should follow the RCT standards within medicine, while also taking into account particular challenges with electronic effect research. In RCTs, in general, there is a significant time gap from design and trial initiation to the publication of results. A recent Australian study of publicly funded clinical trials showed a median time of 7.1 years (95% CI 6.3-7.6 years) from funding to the main article on trial results being published [13]. This time gap is particularly problematic when testing smartphone-based treatment interventions as the technological development taking place within the timespan of an RCT is enormous. The technology tested is at risk of being outdated when results are published and before being taken into clinical usage [14]. Furthermore, the locked nature of treatment interventions tested in RCTs contrasts with the constantly evolving and iterative nature of app solutions [15].

Previous Reviews
Other groups have previously suggested changes to the development process, to speed up the process from idea to publication [14,16,17]. A previous review from 2013 [18] identified effect studies of smartphone-based treatments within psychiatry (including stress). This review was not limited to include RCTs, and thus, it also included pre- to posttest studies. Only 8 studies were identified despite an extensive search and broad inclusion criteria.

Symptom-specific reviews within branches of psychiatry have been done as well. As an example, Firth et al [19] found studies regarding depressive symptoms and conducted a meta-analysis on the possible effects of smartphone-based treatments on these symptoms. A total of 18 RCTs were identified; however, often, a psychiatric diagnosis was not present as the focus was on depressive symptoms. This study focused on RCTs only. The focus was on research methods and design in relation to smartphone-based treatment interventions within psychiatry. This study was limited to RCTs providing information on diagnostic measures to ensure that participants suffers from a psychiatric diagnosis, excluding trials focusing on symptoms in healthy populations.

Aims
This systematic review aimed to identify and describe all available RCTs using smartphones as (part of) a treatment intervention conducted in the field of psychiatry using sufficient diagnostic measures. Furthermore, it aimed to describe the methodology of these individual trials and discuss methodological challenges related to designing and conducting RCTs within smartphone-based treatment in psychiatric disorders using the Consolidated Standards of Reporting Trials (CONSORT) electronic health (eHealth) checklist [20] as a reference and to provide recommendations for future trials within the area.

Methods
Methods of the review and eligibility criteria were established in advance by 3 of the authors (MLT, MFJ, and LVK). Minor modifications such as adding further information to be extracted were made to the review protocol during the review process.
Trial Selection

Original trials reporting on smartphone-based treatment interventions investigated in RCTs, including adult patients with psychiatric disorders, were eligible for review. In addition, peer-reviewed articles, posters, and conference abstracts were eligible for review. If multiple articles reported on overlapping populations, the article presenting the largest population was included. No restrictions regarding sample size were applied.

The exclusion criteria were as follows: (1) children younger than 18 years; (2) psychiatric symptoms as part of somatic disorders (ie, preoperation anxiety or depressive symptoms in terminal cancer patients); (3) trials concerning stress, cigarette smoking, low intelligence quotient (IQ), and isolated sleep problems without psychiatric disorders; (4) trials with individuals who self-identified as having a psychiatric diagnosis but without diagnostic reassurance; (5) trials reporting on symptoms without diagnoses (ie, depressive symptoms or alcohol usage among college students); (6) trials using internet therapy without an active smartphone-based component (ie, if the Web page was accessible from a smartphone browser); (7) trials using only cell phones in traditional ways with text messages and phone calls (not using smartphone-based features); (8) trials using smartphones as a screen for virtual-reality setups as the primary treatment component; and (9) trials not available in English.

Information Source, Trial Selection, and Data Extraction

We conducted a systematic search covering PubMed, PsycINFO, and EMBASE on April 23, 2018, and it was last updated on August 12, 2019. Only articles from 2008 onwards were included (the time of the release of the first smartphone). References from articles and other reviews were also examined, but they did not result in any additional trials to include. The trial selection was conducted by 2 researchers (MFJ and MLT), and articles with doubt about the relevance were discussed between the 2 of them. Full-text articles for possible relevant trials using smartphones as a screen for virtual-reality setups were included. No restrictions regarding sample size were applied. If multiple articles reported on overlapping populations, the article presenting the largest population was included. If multiple articles reported on overlapping populations, the article presenting the largest population was included. No restrictions regarding sample size were applied.

We conducted a systematic search covering PubMed, PsycINFO, and EMBASE on April 23, 2018, and it was last updated on August 12, 2019. Only articles from 2008 onwards were included (the time of the release of the first smartphone). References from articles and other reviews were also examined, but they did not result in any additional trials to include. The trial selection was conducted by 2 researchers (MFJ and MLT), and articles with doubt about the relevance were discussed between the 2 of them. Full-text articles for possible relevant trials using smartphones as a screen for virtual-reality setups were included. No restrictions regarding sample size were applied. If multiple articles reported on overlapping populations, the article presenting the largest population was included. No restrictions regarding sample size were applied.

Data were extracted by using the CONSORT eHealth checklist as a template for data extraction [20]. The following data were extracted:

- Author, year, country, trial design, trial registration, protocol availability, patients’ age and gender, sample size and use of power calculations, length of treatment intervention, and follow-up period.
- Recruitment and diagnostics procedures of patients, recruitment length, outcome measures, well-defined hierarchy of outcome measures, and collection of outcome data.
- Description of treatment intervention and comparator, use of blended treatment and standard treatments, affiliation with industry and technology descriptions.
- Title according to CONSORT recommendations; use of prompts, platform choice, and possible lent-out of smartphones; economic compensation; use of placebo smartphones; methodological information regarding randomization and blinding procedures; information about the statistical approach to technical updates and whether updates and technical crashes or down periods were...
reported; possible harms; adherence to the smartphone system; and baseline data on patients’ technological skills and funding information.

A data extraction template is provided in the supplementary material (Multimedia Appendix 1). The extracted data are presented in 4 tables. Data were initially retrieved by one author (MLT) and subsequently and independently by another author (MFJ). Any disagreements were solved between MLT and MFJ.

Three tables describe the trials individually, with various focus. The fourth uses the CONSORT eHealth checklist [20] as a template to summarize the relevant findings according to these in a systematic way and hereby partly summarizes the relevant findings from previous tables, but it also includes other new relevant information. The tables are presented in relevant sections in the result-section.

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram displaying information on article flow from initial search to final inclusion. IQ: intelligence quotient; RCT: randomized controlled trial.

### Results

**Trial Selection**

Figure 1 presents a flow diagram represented according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [21], showing the results of the literature search and selection of trials. The initial literature search in PubMed, EMBASE, and PsycINFO on April 23, 2018, resulted in a total of 1490 articles. Of these, 380 duplicates were removed, resulting in 1110 articles. Furthermore, 833 articles were excluded based on the title and year of publication with the main reasons for exclusion being as follows: not concerning psychiatric disorders (eg, HIV, Alzheimer disease, and obesity), not reporting on results from RCTs, and published before 2008. This led to a total of 277 remaining articles, from which abstracts were examined.

Records identified through searching PubMed, EMBASE and PsycINFO, April 23, 2018 (n=1490)

Records after duplicates removed (n=1110)

Records abstract read and screened (n=277)

Full-text articles assessed for eligibility (n=38)

Articles from last updated search August 12, 2019 (n=8)

Studies included in qualitative synthesis (n=27)

Duplicates removed (n=380)

Removed; not concerning psychiatry, not reporting on results from RCTs, studies published before 2008 (n=833)

Records excluded:
- Study protocols
- Text message or other non-smartphone technology
- Publications on same data
- Symptoms not diagnosis
- No or insufficient diagnostic reassurance
- Under 18 years of age
- Low IQ, smoking, stress, isolated sleep problems (n=239)

Full-text articles excluded:
- Symptoms not diagnosis: (n=7)
- No or insufficient diagnostic reassurance: (n=6)
- Only abstract in English: (n=1)
- Insomnia: (n=1)
- No effect measures: (n=1)
- Not sufficient smartphone use: (n=3)
Total: (n=19)
Out of these 277 articles, 239 were excluded based on abstracts, with majority of reasons being as follows: trial protocols, text message or other nonsmartphone technology, publications on same data (the publication with the most data was included), measuring on symptoms—not diagnosis, no or insufficient diagnostic reassurance, participants younger than 18 years, topics concerning low IQ, smoking, stress, or isolated sleep problems.

This led to 38 articles that were printed for full-text reading. Among them, 19 articles were subsequently excluded because of the following: reporting symptoms, not disorders (n=7); no or insufficient diagnostic reassurance (n=6); only abstract in English (n=1); insomnia (n=1); no outcome effect measures (n=1); and not using smartphone as part of treatment (ie, only using smartphones to reach the patient or allowing patients to answer emails and questionnaires on smartphone; n=3).

References from articles and other reviews were also examined, but they did not result in any additional trials to include, giving a total of 19 eligible articles from the initial search.

The search was updated on August 12, 2019, resulting in 8 new articles. Thus, a total of 27 unique trials [22-48] were identified and included in this review, including 5 with diagnostic estimates based on questionnaires using relevant cutoff scores [44-48]. Included trials are described individually in the tables.

**Trial Characteristics**

Across all included trials, a total of 3,312 patients were included. The included trials represented a range of psychiatric disorders. Numbers in parentheses represent relevant chapter and coding according to International Statistical Classification of Diseases and Related Health Problems-10 (ICD-10): 2 on drug or alcohol misuse (F10-F19) [24,37], 3 on psychosis (F20-29) [35,38,41], 10 on affective disorders (F30-39) [22,25-28,32,36,40,42,45] (comprising 3 on bipolar disorder and 7 on unipolar depressive disorder), 9 on anxiety and posttraumatic stress disorder posttraumatic stress disorder (F40-F48) [23,30,34,39,43,44,46-48], 1 on eating disorders (F50-F59) [31], and 1 on attention-deficit disorder (F90-F98) [29]. One trial included patients with severe mental disorders across ICD-10 diagnoses [33].

Most trials had an overrepresentation of females, except trials concerning veterans, schizophrenia, or substance or alcohol abuse. Patients’ ages ranged from 18 to 73 years. In the majority of the trials, the average age was 40 years.

**Trial Design and Reporting**

The number of RCTs testing smartphone solutions in patients with a psychiatric disorder increased with time, especially from 2018 onward. Some trials [24,27,29,33,35,40] were leaning toward traditional RCT designs conducted in clinical settings and using the CONSORT checklist for reporting and designing trials [20]. Some other trials did not provide clear information regarding these issues, leaving the reader with lacking information on the design and conduct of the trial.

Overall, 11 trials had a sample size above 100 patients [24,30,32,34,39,44,45,48]. One trial [40] had been repeated using the same intervention, trial design, and outcome measures as a previous trial [27].

A total of 14 articles included information about trial registration, such as the clinicaltrials.gov [22,24-27,29-33,35,39-41]. For the remaining trials (including the study by Krzystanek et al [41], where we could not find any information on the registration information provided) it was not possible to see whether the primary outcome measure was predefined in the primary hypothesis leading to the trial design. In addition, 5 trials referred to a published trial protocol in the article [27,30,32,35,40]. One additional article attached the study protocol in the supplementary section when published [28].

Information about the individual trial designs, registration, sample characteristics, and length of intervention and follow-up is presented in Table 1.
Table 1. Randomized controlled trials involving smartphones in the field of psychiatry identified in systematic search updated in August 2019. Description of basic information and trial design. The bottom 5 trials in italics are trials with diagnoses solely based on questionnaires.

<table>
<thead>
<tr>
<th>Author, year of publication</th>
<th>Country</th>
<th>Trial design</th>
<th>Protocol</th>
<th>Female/total</th>
<th>Analyzed (power calculation)</th>
<th>Age (years), mean (SD)</th>
<th>Intervention length (weeks)</th>
<th>Posttreatment follow-up (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dagöö et al, 2014 [23]</td>
<td>Sweden</td>
<td>RCT</td>
<td>N/A</td>
<td>39/57</td>
<td>52 (N/A)</td>
<td>52</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Ly et al, 2014 [25]</td>
<td>Sweden</td>
<td>RCT</td>
<td>N/A[^c]</td>
<td>57/81</td>
<td>81 (N/A)</td>
<td>36.0 (10.8)</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Depp et al, 2015 [26]</td>
<td>United States</td>
<td>RCT</td>
<td>N/A[^c]</td>
<td>48/82</td>
<td>82 (N/A)</td>
<td>47.5</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2015 [27]</td>
<td>Denmark</td>
<td>RCT</td>
<td>Published[^e]</td>
<td>45/67</td>
<td>78 (56)</td>
<td>18-60[^d]</td>
<td>24</td>
<td>No</td>
</tr>
<tr>
<td>Moëll et al, 2015 [29]</td>
<td>Sweden</td>
<td>RCT</td>
<td>N/A[^c]</td>
<td>39/57</td>
<td>57 (N/A)</td>
<td>36.8 (10.9)</td>
<td>6</td>
<td>No</td>
</tr>
<tr>
<td>Ivanova et al, 2016 [30]</td>
<td>Sweden</td>
<td>RCT[^f]</td>
<td>Published[^e]</td>
<td>98/152</td>
<td>152 (150)</td>
<td>35.3</td>
<td>10</td>
<td>52</td>
</tr>
<tr>
<td>Boettcher et al, 2018 [34]</td>
<td>Sweden/Germany</td>
<td>RCT[^f]</td>
<td>N/A</td>
<td>161/209</td>
<td>209 (N/A)</td>
<td>35.4 (12.4)</td>
<td>12</td>
<td>52</td>
</tr>
<tr>
<td>Bucci et al, 2018 [35]</td>
<td>England</td>
<td>Pilot RCT</td>
<td>Published[^e]</td>
<td>18/36</td>
<td>36 (N/A)</td>
<td>N/A</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Hur et al, 2018 [36]</td>
<td>Republic of Korea</td>
<td>Pilot RCT</td>
<td>N/A</td>
<td>26/48</td>
<td>34 (N/A)</td>
<td>$=24$</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>Liang et al, 2018 [37]</td>
<td>China</td>
<td>Pilot RCT</td>
<td>N/A</td>
<td>21/74</td>
<td>75 (N/A)</td>
<td>41.6 (8.0)</td>
<td>4</td>
<td>No</td>
</tr>
<tr>
<td>Schlosser et al, 2018 [38]</td>
<td>United States</td>
<td>RCT</td>
<td>N/A</td>
<td>15/43</td>
<td>43 (N/A)</td>
<td>24</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2019 [40]</td>
<td>Denmark</td>
<td>RCT</td>
<td>Published[^e]</td>
<td>76/129</td>
<td>129 (117)</td>
<td>43 (12.4)</td>
<td>36</td>
<td>No</td>
</tr>
<tr>
<td>Krzystanek et al, 2019 [41]</td>
<td>Poland</td>
<td>RCT</td>
<td>N/A[^c]</td>
<td>116/290</td>
<td>Varying</td>
<td>32.1 (6.2)</td>
<td>52</td>
<td>No</td>
</tr>
<tr>
<td>Stiles-Shields et al, 2019 [42]</td>
<td>United States</td>
<td>Pilot RCT</td>
<td>N/A</td>
<td>N/A/30</td>
<td>27 (N/A)</td>
<td>N/A</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Teng et al, 2019 [43]</td>
<td>Taiwan</td>
<td>RCT[^f]</td>
<td>N/A</td>
<td>61/82</td>
<td>82 (N/A)</td>
<td>$=21.5$</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Enoch et al, 2014 [44]</td>
<td>United States</td>
<td>RCT</td>
<td>N/A</td>
<td>205/429</td>
<td>326[^f] (N/A)</td>
<td>18-68[^d]</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Roepke et al, 2015 [45]</td>
<td>United States</td>
<td>RCT[^f]</td>
<td>N/A</td>
<td>197/283</td>
<td>283 (207)</td>
<td>40.2 (12)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Miner et al, 2016 [46]</td>
<td>United States</td>
<td>Pilot RCT</td>
<td>N/A</td>
<td>40/49</td>
<td>49 (N/A)</td>
<td>45.7 (13.9)</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
Settings and Diagnostic Procedures

A total of 8 trials were conducted in traditional clinical settings, with patients referred by clinical staff or contacted in their treatment clinic [24,27,32,33,35,37,40,41]. Others used remote designs where patients who self-identified as having a psychiatric disorder applied for participation [22,25,26,28,30,34,38,39,42-44,46,48]. None of the trials compared participants with nonparticipants. All but 2 trials [43,44] presented a flowchart of eligible subjects with varying details on reasons not to participate. Trials with open recruitment (eg, internet forums, Web pages, Facebook, and advertising) [22,23,25,26-30,34,36,38,39,42-44,46,48] only had information on people who signed up. Completion rates were reported very differently and varied from 163 patients out of 164 (99.4% [163/164]) completing the primary outcome [32] to 74 out of 283 patients (26.1% [74/283]) [45]. In addition, 12 trials compensated for participation in trial assessments with money or gift cards [26,33,38,42,43,46-48].

Validation and certainty of diagnosis varied substantially, and often, a pragmatic setup was used, leaving the validity of the obtained diagnosis with uncertainty.

A total of 5 trials based their diagnosis solely on clinical-based information [24,33,35,37,41]. Furthermore, 15 trials used research-based diagnoses without clinical information, using either questionnaires [44-46,48], phone calls [22,23,25,28,34,42], video interviews [38], or personal interviews [31,36,39,43] to validate the self-reported diagnoses. In addition, 7 trials included patients with a clinical diagnosis that was subsequently assessed and validated by the researchers using questionnaires [47], phone calls [29,30], or personal interviews [26,27,32,40].

Hypotheses and Use of Predefined Hierarchical Outcome Measures

Overall, 18 trials included clearly described hypotheses [22,24-28,30-32,34,36,38-40,44,45,47,48], and 8 trials [22,37,41-44,46,47] did not distinguish between primary and secondary outcome measures in the article and had no hierarchy of outcomes.

Outcome Measures

A total of 8 trials included objective or observer-based primary outcome measures: One trial tested the levels of drug use in the urine as a specific primary outcome measure [37]. Another trial used objective measurements of feasibility, use, and attrition as the primary outcome [35]. One trial tested a specific task of motivated behavior [38]. In addition, 4 trials used scores on clinical ratings as the primary outcome measure assessing the level of depression and mania [26,27,40], levels of bulimic episodes [31], or psychotic symptoms [41]. The remaining trials used patient-reported outcome measures.

Within trials of similar diagnoses, authors used different scales and measures for the primary outcome measure. For instance, in measuring depression scores, the following outcome measures were used as the primary outcome: Patient Health Questionnaire, Beck Depression Inventory, Hamilton Rating Scale for Depression 17 item, Montgomery–Åsberg Depression Rating Scale, and Center for Epidemiologic Studies Depression Scale [22,25-28,32,33,36,40,42,44,45].

Furthermore, 2 trials, with apps for training in attention bias modification, claimed to be double blinded, with no further explanation on how blinding was ensured [43,44]. One trial blinded app allocation for patients when testing 2 different apps [45]. The remaining trials did not blind patients for the intervention (active vs control). In 12 trials, the authors explicitly stated that they had used blinded assessments for outcome measures [25-29,31-33,35,38,40,44]. Within these 12 trials, 5 trials used the patient-reported outcome as the primary outcome measure in nonblinded patients [25,28,29,32,33]. Although blinded assessors collected these data, answers to the questionnaires were self-reported. One trial tested for the success of blinding [32].
### Table 2. Randomized controlled trials involving smartphones in the field of psychiatry identified in systematic search updated in August 2019. Description of participant characteristics and outcome data. The bottom 5 trials in italics indicate trials with diagnoses solely based on questionnaires.

<table>
<thead>
<tr>
<th>Author, year of publication</th>
<th>Diagnosis</th>
<th>How was the diagnosis obtained?</th>
<th>Recruitment: open/closed (recruitment length in months); information</th>
<th>Primary outcome(^a)</th>
<th>Questionnaire data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watts et al, 2013 [22]</td>
<td>Major depressive disorder (R)(^3)</td>
<td>MINIC(^e) phone interview + PHQ-9(^d)</td>
<td>Open (3 months); advertising + application on a Web page</td>
<td>Questionnaire (PHQ-9, BDI-II(^c), K-10(^e), and other)</td>
<td>N/A(^f)</td>
</tr>
<tr>
<td>Dagöö et al, 2014 [23]</td>
<td>Social anxiety disorder (R)</td>
<td>MINI phone interviews SCID(^b)</td>
<td>Open (2011 and 2012); advertising in media and Facebook.</td>
<td>Questionnaire (LSAS-SR(^2))(^a)</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Gustafson et al, 2014 [24]</td>
<td>Alcohol use disorder (C(^1))</td>
<td>From treatment centers (DSM-IV(^b))</td>
<td>Closed (17 months); from 3 nonprofit residential treatment centers</td>
<td>Risky drinking days(^a)</td>
<td>Phone interview</td>
</tr>
<tr>
<td>Ly et al, 2014 [25]</td>
<td>Major depressive disorder (R)</td>
<td>MINI phone interview</td>
<td>Open (N/A); advertising in national media</td>
<td>Questionnaires (PHQ-9 and BDI-II(^2))</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Depp et al, 2015 [26]</td>
<td>Bipolar disorder (R+C)</td>
<td>Medical records + MINI interview</td>
<td>Open (N/A); online, self-help groups, outpatient clinics, and communities</td>
<td>Clinical ratings (MADRS(^i) and YMRS(^m))(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2015 [27]</td>
<td>Bipolar disorder (R+C)</td>
<td>From outpatient clinic + SCAN(^a)</td>
<td>Closed (18 months); recruitment from specialized hospital function</td>
<td>Clinical rating (Hamilton Rating Scale for Depression 17 item and YMRS(^3))(^a)</td>
<td>Paper</td>
</tr>
<tr>
<td>Ly et al, 2015 [28]</td>
<td>Major depressive disorder (R)</td>
<td>MINI phone interview + PHQ-9</td>
<td>Open (N/A); advertising in media for patients’ self-identifying as depressed</td>
<td>Questionnaires (BDI-II(^2))</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Moell et al, 2015 [29]</td>
<td>Attention-deficit/hyperactivity disorder. (R+C)</td>
<td>Medical records + DSM-IV phone</td>
<td>Open (N/A); by patient websites and Facebook</td>
<td>Questionnaire Adult Self-Reported Scale subscale(^a)</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Ivanova et al, 2016 [30]</td>
<td>Social anxiety/panic disorder (R+C)</td>
<td>MINI phone + questionnaires</td>
<td>Open (2 months); advertising in national medias</td>
<td>Questionnaire (Generalized Anxiety Disorder 7-item, LSAS-SR, + more a(^2))</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Hildebrandt et al, 2017 [31]</td>
<td>Binge eating and bulimia (R)</td>
<td>SCID interview + questionnaires</td>
<td>Both (N/A); community advertising and referrals</td>
<td>Clinical ratings (objective bulimic episodes Eating Disorder Examination)(^a)</td>
<td>Paper and in-app</td>
</tr>
<tr>
<td>Mantani et al, 2017 [32]</td>
<td>Major depressive disorder (R+C)</td>
<td>Personal by treating physician</td>
<td>Closed (25 months); recruited by treating physicians</td>
<td>Telephone (blinded; PHQ-9)(^b)</td>
<td>Telephone assessment</td>
</tr>
<tr>
<td>Ben-Zeev et al, 2018 [33]</td>
<td>Severe mental illness(^s) (C)</td>
<td>Chart diagnosis</td>
<td>Closed (27 months); identified from medical records, recruited by clinical teams</td>
<td>Questionnaire (Symptom Checklist-9) Engagement (objective)(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Boettcher et al, 2018 [34]</td>
<td>Social anxiety disorder (R)</td>
<td>DSM-IV (phone)</td>
<td>Open (N/A); advertising in national media, Facebook</td>
<td>Questionnaire (LSAS-SR(^2))</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Bucci et al, 2018 [35]</td>
<td>Early psychosis (C)</td>
<td>From outpatient clinic</td>
<td>Closed (7 months); From early intervention for psychosis service</td>
<td>Objective measurements of feasibility and attrition(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hur et al, 2018 [36]</td>
<td>Depression (other)(^p) (R)</td>
<td>SCID non-patient interview + questionnaires</td>
<td>Open (N/A); advertising, online recruitment, posters and clinic</td>
<td>Questionnaires (Dysfunctional Attitude Scale)(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Liang et al, 2018 [37]</td>
<td>Substance use disorder (C)</td>
<td>From methadone treatment clinics</td>
<td>Closed (11 months); from methadone maintenance clinics and via social workers</td>
<td>Robust objective measure (drug use measured in urine)</td>
<td>Interviews</td>
</tr>
<tr>
<td>Schlosser et al, 2018 [38]</td>
<td>Schizophrenia spectrum disorders (R)</td>
<td>DSM-IV video-interview</td>
<td>Open (N/A); Craigslist, advertising, and information boards</td>
<td>Motivated behavior measured by trust task (objective task)(^a)</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Stolz et al, 2018 [39]</td>
<td>Social anxiety disorder (R)</td>
<td>DSM-IV (master students)</td>
<td>Open (N/A); media and online forums</td>
<td>Questionnaires (Social Phobia Scale, SIAS(^3), LSAS-SR(^2))</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Author, year of publication</td>
<td>Diagnosis</td>
<td>How was the diagnosis obtained?</td>
<td>Recruitment: open/closed (recruitment length in months); information</td>
<td>Primary outcome&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Questionnaire data collection</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------</td>
<td>---------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>--------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2019 [40]</td>
<td>Bipolar disorder (R+C)</td>
<td>SCAN</td>
<td>Closed (N/A): patients previously treated in specialized function invited</td>
<td>Clinical ratings (HDRS-17 + YMRS)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Paper</td>
</tr>
<tr>
<td>Krzystanek et al, 2019 [41]</td>
<td>Paranoic schizophrenia (C)</td>
<td>N/A (enrolled from treatment centers)</td>
<td>Closed (7 month); enrolled from 27 treatment centers</td>
<td>Many outcomes; clinical ratings (video; eg, Positive and Negative Syndrome Scale)</td>
<td>N/A</td>
</tr>
<tr>
<td>Stiles-Shields et al, 2019 [42]</td>
<td>Depression (R)</td>
<td>Quick Inventory of Depressive Symptomatology + MINI phone interview</td>
<td></td>
<td>Questionnaires (eg, PHQ and usability)</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Teng et al, 2019 [43]</td>
<td>Generalized Anxiety Disorder (R)</td>
<td>Questionnaire + DSM-IV subscale</td>
<td>N/A</td>
<td>Questionnaires (State-Trait Anxiety Inventory, BDI-II + more)</td>
<td>N/A</td>
</tr>
<tr>
<td>Enock et al, 2014 [44]</td>
<td>Social anxiety disorder (R)</td>
<td>Questionnaire with cutoff</td>
<td>Open (40 months); news articles, message boards, craigslist.org, Google</td>
<td>Questionnaire (LSAS-SR, SIAS-17, and other)</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Roepke et al, 2015 [45]</td>
<td>Depression (R)</td>
<td>Questionnaire CES-D&lt;sup&gt;f&lt;/sup&gt; above 16</td>
<td>Open (5 months); Website and Craigslist</td>
<td>Questionnaire (CES-D at posttest)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Miner et al, 2016 [46]</td>
<td>PTSD&lt;sup&gt;d&lt;/sup&gt; (R)</td>
<td>Questionnaire PCL-C&lt;sup&gt;1&lt;/sup&gt; &gt;30</td>
<td>Open (16 months); flyers, websites, Craigslist</td>
<td>Questionnaire (PCL-C) + feasibility and acceptability</td>
<td>Internet platform</td>
</tr>
<tr>
<td>Possemato et al, 2016 [47]</td>
<td>PTSD (R+C)</td>
<td>Screened for PTSD + PCL &gt;40</td>
<td>Closed (4 months); from veteran care unit, screened for PTSD.</td>
<td>Feasibility metrics + Questionnaires (PCL-S&lt;sup&gt;q&lt;/sup&gt;, PHQ-9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Kuhn et al, 2017 [48]</td>
<td>PTSD (R)</td>
<td>Questionnaires PCL-C&lt;sup&gt;1&lt;/sup&gt; &gt;34</td>
<td>Open (10 months); flyers, media, social media, Craigslist</td>
<td>Questionnaire (PCL-C)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Internet platform</td>
</tr>
</tbody>
</table>

<sup>a</sup>Well-defined hierarchy in outcome measures.

<sup>b</sup>R: research based.

<sup>c</sup>MNI: Mini International Neuropsychiatric Interview.

<sup>d</sup>PHQ-9: Patient Health Questionnaire-9.

<sup>e</sup>BDI-II: Beck Depression Inventory.

<sup>f</sup>K-10: Kessler Psychological Distress Scale.

<sup>g</sup>N/A: not applicable.

<sup>h</sup>SCID: Structured Clinical Interview.

<sup>i</sup>LSAS-SR: Liebowitz Social Anxiety Scale—self-reported.

<sup>j</sup>C: clinical based.

<sup>k</sup>DSM: Diagnostic and Statistical Manual of Mental Disorders.

<sup>l</sup>MADRS: Montgomery–Åsberg Depression Rating Scale.

<sup>m</sup>YMRS: Young Mania Rating Scale.

<sup>n</sup>SCAN: Schedules for Clinical Assessment in Neuropsychiatry.

<sup,o</sup>Schizophrenia, schizoaffective disorder, bipolar disorder, and major depressive disorder.

<sup>p</sup>Other specified depressive disorder.

<sup>q</sup>SIAS: Social Interaction Anxiety Scale.

<sup>r</sup>CES-D: Center for Epidemiologic Studies Depression Scale.

<sup>s</sup>PTSD: posttraumatic stress disorder.

<sup>t</sup>PCL-C: Post-Traumatic Checklist—Civilian.

<sup>u</sup>PCL-S: Post-Traumatic Checklist Scale.

**Interventions**

Although the included trials shared the concept of smartphones as a core feature of their interventions, the interventions were very different and tested in diverse settings with heterogeneous patient groups. Generally, 8 trials tested the app as a stand-alone treatment [35-37,44-48]. The remaining trials used variations of blended treatment and clinical support. Overall, 18 trials used prompts to engage users either from the app or by the investigators [22-26,28,30,32-44].
A glimpse of the diversity of interventions is presented here. Some trials used smartphones as a part of internet-based therapy, whereas others used smartphones as augmentation for face-to-face therapy or standard treatment programs. Most trials developed specific apps, whereas others used either commercially available or previously developed apps. Some interventions were interactive, whereas others had more static content. Some of the interventions made use of the unique possibilities a smartphone represents such as using global positioning system or allowing to interact with peers, relatives, or professionals, whereas others resemble classic internet therapies made for small smartphone screens to be more convenient and accessible to patients.

**Control Group**

One of the included trials involved the use of a placebo app, consisting of an inactive version of the software with limitations, but with no further description [41]. In addition, 2 trials (that both tested the effect of attention bias modification via a dot probe on the smartphone screen) used a different version of the app for the control group, setting the dot appearance at random instead of following a predefined pattern that was central to the treatment [43,44]. In 1 trial on bipolar disorder, the participants in the control group received a placebo smartphone without the app system [27]. No other trials mentioned attempts on placebo treatment. Overall, 5 trials used standard treatment as the comparator [24,27,35,38,40], and 11 trials used a waitlist control group [29,30,34,38,39,41,42,44-46,48]. Furthermore, 4 trials used some sorts of clinical intervention as the comparator [26,28,31,33], and 5 trials compared the intervention with another app [23,25,35,36,42].

Further description of the smartphone-based treatment interventions, availability of technology, and author affiliation with industry can be found in Table 3 and is summarized in Table 4.
**Table 3.** List of randomized controlled trials involving smartphones in the field of psychiatry identified in systematic search updated in August 2019. Description of intervention and control group as well as authors cooperation with the industry. The bottom 5 trials in *italics* indicate trials with diagnoses solely based on questionnaires.

<table>
<thead>
<tr>
<th>Author, year of publication</th>
<th>Short description of the intervention and main components. If available, the app name is displayed in italics.</th>
<th>Comparator, treatment received by the control groups</th>
<th>Blended treatment (BT)/app alone (AA)</th>
<th>TAU&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Cooperation/affiliation with the industry&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Description of technology available for the reader</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watts et al, 2013 [22]</td>
<td>CBT&lt;sup&gt;c&lt;/sup&gt;-based “get happy program” with comic book-like lessons + homework activities</td>
<td>PC version of the same program</td>
<td>BT (limited clinician contact)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>No</td>
<td>Brief description and few screenshots</td>
</tr>
<tr>
<td>Dagöö et al, 2014 [25]</td>
<td>Guided internet-based CBT adapted for mobile phone administration</td>
<td>Another app similar therapist contact</td>
<td>BT (limited clinician contact)</td>
<td>No</td>
<td>N/A</td>
<td>Brief descriptions</td>
</tr>
<tr>
<td>Gustafson et al, 2014 [24]</td>
<td><em>A-chess:</em> app with static self-help content and interactive features with therapist feedback</td>
<td>TAU</td>
<td>BT</td>
<td>Yes</td>
<td>No</td>
<td>App fully available online and a description of the app is attached</td>
</tr>
<tr>
<td>Ly et al, 2014 [25]</td>
<td>App delivering behavioral activation psychotherapy with possible but limited clinician contact</td>
<td>Mindfulness app, similar therapist contact</td>
<td>BT (limited clinician contact)</td>
<td>No</td>
<td>The first author has a similar app on the open market</td>
<td>Good descriptions and screenshots</td>
</tr>
<tr>
<td>Depp et al, 2015 [26]</td>
<td><em>PRISM:</em> interactive monitoring and intervention linking mood and activities with self-management strategies</td>
<td>Active control monitoring on paper</td>
<td>BT</td>
<td>N/A</td>
<td>No</td>
<td>Thorough descriptions but no technical reports or screenshots</td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2015 [27]</td>
<td><em>MONARCA:</em> self-monitoring with a double feedback loop between clinic (nurse) and patient</td>
<td>TAU + nurse contact + phone without app</td>
<td>BT</td>
<td>Yes</td>
<td>No</td>
<td>Thorough descriptions and screenshots in the protocol</td>
</tr>
<tr>
<td>Ly et al, 2015 [28]</td>
<td>Four therapy sessions and a smartphone app, based on behavioral activation, used between sessions</td>
<td>Full behavioral activation (10 sessions)</td>
<td>BT</td>
<td>No</td>
<td>N/A</td>
<td>Brief descriptions and screenshots</td>
</tr>
<tr>
<td>Moëll et al, 2015 [29]</td>
<td><em>Living smart:</em> Guided online course to structure life using multiple already available apps</td>
<td>Waitlist control</td>
<td>BT</td>
<td>No</td>
<td>N/A</td>
<td>Multiple already available apps</td>
</tr>
<tr>
<td>Ivanova et al, 2016 [30]</td>
<td>Internet therapy + an app&lt;sup&gt;e&lt;/sup&gt; promoting change corresponding to the core treatment program, with therapist support</td>
<td>Waitlist or intervention without therapist support</td>
<td>BT</td>
<td>No</td>
<td>2 authors employed by a technology company; 1 developed a similar app</td>
<td>Description and screenshots available in the protocol</td>
</tr>
<tr>
<td>Hildebrandt et al, 2017 [31]</td>
<td><em>NOON self-monitoring:</em> App as an augmentation of traditional guided self-help</td>
<td>Guided self-help therapy without an app</td>
<td>BT</td>
<td>No</td>
<td>3/5 authors have a connection to NOOM who developed the app</td>
<td>Short descriptions and no screenshots</td>
</tr>
<tr>
<td>Mantani et al, 2017 [32]</td>
<td><em>Kokoro:</em> CBT-based self-help app with 8 sessions presented by cartoons + fixed-dose medicine shift</td>
<td>Medicine shift with fixed dose and no app</td>
<td>BT&lt;sup&gt;f&lt;/sup&gt;</td>
<td>No</td>
<td>2 of the authors developed the app</td>
<td>A thorough report describing the app in detail</td>
</tr>
<tr>
<td>Ben-Zeev et al, 2018 [33]</td>
<td><em>FOCUS:</em> Multimodal smartphone intervention including self-assessments and on-demand functions</td>
<td>Clinic-based group intervention</td>
<td>BT</td>
<td>No</td>
<td>First author had a consulting agreement with technology company</td>
<td>A short description in the text - further information in supplement</td>
</tr>
<tr>
<td>Boettcher et al, 2018 [34]</td>
<td><em>Challenger:</em> App promoting exposure exercise through interactive challenges + internet-based therapy</td>
<td>2) Waitlist control or 3) internet therapy alone</td>
<td>BT</td>
<td>No</td>
<td>The third author founded the app company</td>
<td>A short description + referral to further information</td>
</tr>
<tr>
<td>Bucci et al, 2018 [35]</td>
<td><em>Actissist:</em> Self-help app that asks questions and has automated responses and various static supportive content</td>
<td>TAU + another app</td>
<td>AA</td>
<td>Yes</td>
<td>N/A</td>
<td>Descriptions of apps and screenshots</td>
</tr>
<tr>
<td>Author, year of publication</td>
<td>Short description of the intervention and main components. If available, the app name is displayed in italics.</td>
<td>Comparator/affiliation with the industry</td>
<td>Blended treatment (BT)/app alone (AA)</td>
<td>Description of technology available for the reader</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hur et al, 2018 [36]</td>
<td>TODAC: A scenario-based CBT app to reduce dysfunctional beliefs</td>
<td>Mood diary app</td>
<td>AA</td>
<td>N/A</td>
<td>Descriptions of the app modules, and small screenshots</td>
<td></td>
</tr>
<tr>
<td>Liang et al, 2018 [37]</td>
<td>S-health: Simple smartphone app that sends messages, controls cravings, and has a survey</td>
<td>Receiving text messages about various topics</td>
<td>AA</td>
<td>Yes</td>
<td>Survey and screenshots available + short description</td>
<td></td>
</tr>
<tr>
<td>Schlosser et al, 2018 [38]</td>
<td>Prime: Personalized real-time intervention for motivational enhancement. App-based online community</td>
<td>TAU/waitlist control</td>
<td>BT</td>
<td>Yes</td>
<td>Short description, but no screenshots</td>
<td></td>
</tr>
<tr>
<td>Stolz et al, 2018 [39]</td>
<td>Mobile version of validated psychoeducative self-help program with 8 modules based on cognitive therapy</td>
<td>Waitlist control or PC version</td>
<td>BT</td>
<td>No</td>
<td>Short description of modules, but no screenshots</td>
<td></td>
</tr>
<tr>
<td>Faurholt-Jepsen et al, 2019 [40]</td>
<td>MONSENSO: Self-monitoring + objective monitoring with a double feedback loop between nurse and patient</td>
<td>TAU + offer to borrow a smartphone</td>
<td>BT</td>
<td>Yes</td>
<td>Thorough descriptions and screenshots in the protocol</td>
<td></td>
</tr>
<tr>
<td>Krzystanek et al, 2019 [41]</td>
<td>MONEO: Medication reminder, cognitive training, information bank, and “tele visits” with the investigator</td>
<td>Inactive version + monthly video examination</td>
<td>BT</td>
<td>N/A</td>
<td>Refers to online supplementary that was not possible to find</td>
<td></td>
</tr>
<tr>
<td>Stiles-Shields et al, 2019 [42]</td>
<td>Boost Me (behavioral app) or Thought Challenger (a cognitive app): Both with brief weekly coaching</td>
<td>2 different apps and 1 waitlist control</td>
<td>BT (with limited coaching)</td>
<td>No</td>
<td>Both apps are available free online</td>
<td></td>
</tr>
<tr>
<td>Teng et al, 2019 [43]</td>
<td>Home-delivered attention bias modification training with dot probe on screen</td>
<td>Control group with random dot or waitlist</td>
<td>BT</td>
<td>N/A</td>
<td>Short descriptions and few screenshots</td>
<td></td>
</tr>
<tr>
<td>Enock et al, 2014 [44]</td>
<td>Cognitive training via smartphone with attention bias modification training</td>
<td>An active control group and waitlist control</td>
<td>AA</td>
<td>Yes</td>
<td>Thorough descriptions, links, and few screenshots</td>
<td></td>
</tr>
<tr>
<td>Roepke et al, 2015 [45]</td>
<td>SuperBetter: Self-help game using either specific CBT or a general version using self-esteem and acceptance</td>
<td>2 versions of the app and 1 waitlist control</td>
<td>AA</td>
<td>Yes</td>
<td>Short description and 2 screenshots</td>
<td></td>
</tr>
<tr>
<td>Miner et al, 2016 [46]</td>
<td>PTSD coach: Psychoeducation, symptom assessments, self-management + access to supportive others</td>
<td>Waitlist control</td>
<td>AA</td>
<td>N/A</td>
<td>The app is available free online</td>
<td></td>
</tr>
<tr>
<td>Possemato et al, 2016 [47]</td>
<td>PTSD coach: Multifunctional psychoeducative self-help app with clinical support of 4, 20-min sessions</td>
<td>App alone</td>
<td>BT&lt;=AA</td>
<td>No</td>
<td>The app is available free online</td>
<td></td>
</tr>
<tr>
<td>Kuhn et al, 2017 [48]</td>
<td>PTSD coach: psychoeducation, symptom assessments, self-management + access to supportive others</td>
<td>Waitlist control</td>
<td>AA</td>
<td>No</td>
<td>The app is available free online</td>
<td></td>
</tr>
</tbody>
</table>

aTAU: Treatment as usual.
bInformation assessed by author affiliation, grand support, and conflict of interest.
cCBT: cognitive behavioral therapy.
dN/A: not applicable.
eTwo treatments not technologically attached but based on same therapy.
fAllowed to discuss the app with treating physician.
Table 4. Summarized findings from systematic review on 27 randomized controlled trials involving smartphones in the field of psychiatry. Consolidated Standards of Reporting Trials electronic health checklist is used as a guideline to systematically display trial design, methodology, and reporting of the identified trials.

<table>
<thead>
<tr>
<th>Consort item</th>
<th>Summarized findings according to CONSORT item, with references to relevant articles.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title and abstract (1a and 1b)</td>
<td>All but 6 titles [22,35,37,38,41,42] described the mode of delivery, components of treatment, target group, and trial design according to Consolidated Standards of Reporting Trials electronic health guidelines [20]. Often only broad terms of components were used, such as “mobile” or “mHealth.”</td>
</tr>
<tr>
<td>Introduction (2a and/or 2b)</td>
<td>The trials were published from 2013 to 2019 with equal distribution through 2013 to 2017 and increasing numbers from the from 2018 and forward [33-43]. Trials were mainly from western countries, especially from Scandinavia [23,25,27-30,34,40].</td>
</tr>
<tr>
<td>Trial design (3)</td>
<td>A total of 19 trials were classic RCTs [23,25-27,29-34,38-41,43-45,48]; 7 were pilot RCTs [22,35-37,42,46,47], and 1 was a noninferiority RCT [28].</td>
</tr>
<tr>
<td>Participants (4a and/or 4b)</td>
<td>A total of 22 trials used research-based diagnoses: 5 were based on questionnaires [44-48], 8 used phone interviews [2225,28-30,34,42], 1 used Facetime or Skype interview [38], and 8 used personal interviews [26,27,31,32,36,39,43] mostly based on either MINI or DSM-5; 5 trials based their diagnoses only on clinical-based information [24,33,35,37,41]; 13 trials excluded patients with varying degrees of suicidal ideation [22,23,25,28-32,34,36,39,42,47]; 3 trials excluded patients with severe symptomatology within the diagnosis of interest [22,26,27]. Most trials excluded patients with severe psychiatric comorbidity from lower International Statistical Classification of Diseases and Related Health Problems-10 chapter. In addition, 12 trials supplied participants with smartphones, either voluntary or mandatory [24,26,27,31,33,35,38,40,41,46-48]; 12 trials compensated participation in assessments with money or gift cards [26,33-38,42,43,46-48].</td>
</tr>
<tr>
<td>Interventions (5)</td>
<td>Intervention length varied substantially: from 3 weeks [36] to 52 weeks [41]. Most interventions lasted between 4 and 12 weeks; 8 trials used unaffected standard treatment beside intervention [24,27,35,37,38,40,44,45]; 8 trials tested the app alone [35-37,44,48]; the remaining used various variations of blended treatment: 1 trial tested blended therapy against app alone [47]; 18 trials used prompts to engage users, either from the app or by investigators [22,26-28,30,32-44]; 1 trial compared with an interactive “placebo” version of the app [41]; 2 trials compared with a placebo control [34,44]. In 1 trial, participants in the control group received a “placebo” smartphone without the app system [27]; 5 trials used standard treatment as comparator [24,27,35,38,40]. 11 trials used waitlist control [29,30,34,38,39,40,46-48], 4 trials used clinical intervention [26,28,31,33], and 5 trials compared with another app [23,25,35,36,42]; 1 trial collected automatically generated data [40] and further 8 trials collected data on app usage [24,33,34,42,43,45,47,48]; in 3 trials, intervention was only for iPhone [32,34,45] and in 3 only for Android [27,42,43]. The rest of the trials either had a Web-based version available or app for both platforms. Only 1 article mentioned information about updates of apps or intervention [27].</td>
</tr>
<tr>
<td>Outcomes (6a and/or 6b)</td>
<td>Overall, 8 trials did not use a predefined hierarchy of outcome measures [22,37,41-44,46,47]; 1 trial used tested levels of drug use in urine as a specific detection [37]; 1 trial used objective measurements of feasibility, use, and attrition as the primary outcome [35]; 1 trial tested a specific task [38]; 1 trial used video call–based clinical ratings [41]. Only 4 trials used clinical ratings as the primary outcome [26,27,31,40]; Remaining trials used patient-reported outcome measures. A total of 12 trials used internet platform for data collection [23,25,28-30,34,38,39,42-46,48], with 6 of these mentioning validations of questionnaires for online use [23,25,28,30,34,46]; 2 trials used the app for outcome measure [31,41].</td>
</tr>
<tr>
<td>Sample size (7a and/or 7b)</td>
<td>Sample size varied from 20 participants [47] to 429 participants [44]; 11 trials with numbers above 100 participants [24,30,32-34,39-41,44,45,48]. Pilot trials were smaller.</td>
</tr>
<tr>
<td>Randomization (8, 9, and 10)</td>
<td>Overall, 8 trials did not supply information about randomization [29,31,36-38,45-47]; 1 used Excel [43], and 1 used the app for randomization [41]. The remaining mainly used online software.</td>
</tr>
<tr>
<td>Blinding (11a and/or 11b)</td>
<td>Overall, 2 trials claim to be double-blinded with no further explanation on how blinding was assured [43,44]; 1 trial blinded app allocation for the patients (they tested 2 different apps) [45]. The remaining trials had no blinding of patients. In 12 trials, authors explicitly wrote that they used blinded assessments for outcome measures [25-29,31-33,35,38,40,44]. Within these 12 trials, 5 trials used patient-reported outcome measures as the primary outcome measure with nonblinded patients [25,28,29,32,33]; 1 trial tested for the success of blinding [32].</td>
</tr>
<tr>
<td>Statistical methods (12a and/or 12b)</td>
<td>A total of 11 trials based sample size on power calculations [24,27,28,30-33,39,40,45,48]. All but 1 of these managed to recruit at least the desired number [31]. No trials took changes and updates of software or technical problems into account in statistical methods.</td>
</tr>
<tr>
<td>Participant flow (13a and/or 13b)</td>
<td>All but 2 trials [43,44] presented a trial flow chart of eligible subjects, although with various details on reasons not to participate and drop out. Completion rates were reported very differently, varying from 163/164 completing primary outcome [32] to 74/283 completing posttreatment assessments (primary outcome) [45]. All but 2 trials reported on adherence to treatment [36,43].</td>
</tr>
<tr>
<td>Recruitment (14a and/or 14b)</td>
<td>Recruitment length was reported in 16 trials and varied from a few months to several years [22,24,27,30,32,33,35,37,41,42,44-48]; 10 trials used closed recruitment with a referral from clinicians or researchers seeking out participants from a well-defined patient population [24,27,31-33,35,37,40,41,47]; 1 trial gave no information on recruitment [43]. The remaining trials used open recruitment mainly via Craigslist.org, advertising in traditional ways, or through social media.</td>
</tr>
<tr>
<td>Baseline data (15)</td>
<td>Only 2 trials included technology-specific baseline data or information about participant technological abilities [32,33].</td>
</tr>
<tr>
<td>Numbers analyzed (16)</td>
<td>All but 6 trials [22,36,37,41-43] used the intent-to-treat principles in the primary analysis.</td>
</tr>
</tbody>
</table>
Adherence to Smartphone Intervention

All but 2 trials [36,41] reported adherence by using one of the following or a combination: report on how many in-app lessons, modules or sessions participants completed, the number of daily or weekly users or logins, numbers of active users at a given time point, and composite scores measuring adherence.

Some trials included large tables on the usage of different components of the app, for example, the study by Schlosser et al [38], or included detailed program usage in the supplementary section, for example, the study by Stolz et al [39].

One trial economically compensated the participants for using the app [35]. Further comparison of adherence between trials was not feasible because of significant differences in how adherence was collected and reported in the individual trials.

Statistical Power Analysis

Overall, 11 trials based their required sample size on power analyses [24,27,28,30-33,39,40,45,48]. All but 1 [31] of these trials managed to recruit at least the desired number. In addition, 6 of the trials without power analyses were specified as pilot studies [22,35-37,42,46,47].

Statistical Analysis

All but 6 trials [22,36,37,41-43] used intent-to-treat principles in the primary analyses. Different methods were used to account for missing data. Some trials used multiple imputations [23,46,48], whereas others used mixed models [22,24,27,28,30,32,34,39,40,45] with missing at random or maximum likelihood estimations. One trial omitted data without imputation [41]. In addition, 8 trials included no explicit information on how the authors handled missing data [33,35-38,42,44,47]. Furthermore, 4 trials referred to an available predefined plan of analyses in the statistical section [27,32,33,35].

Technical Aspects of Smartphone-Based Treatment Interventions

One article informed about technical updates of the app, changes in interventions because of improvements, or technological problems that might have influenced the intervention over time [27]. None of the trials mentioned privacy breaches. In addition, 3 trials mentioned technical problems and how these affected interventions and the main hypothesis [23,40,48]. One trial collected automatically generated smartphone data (phone usage, social activity, and mobility) [40]. Furthermore, 8 trials collected data on app usage [23,33,34,42,43,45,47,48]. None of the trials accounted for changes or updates in the software or technical problems related to the intervention in the statistical analyses. Two trials included technology-specific baseline data or information about the participant’s technological abilities such as prior smartphone use or assessments of the participant’s technological abilities as prior smartphone use or assessments of the participant’s ability to use a smartphone [32,33]. A total of 17 trials presented the intensity of use or user data with significant variations in usage among subjects and between trials [22-25,27,32-35,37-40,42,43,45,47].

Ethical Aspects

None of the included trials addressed the potential ethical aspects of using smartphones in the treatment of patients with a psychiatric disorder. Two trials included a section on ethics, including information on various trial registrations and approvals, data storage, and economic compensation [27,40].

Discussion

Principal Findings

This is the first systematic review regarding methodological challenges in RCTs investigating smartphone-based treatment interventions in patients with a psychiatric diagnosis. We included 27 trials with a wide range of psychiatric diagnoses and observed substantial between-trial heterogeneity. The trials
were conducted in diverse settings and used different smartphone-based treatment interventions and different follow-up periods. The trials reported on various outcome measures, which, in nearly half of the trials, were not clearly predefined. Most trials only used unblinded patient-evaluated outcome measures. A single trial reported on the success of blinding procedures.

Furthermore, only 1 trial provided information regarding technological updates of the smartphone-based treatment intervention. A declaration of interests was missing in 9 of the trials. No trial compared participants with nonparticipants, thereby increasing the risk of selection bias and making generalization of the trial findings difficult.

The included trials used smartphones in various ways and applied treatments to very heterogenic populations. Generally, the combination of insecure diagnoses, lack of blinding, use of patient-evaluated outcome measures, and lack of trial protocols or thorough publicly available trial registrations implies that evidence on the effects and side effects is still warranted.

The included trials used very different comparators, and the treatments given, besides the intervention of interest, varied from nothing to intensive clinical standard treatment setups. Generally, important aspects concerning technological features and how these inevitably affect outcomes were sparingly reported. On the basis of the results of the review, in the following sections, we discuss the highlights and suggest recommendations for designing and conducting future RCTs investigating the effect of smartphones in psychiatry.

Inclusion Criteria of Trial Patients

Owing to the lack of diagnostic biomarkers within psychiatry, currently, the research-based clinical diagnostic process represents the golden standard. The use of online, patient-evaluated diagnoses will reduce the validity of the diagnoses and reduce the generalizability to the clinical practice of trial results.

The use of a research-based clinical diagnostic assessment such as the Schedules for Clinical Assessment in Neuropsychiatry providing Diagnostic and Statistical Manual of Mental Disorders and ICD-10 diagnosis [49] or another systematic diagnostic assessment system should be prioritized. If patients are thoroughly and validly diagnosed and characterized before inclusion in the RCT, that is, by their treating doctors or psychologists, the clinical diagnoses may as well be used, depending on the aims and hypotheses of the RCT.

Smartphones allow for a vast amount of data to be collected online or automatically. This could be used as an advantage when conducting large RCTs. Digital solutions let researchers reach more participants and make it easier for patients to participate in clinical trials, not having to show up in the research settings for diagnostic assessment, baseline data collection, and outcome assessments. This possibly facilitates broader and more feasible inclusion of patients. Questionnaires conducted on the screen of a smartphone might vary compared with validated paper-based questionnaires. However, a Cochrane review from 2015 concludes that “apps might not affect data equivalence as long as the intended clinical application of the survey questionnaire, its intended frequency of administration and the setting in that it was validated remain unchanged” [50].

Telephonic interviews are different from clinical evaluations conducted by clinicians with possibly more reduced validity of diagnoses and sociodemographic and clinical data. Nevertheless, telephonic interviews (by trained lay interviewers or professionals) have been used in the research of depression and anxiety disorders with reasonable validity of diagnosis [51].

Modern electronic data collection should be used wisely with an awareness of possible changes in the quality of the data that the researchers obtain.

Interventions and Comparators

This systematic review showed that a placebo-controlled design was used to a limited extent. There is no clear definition of what a digital placebo treatment can or should contain, and defining a proper placebo group in a nonpharmacological RCTs is always difficult. The expectation for technical solutions themselves to be helpful resembles a reaction that is comparable to receiving a placebo pill and has been suggested to affect patients independent of active treatment [52]. The term digital placebo has been suggested [52]. Still, little is known about this issue; however, ongoing RCTs are investigating this subject further using a sham app as a comparator [53].

Clear descriptions of the content of the interventions and comparators used by researchers in future RCTs should be prioritized and made available to readers. If not mentioned in the primary publication, clear reference to the description should be made, such as in the study protocol, earlier publication, appendices, or publicly available versions of the intervention used. Furthermore, researchers could beneficially design the active intervention to fit into clinical practice and adapt to the clinical settings either as a stand-alone treatment or in combination with clinical treatment and support.

Outcome Measures and Power Analyses

A clear predefined research question, represented by a predefined primary outcome measure in a precisely well-defined patient population, is necessary. Selecting a predefined and relevant primary outcome measure is crucial [12]. Assessors should be blinded to outcome measures. End points of clinical relevance, that is independent of or blinded to researchers, such as admittance to a hospital or relapse or recurrence of illness (as in an ongoing trial [54]), should be prioritized compared with biased end points [12]. Such outcomes benefit from being critical for patients, relatives, and clinicians.

Power analyses should preferably be made before start the trial to ensure that the required sample is realistic and able to answer the primary research question—often represented by significant changes in the primary outcome.

When using clinician-based outcome measures, this should preferably be done by blinded trained clinical researchers. This is a difficult task because patients may give the researcher a hint on their allocation. Precautions to hinder this should be taken and described.

Although patient-evaluated outcome measures are appealing because of the ease use, we should be careful when interpreting...
findings based on unblinded patient-evaluated outcomes as there will be a risk of bias.

Clinicians and administrators may play important roles in implementing such treatment systems following trial findings if the results indicate a possible effect of the new treatment [55].

Possible outcomes could include measures of clinicians’ and caregivers’ attitudes toward the intervention if involved. Further data regarding the use of resources and economic costs related to the intervention could be included if available.

**Publication of a Trial Protocol and Reporting Guidelines**

Compilation and publication of a trial protocol or a thorough description on publicly available registration sites, such as https://clinicaltrials.gov/, before analyzing data from the trial will increase the validity of the findings. Trial protocols and registrations should follow the standards for medical trial protocols [20] such as precise descriptions of inclusion and exclusion criteria, recruitment procedures, prioritized outcome measures including unblinded assessment, statistical power analyses, and a plan for analyses of participants versus nonparticipants. Furthermore, a thorough description of the used technology should be included [54,56,57]. Authors should publish deviations on especially the technical side of the protocol that were necessary, including valid arguments for the changes.

When reporting results, guidelines such as the CONSORT eHealth checklist [20] should be followed to increase transparency and for evaluation of findings.

**Multidisciplinary Research**

A close collaboration between information technology developers, clinicians and researchers is critical to ensure that the technology developed can answer the primary questions that are addressed and, vice versa, that the posed hypotheses match the available technology.

Authors should use the same transparency when working with the technology industry as researchers, doctors, and funders use with the medical industry. This systematic review shows that the authors’ declarations of conflicts of interest are frequently missing. The industry has a significant direct or indirect interest in developing app solutions and gathers information from patients as information in the digital economy involves major economic interests [58]. Any potential conflicts of interest should always be declared.

**Technology in Randomized Controlled Trials**

Smartphones represent a unique tool to measure adherence and fidelity in RCTs. However, there is no clear definition of how to measure or report adherence to smartphone-based treatment systems.

Smartphone solutions might assist in follow-up assessments and could advantageously use built-in features to ease the patients. Even when patients are “lost to follow-up,” assessments based on smartphone sensors could be collected, with patient permission, and might reflect behavioral changes for the user [59-61].

Prompts and reminders may comprise an important part of digital solutions to keep patients engaged in treatment.

These prompts, preferably, should be a part of the intended intervention that is investigated and not done only as part of the research project. The research team will potentially not be part of a real-world implementation of the technology and therefore give a false picture of adherence and effect of the intervention.

Information about technical skills and smartphone usage and habits might be valuable information and should be presented.

Reporting possible harms and adverse events are essential as the field of smartphone-based treatment is new, and little is known of potentially harmful effects such as worsening of symptoms or suicidal ideation. One trial has reported possible harms of using the intervention [27].

Potential harms and safety matters should be taken into consideration when designing and conducting the trial, as the example of the study by Stiles-Shields et al. [42] in which a safety protocol was used to standardize how researchers should react on suicidal ideations, expressed by participants either in the app or as part of the online questionnaires (where suicidal thoughts is a common item).

**Updates, Revisions, and Adaptive Trials**

Developing well-designed RCTs, including proper diagnostic procedures and thorough, robust, and blinded outcome measures, will inevitably be a time-consuming process. Still, it is crucial to test new smartphone-based treatment interventions on well-defined patient populations. *Locking* a digital intervention for several years is a challenge because technology would be expected to evolve and improve over time. In software engineering, updates and enhancements of the software are frequently released to fix bugs and errors and to improve usability, stability, robustness, and security. Moreover, the type of data collected from the phone via sensors and its processing by algorithms will also constantly change and adapt according to automatic machine learning models. Such learning systems will change based on new information and might be used increasingly in psychiatry as well as in many other fields [62]. Finally, the hardware and operating systems of the mobile phone regularly change, and the major vendors (Apple and Google) regularly release new hardware and operating systems that affect what an app can and cannot do.

Consequently, the concept of maintaining the digital intervention stable during a clinical trial is unrealistic, taking into consideration the long time span involved in conducting most RCTs.

To merge these opposing interests, we must accept these ongoing changes as a natural consequence of conducting research in the field, similar to surgeons who improve their skills or therapist who adapt and improve as they see more and more patients. Such updates should be reported systematically and should be thoroughly described so that it will be clear to readers which type of updates were made and what effect they might have had on trial results. In addition, the possible effects of add-ons could be presented and provided enough statistical power for subanalyses.
By allowing a more flexible approach to the RCT design, it would conform more to the so-called adaptive trial paradigm [17,63], and then RCTs might be able to answer questions regarding the effect of mHealth interventions without evaluating outdated technology [16,17]. It is necessary to accept and incorporate technological developments and changes in the design of a specific RCT in line with suggestions from similar but older scientific fields as telehealth in general [64].

**Ethical Aspects**

In a digital economy, data generated by apps and services constitute a valuable resource. Within psychiatry and other areas, such data can lead to discrimination of individuals and patient groups as a whole, and therefore, the handling and use of the data collected are of great importance. The value such information has to industry and other stakeholders is driving the many apps that are widely available without evidence of effects or possible harms. We need information obtained through well-designed and transparent trials to improve our knowledge of how these treatments can help patients and professionals.

Privacy, security, technology illiteracy, depersonalization of treatment systems, and technological paternalism are some of many possible ethical issues in this field [58].

These challenges apply both to the trial designs and the treatments being developed. The included trials hardly mentioned any such ethical issues.

Trials must consider and discuss possible ethical implications of the trial design and of the treatment itself.

**Findings in a Scientific Context**

The results from one of the included trials have been replicated using the same intervention, trial design, and outcome measures in a second trial only once [27,40]. However, this is necessary to increase evidence. Notably, numerous trial protocols within the field were identified during the search [54,65-69]. This indicates that the pace of the field is still increasing, and hopefully, future trials will provide more evidence within the field of smartphone-based treatment in patients with psychiatric disorders. This development is further shown in the large numbers of RCTs found in this review. Only 1 of the included trials in this review was published and included in a previous review from 2013 investigating the effects of smartphones in mental health [18]. With an increasing number of RCTs and hopefully increasing the quality of design and method, and a more uniform reporting of results, future meta-analyses of the effects of treatments will be possible.

**Limitations**

This study has various limitations: not all parts of the review process and data collection were double checked, no protocol of study method was published online beforehand, and no meta-analyses or statistical analyses were performed on the included data. We did not use any scoring systems for the assessments of quality and risk of bias in the included studies, leaving the assessment to the reader.

**Conclusions**

This first systematic review on the design, conduct, and methodological challenges of RCTs investigating the effect of smartphone-based treatment in patients with a psychiatric diagnosis suggests that there is a rapidly increasing interest for this type of treatment. Although an increasing number of trials tested new smartphone-based treatments, the trial designs and reporting were of low quality compared with more classic medical RCTs, and heterogeneity and methodological issues in individual trials limit the evidence.

Smartphone-based treatment interventions imply new challenges and opportunities, but we, as researchers, should consider strict methodological efforts when designing, conducting, and reporting such trials as in the rest of the field of medicine. Future trials employing strict methodology, including detailed description regarding patient recruitment, pre- and well-defined, prioritized outcome measures, information regarding technical updates and down periods, and statements on potential conflicts of interest are warranted. Research groups without trial experience should seek out information on how to conduct RCTs with high a methodological standard to ensure a high level of quality in the research. Finally, close collaborations between professions and specialties are needed in this complex branch of science.
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Abstract

Background: Social media platforms play a vital role in the dissemination of health information. However, evidence suggests that a high proportion of Twitter posts (ie, tweets) are not necessarily accurate, and many studies suggest that tweets do not need to be accurate, or at least evidence based, to receive traction. This is a dangerous combination in the sphere of health information.

Objective: The first objective of this study is to examine health-related tweets originating from Saudi Arabia in terms of their accuracy. The second objective is to find factors that relate to the accuracy and dissemination of these tweets, thereby enabling the identification of ways to enhance the dissemination of accurate tweets. The initial findings from this study and methodological improvements will then be employed in a larger-scale study that will address these issues in more detail.

Methods: A health lexicon was used to extract health-related tweets using the Twitter application programming interface and the results were further filtered manually. A total of 300 tweets were each labeled by two medical doctors; the doctors agreed that 109 tweets were either accurate or inaccurate. Other measures were taken from these tweets’ metadata to see if there was any relationship between the measures and either the accuracy or the dissemination of the tweets. The entire range of this metadata was analyzed using Python, version 3.6.5 (Python Software Foundation), to answer the research questions posed.

Results: A total of 34 out of 109 tweets (31.2%) in the dataset used in this study were classified as untrustworthy health information. These came mainly from users with a non-health care background and social media accounts that had no corresponding physical (ie, organization) manifestation. Unsurprisingly, we found that traditionally trusted health sources were more likely to tweet accurate health information than other users. Likewise, these provisional results suggest that tweets posted in the morning are more trustworthy than tweets posted at night, possibly corresponding to official and casual posts, respectively. Our results also suggest that the crowd was quite good at identifying trustworthy information sources, as evidenced by the number of times a tweet’s author was tagged as favorited by the community.

Conclusions: The results indicate some initially surprising factors that might correlate with the accuracy of tweets and their dissemination. For example, the time a tweet was posted correlated with its accuracy, which may reflect a difference between professional (ie, morning) and hobbyist (ie, evening) tweets. More surprisingly, tweets containing a kashida—a decorative element in Arabic writing used to justify the text within lines—were more likely to be disseminated through retweets. These findings will be further assessed using data analysis techniques on a much larger dataset in future work.
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Introduction

Background

In recent years, there has been significant growth in the uptake of personal communication technologies around the world. This has been largely afforded by the widespread availability of social media (SM) and has been facilitated by the increase in mobile phone ownership. SM has become a valuable tool for communication and it has been utilized in many areas, such as education [1], marketing [2], and health communication [3]. For example, in the field of health communication, the US Centers for Disease Control and Prevention (CDC) [4] and local health departments in the United States [5] have used Twitter to communicate to people during epidemics. Another example is from the United Kingdom and Norway, where health authorities used Twitter to inform their citizens during the West African Ebola outbreak in 2014 and 2015 [6].

The use of SM can improve the nature of health communication as it speeds up the interaction between health care organizations, professionals, and patients [3]. Thus, various SM platforms and apps can play a vital role in health communication and in the promotion of good health [7]. Despite the advantages that SM potentially offers for health communication, it also faces certain challenges. For example, during a health crisis, there is only a limited amount of time for authorities to respond in an efficient way and inform people, while simultaneously helping to eliminate uncertainty on a topic. If this does not occur promptly, it is much more likely that rumors will spread, possibly through SM; when this happens, the negative effects of SM, such as confusion and misinformation, are the probable results [8].

Illustrative examples include the negative consequences experienced by Saudi Arabia and African countries during the Ebola and Middle East respiratory syndrome (MERS) outbreaks. In Saudi Arabia, SM rumors prevented some people from going to emergency departments when they were in an acute condition, resulting in the cancellation of their surgical procedures [9]. In Africa, rumors were found on SM that drinking a huge amount of salt water was a cure for Ebola; it has been reported that this may have caused the deaths of several people [10]. Notably, these misinformation issues seem to affect developing countries more deeply; studies have suggested that 4.5% of Twitter posts (ie, tweets) in the United States are misinformation [11], however, Oyeyemi et al [10] found evidence showing that 50% of tweets in West Africa are misinformed.

Three different studies conducted on health and different types of users reported that Twitter was the preferred platform among health professionals [12], medical students [13], and diabetic patients [14]. In addition, most health-related studies on SM focus on the English-speaking population and the United States [15,16] and not on other cultures. Specifically, Hagg et al [17] reported the absence of literature analyzing SM data for health-related purposes in the Middle East. This is particularly surprising because recent statistics from Statista indicate that Saudi Arabia has the fourth-highest number of Twitter users in the world [18]. Furthermore, when assessing the ratio between Twitter users and populations for each country [19], Saudi Arabia has the highest number of users on Twitter relative to its population. These findings are also supported by other researchers who reported on the elevated prevalence of Twitter usage in Saudi Arabia [20,21]. That being said, only one study—Alnemer et al—has analyzed Saudi health tweets [22].

Given the likely cultural differences between Twitter use in the West and in the Middle East, it seemed important to assess health-related tweets in a Middle Eastern country. Given the prevalence of Twitter use in Saudi Arabia, that seemed like an appropriate country to choose. Hence, this study focuses exclusively on Saudi Arabia.

While a number of tweet characteristics have been assessed for accuracy of the information on SM, the foremost characteristic of interest in this regard has been the source of the tweet. Intuitively, one would anticipate that tweets from health professionals would be more trustworthy; however, this is an open question. A study by Alnemer et al [22] found that 50% of Saudi health professionals’ tweets were not evidence based. In addition, this study only includes tweets that were posted by accounts with more than 45,000 followers. The relatively high number of followers suggests that these account holders might be considered opinion leaders in their domain of expertise, which, in this case, is health.

These findings question the accuracy of health professionals’ tweets, which is a worrying result considering that people are traditionally more likely to trust users who are physicians, health organizations, and pharmacists [23-27]. While these sources are trusted, evidence shows that they are not necessarily trustworthy (ie, accurate); Alnemer et al [22] suggest that, even if sources are traditionally trusted, there is a high possibility that they include inaccurate (ie, untrustworthy) information.

A few methods and tools for detecting misinformation on SM, particularly during a health crisis, have been proposed and are usually focused on specific topics and diseases (eg, Ebola and Zika) [28,29]. They typically strive to identify the characteristics of misinformation, while neglecting the factors that indicate trustworthy tweets.

In this study, tweets are considered to be trustworthy if they are accurate and are considered to be untrustworthy if they are inaccurate. This position is similar to Yin et al [30], who state that a website is trustworthy if it provides correct information, and information is likely to be true if it is provided by a trustworthy website. Likewise, Zhao et al [31], who developed a topic model to estimate the trustworthiness of the news on Twitter, defined a trustworthy tweet as one that refers to things that really happened. Similarly, this paper considers a tweet as trustworthy if it contains accurate health information and if the process of evaluating the accuracy of tweets is introduced in the methods section.

The perspective we take in our work is to focus on determining the factors that correlate with the trustworthiness of health information tweets as well as the factors that affect the dissemination of those tweets. This work has been undertaken in order to determine how SM might be effectively oriented toward the dissemination of trustworthy health information.
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We assess the trustworthiness of tweets originating from traditionally trusted health sources and examine the relationships between attributes (>100) of a tweet and its trustworthiness.

Tweets do not need to be accurate or evidence based to receive traction. In their study, Nastasi et al [32] noted that scientifically inaccurate health tweets were retweeted in the same manner as accurate tweets. That work also indicated the need to study the dissemination metrics of tweets in order to find factors that correlate with high dissemination. Consequently, as a second objective, we will assess the factors that correlate with larger dissemination of health tweets.

Prior Work
SM data from Facebook, Instagram, YouTube, and Twitter have been used to understand people’s attitudes and behaviors in sharing and consuming information related to specific health issues, such as vaccinations, abortions, posttraumatic stress, and cancer [33-38]. Facebook has been used by both private health stakeholders and government agencies to engage with the public [39,40]; studies have provided understanding by analyzing Facebook’s timelines [40] and health agencies’ accounts on Facebook [39].

Although Facebook is the most popular overall platform, the most popular SM platform to study health is Twitter [41-43], as evidenced by studies included in different systematic reviews of topics related to health and social media [44-47]. This focus may be due to the complexity of Facebook data and its unavailability due to privacy restrictions [41].

Most health studies on Twitter collect their data by using specific keywords [28,29,48-52] or from tweets authored by specific health stakeholders, such as health organizations [5,22,53-58]. However, it appears that most studies that analyze Twitter for health using specific keywords have not analyzed the types of users who post the tweets [28,29,48-52]; it is known from other studies that there are different types of users and they share different types of information or hold different attitudes toward specific health issues [59-62]. For example, a number of studies performed tweet extraction using keywords to identify public concerns during the Zika outbreak [48-52]. Besides being limited to a particular outbreak, these studies did not analyze the interplay between public concerns and the types of users and did not address the factors that make a tweet trustworthy.

A notable study of health-related tweets in Arabic was the one performed by Alnemer et al [22], which manually analyzed the accuracy of tweets authored by preselected health accounts. Their results suggested that governmental institutions are more likely to tweet accurate information than are health professionals or other institutions (ie, physicians, dieticians, and nongovernmental and unofficial health institutions). They reported that 80% of the observed governmental institutes’ tweets consisted of accurate health information, followed by physicians (60%). However, the overall accuracy of the tweets, over all observed accounts, was 50%. These findings suggest that even if SM users have health expertise, it cannot be taken for granted that their tweets provide accurate health information. This line of investigation can easily be extended to nonhealth users. Alnemer et al [22] did not examine the characteristics of a tweet that may correlate with its trustworthiness.

In terms of trustworthiness, a number of classifiers for health-related tweets in English have been proposed. For example, Ghenai and Mejova [58] proposed a classifier to detect health rumors on Twitter limited to the Zika virus. A limitation of this study is the fact that their classifier was trained on a limited number of rumors, identified as such by information on external non-SM websites. In addition, annotators who labeled the tweets as misinformation were not health experts. In another study, Ghenai and Mejova [29] focused on the detection of users tweeting or propagating misinformation about cancer, excluding social bots and organizational accounts.

However, social bots have also been considered as a possible source for health misinformation on SM [63,64]. For example, Allem et al [64] analyzed tweets in regard to e-cigarette discussions and found that social bots may support misinformation on SM in regard to e-cigarette cessation. In their study, they emphasized the importance of distinguishing between social bots and real users. Similar to Allem et al [64], Broniatowski [63] analyzed tweets specifically to understand how bots promote online health content in regard to vaccine-related messages and found that social bots were one of the possible sources for antivaccine advice on SM.

As suggested above, in terms of social bots and misinformation on SM, previous research has emphasized the importance of distinguishing social bots from real users, particularly when the intent is to assess views held by users who are not bots [64,65]. However, this is not an easy task, as some social bots might mimic user behavior [66]. Social bots might introduce themselves as individual accounts with locations and photos for their profiles [64,66]. Furthermore, some organizations use social bots to disseminate information, which makes it hard to distinguish between it being the opinions of the bot or that of their organization and classifying according to their organization might be difficult [67,68]. In the work presented here, users were classified as they introduced themselves and it was that classification that was analyzed in terms of the accuracy of information they portrayed.

Kalyanam et al [28] analyzed the association between hashtags and the credibility of tweets related to the Ebola outbreak. They defined credible tweets as those with hashtags that indicated origin from well-known governmental agencies or other authoritative sources (eg, #cdc or #cnn) and speculative tweets as those with hashtags that indicated the spread of fear, rumor, scam, or humor. It was determined that almost 25% of the analyzed tweets were speculative. Their findings suggested that verified users were more likely to interact with credible hashtags; on average, the number of followers for accounts that posted tweets with credible hashtags was 7000, compared to 2700 for accounts that posted tweets with speculative hashtags in their dataset. Kalyanam et al relied on hashtags, without evaluation of the information carried by the tweets. That is, it is unclear whether tweets classified as credible really contain accurate or trustworthy information.

In terms of identifying influential users on SM, Albalawi and Sixsmith [69] applied six different tools to identify the most
influential Twitter users in Saudi Arabia. First, they used the apps Tweepar and SocialBaker, which reveal the most influential users per country on Twitter. With the influential users being identified, they collated four Twitter influence scores via the following: Social Authority by Moz [70], PeerIndex [71], Kred [72], and Klout [73]. However, within the scope of their study, they did not consider health in isolation and they did not analyze the accuracy of the tweets.

Wong et al [5] analyzed tweets sent by 287 local health departments (LHDs) during the Ebola epidemic in the United States. They found that 70% of the LHDs tweeted at least once about Ebola and that Twitter had become a frequent tool used by LHDs during this particular epidemic. Regarding the dissemination of tweets, one of their findings was that the presence of hashtags and links was highly correlated with the messages being retweeted. Similarly, Suh et al [74] also reported that tweets containing hashtags and links were more likely to be retweeted. They did not consider the impact of the type of users on retweeting. Furthermore, the analyzed tweets were on randomly selected topics, unrelated to the health care domain.

The research results summarized in this section suggest that there is a lack of comprehensive studies on the accuracy of health-related tweets on SM. Specifically, to the best of our knowledge, there are no results that determine the factors that make a health-related tweet trustworthy in general, besides it being authored by a credible institution. In addition, there are no studies on the general factors that affect the dissemination of trustworthy health-related tweets, besides the credibility of the author and the presence of hashtags and links. We believe that the identification of such factors may help health organizations in better disseminating trustworthy information during an outbreak-related health crisis. In particular, there is a lack of studies on health-related tweets in Arabic; this makes such a study a priority, considering the high popularity of Twitter in the Arab world.

Hence, the work presented in this paper addresses the following questions:

1. How can the trustworthiness of health care stakeholders’ tweets be identified from the tweets’ features?
   a. What proportion of trustworthy health-related tweets come from the following sources: health professionals, health organizations, and authorities?

2. What are the factors that contribute to the wider dissemination of health care-related tweets that could possibly be used to make accurate health information dominant over other related information on SM?
   a. Does the trustworthy nature of health-related tweets increase their dissemination?
   b. What other factors contribute to the dissemination of health care-related tweets?

The structure of this paper is as follows. First, the paper introduces the empirical design for identifying the factors affecting the trustworthiness and dissemination of health-related tweets. Second, it presents the results of our work and highlights, in particular, the findings that correspond to the research questions listed above. Finally, this paper ends by discussing the future directions of our research and the possible implications of the results.

**Methods**

**Overview**

This work utilized a standard text analytics methodology, which incorporated the following steps:

1. We developed a health lexicon using two different methods.
2. By means of this health lexicon, we extracted health tweets using the Twitter application programming interface (API).
3. From the remaining tweets, we manually refined tweets related to health using two annotators.
4. Medical professionals manually labeled the remaining tweets as either accurate or inaccurate.
5. We extracted features from the labeled dataset. These included attributes of the tweets as well as attributes of the user profiles for the users who authored the tweets. In this paper, only aggregated user data is presented for ethical reasons.
6. We analyzed the labeled dataset to provide preliminary answers to the research questions outlined in the previous section.

The outlined methodology is presented in Figure 1. The sections that follow explain each step in detail.
Construction of the Health Lexicon

In order to identify health-related tweets, a health lexicon was created. It is important to note that the incorrect selection of indicative health keywords could bias the results [75]. Therefore, two separate methods of analysis were utilized to generate this lexicon. The first method consisted of asking three medical doctors with active Twitter accounts to provide 100 health-related words. The doctors we asked are skilled in different disciplines and differ from each other in their age, background, and gender. They were asked to provide an initial list of health-related words that they think would be used in tweets related to health. The second method involved the usage of 110 health care keywords that were independently identified by an annotator with a college degree in linguistics. As this study concentrates on Saudi Arabia, the annotator identified these keywords by examining a set of tweets with geolocation that indicated a Saudi Arabian origin, although people who enable geolocation are likely to represent a specific demographic group [76,77]. As such, the words chosen by the annotator might have limited generalizability with respect to the wider demographic group. Thus, the annotator also reviewed health-related accounts and hashtags to identify different health-related words. A complete list of keywords is attached in Multimedia Appendix 1.

These two methods were combined in an attempt to construct a health lexicon that is as unbiased as possible.

Data Cleaning

Using the lexicon developed as described in the previous section, it was then possible to extract Twitter data for the main part of
our work. The Twitter API does not allow users to extract tweets more than a week old [78]. To reduce the impact of this limitation, it was decided that we would extract two datasets. The first dataset was extracted on May 18, 2018, and the second dataset on August 7, 2018. Table 1 describes the characteristics of each dataset.

Table 1. Characteristics of the datasets.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>First dataset, n (%)</th>
<th>Second dataset, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total tweets</td>
<td>209,345 (100)</td>
<td>196,670 (100)</td>
</tr>
<tr>
<td>Original tweets</td>
<td>57,794 (27.61)</td>
<td>39,454 (20.06)</td>
</tr>
<tr>
<td>Reply tweets</td>
<td>28,329 (13.53)</td>
<td>32,470 (16.51)</td>
</tr>
<tr>
<td>Retweeted tweets</td>
<td>123,222 (58.86)</td>
<td>124,746 (63.43)</td>
</tr>
</tbody>
</table>

Reply tweets were difficult to evaluate by annotators, due to a lack of contextual information. As a result, these tweets were removed. It was also necessary to remove all retweeted tweets due to redundancy.

The tweet extraction process resulted in an accumulation of 97,248 tweets: 57,794 from the first dataset and 39,454 from the second. Using the random method in Python, version 3.6.5 (Python Software Foundation), a sample of 2800 tweets was selected from the set for use in a prototype study. Even though the lexicon suggested that all of the 97,248 tweets were health related, a manual examination of the tweets showed that this was not necessarily so. Thus, two annotators were employed to filter out tweets unrelated to health from the sample of 2800 tweets. The guidelines for the annotators were as follows:

1. Tweets that describe any function of the body, such as enzymes, organs, or diseases, should be retained.
2. Tweets that give advice or information about supplements, drugs, physical activity, or food and link it to people’s health, such as how vitamins, food, and drugs affect people’s health, should be retained.

Based on an internal discussion among the three authors of this study, these guidelines were derived from Bobicey and Sokolova’s ontology for personal health information [79]. The terms were derived from concepts in their ontology and were considered by all three authors as the most indicative of health-related material.

Each annotator labeled 60% of the tweets, with 10% of the tweets (n=280) labeled by both annotators in order to check the reliability of the analysis. The Cohen kappa statistic for interrater reliability [80] was then calculated, resulting in a value of .872, which indicates excellent agreement between the annotators.

Out of the 2800 tweets, only 552 tweets (19.71%) were labeled as health related. Out of these 552 tweets, 180 tweets (32.6%) originating from the first dataset were selected, in addition to 120 tweets (21.7%) originating from the second dataset. By doing so, it was possible for us to retain the proportion of tweets in the originally collected datasets.

Trustworthiness Classification

Once the previous processes had been completed, 10 medical doctors were asked to manually classify the tweets into the following categories:

1. Accurate health information.
2. Inaccurate health information.
3. Not sure about the accuracy.

The not sure option was given to the doctors to avoid forcing them to make a decision on tweets if they did not have enough relevant health knowledge to accurately evaluate them or if the tweets were ambiguous.

A total of 10 Google forms were created, each containing 30 tweets. A link to each form was sent to two doctors by email. In order to achieve high reliability with respect to the accuracy and inaccuracy, we excluded any tweets that a doctor labeled as not sure. In addition, we excluded any tweets where the two doctors coding them disagreed on their accuracy. This resulted in 109 labeled tweets in the spreadsheet, 75 (68.8%) of which were labeled as trustworthy (ie, tweets that both doctors labeled as accurate) and 34 of (31.2%) of which were labeled as untrustworthy (ie, tweets that both doctors labeled as inaccurate). The information was then transferred to a spreadsheet and analyzed using Python for descriptive statistics. For the statistical tests, we used the R package, version 3.4.0 (The R Foundation) [81]. The output of this process is illustrated in Figure 2.
Figure 2. Proportion of trustworthy (n=75) and untrustworthy (n=34) tweets in the sample of 109 labeled, health-related tweets.

Feature Extraction

Overview
To answer the research questions, it was necessary to determine the features of the tweets as well as their level of trustworthiness. The features of the tweets were categorized into two types: tweet features and user features.

These features, whether on the user level or the tweet level, may provide data that is useful in classifying the types of users or identifying the credibility of the tweets for different topics [82-86].

Tweet Features
Tweet features were extracted directly from the tweets. These included whether or not the tweet was retweeted (ie, as a dissemination measure) as well as various linguistic characteristics of the tweets, such as the number of words and the number of characters in each tweet. Tweet features also included other properties of the tweets, such as URLs contained in the tweet, the time of the tweets, and hashtags. Most of these features have been used by other researchers; however, the linguistic features identified in most other studies were analyzed for Latin-derived words. Thus, more features were added after reviewing literature related to Arabic natural language processing. These features are as follows:

1. Tashkeel: the presence of a tashkeel in the tweet. The tashkeel is a special Arabic character written in the text to represent missing vowels [87].

2. Kashida: the presence of a kashida in the tweet. The kashida is a decorative element in Arabic writing used for justifying the text [88].

In addition, similar to Castillo et al [82], we examined different types of punctuation marks in tweets and their relationship to information credibility. This was based on our insight that people who used punctuation in their tweets appeared more thorough and that this might be associated with greater accuracy and dissemination.

A complete list of tweet features is provided in Multimedia Appendix 2.

User Features

Overview
Tweets come with metadata that provide basic profile information about the user who posted the tweet, such as screen name, number of friends, number of followers, favorite count, retweet count, and age of the account. In addition, there are cumulative tweeting characteristics for each user. To derive this data, we used the Twitter API to extract another 200 tweets per author by the authors of the 109 labeled tweets. The tweet number of 200 has been suggested as sufficient for extracting user features [83,89]. The user features were categorized into four groups, which will be described in the following sections. A complete list of these features is provided in Multimedia Appendix 2.
Activity and Connectedness Features
These features include metrics that measure how active the user is, such as how often the user replies to other users or how often the user retweets [86].

User Linguistic Features
These features include measures of how often the user uses unique hashtags, the average number of hashtags used in tweets, and the mean number of words in the user’s tweets. Such linguistic features have been used in other studies to assess information credibility on Twitter [82] and to classify users on SM [83,90].

User Time Features
These features deal with the temporal aspect of the user’s tweets. For example, previous research examined the day of the week when tweets were posted to determine if the day is linked to the credibility of news [82]. In the study presented here, more features were added, such as the preferred time of the day—morning, evening, and night—for users to tweet and whether the tweet was posted during weekdays or weekends [91].

User Popularity Features
These features indicate the popularity of the users, such as the number of followers per user as well as how often users’ tweets were retweeted [86].

Account Classification
Accounts were classified according to the following criteria [53,59,61,62,69,92]:

1. Does the account holder have a health background?
2. Is the account that of an individual or nonindividual?
3. If the account holder is a nonindividual, does the account represent a physical authority or is it an exclusively SM-based account?

Hence, by the end of this process, it was expected that the following categories of user accounts could be analyzed:

1. Individual health accounts.
2. Individual nonhealth accounts.
3. Health organization accounts.
4. Nonhealth organization accounts.
5. Exclusively SM-based accounts.
6. Users whose profiles cannot be extracted and, therefore, remain unknown.

Two annotators classified the types of tweets in the dataset based on author accounts and disagreed on seven users. They met to explain their opinions to each other. Finally, after a discussion they agreed on the categories of five of these seven users. An expert in health communication on SM was consulted—a surgeon with a PhD in Health Promotion in New Media—to classify the final two users. In addition, there were about 10 accounts for which profile data could not be extracted; these accounts were classified as unknown.

Data Analysis
Lancaster et al [93] recommended that the execution of a pilot study should primarily rely on descriptive and distribution statistics as results. For the continuous variables, it was decided to present the median number, as the median is not affected by the outliers. For the categorical variables, it was decided to employ a statistical test to determine preliminary results. As our data is nonparametric, the Mann-Whitney-Wilcoxon (MWW) test was utilized to establish statistical significance. The MWW test is considered appropriate for nonparametric data and for when the two samples are from different populations (ie, in our case, accurate tweets and inaccurate tweets) and of different sizes [94].

For categorical variables, the Fisher exact test was also used, which is suitable for a small sample of less than 1000 [94]. In the study presented here, there were two categorical variables with more than two values: the type of author and the times at which tweets were posted. Typically, the Fisher exact test does not test for statistical significance for a contingency table larger than 2×2; however, in R it is possible to calculate the P value for larger contingency tables, hence R was used here. The mechanism that allows for the calculation of the P value is based on the work of Mehat and Petal [95] and Clarkson et al [96].

Results
In this section, the most promising results are presented, which indicate factors that may demonstrate the trustworthiness and untrustworthiness of health-related tweets. Overall, more than 100 tweet-level and user-level features in a dataset of 109 tweets were explored; these tweets were labeled as either accurate and trustworthy or inaccurate and untrustworthy.

An initial analysis of the tweet-level features indicates that trustworthy health tweets were significantly more likely to have an author that is a member of a list (ie, a curated group of Twitter accounts) (P=.05). Although not significant, trustworthy tweets seemed more likely to be favorited by others (P=.06).

In contrast, Table 2 suggests that untrustworthy health tweets were more likely to have URLs embedded in them (P=.03). Specifically, 24% (8/34) of the untrustworthy tweets had URLs, compared to 8% (6/75) of trustworthy tweets. A total of 4 out of 8 (50%) of the URLs cited in inaccurate tweets referred to news websites, while 2 out of 8 (25%) referred to blogs.
Table 2. Most promising tweet features to help distinguish the accuracy level of tweets.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Trustworthy tweets (N=75), n (%)</th>
<th>Untrustworthy tweets (N=34), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>URLs</td>
<td>The tweet contains a URL</td>
<td>6 (8)</td>
<td>8 (24)</td>
<td>.03</td>
</tr>
<tr>
<td>Listed</td>
<td>The author is listed</td>
<td>53 (71)</td>
<td>17 (50)</td>
<td>.051</td>
</tr>
<tr>
<td>Favorited</td>
<td>The tweet is favorited</td>
<td>46 (61)</td>
<td>14 (41)</td>
<td>.06</td>
</tr>
<tr>
<td>Hashtags</td>
<td>The tweet contains a hashtag</td>
<td>20 (27)</td>
<td>4 (12)</td>
<td>.13</td>
</tr>
<tr>
<td>Tashkeel</td>
<td>The tweet contains a tashkeel</td>
<td>22 (29)</td>
<td>5 (15)</td>
<td>.15</td>
</tr>
<tr>
<td>Exclamation mark</td>
<td>The tweet contains “!”</td>
<td>3 (4)</td>
<td>4 (12)</td>
<td>.20</td>
</tr>
<tr>
<td>Semicolon</td>
<td>The tweet contains “;”</td>
<td>42 (56)</td>
<td>14 (41)</td>
<td>.21</td>
</tr>
<tr>
<td>Retweeted</td>
<td>The tweet was retweeted</td>
<td>43 (57)</td>
<td>15 (44)</td>
<td>.22</td>
</tr>
<tr>
<td>Kashida</td>
<td>The tweet contains a kashida</td>
<td>6 (31)</td>
<td>8 (24)</td>
<td>.49</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated using the Fisher exact test with P≤.05 indicating statistical significance.

The user-level features were also analyzed (see Table 3). The analysis revealed the worrying trend that users who had a lower number of followees (F3) were more likely to tweet accurate health tweets (P<.001). More encouragingly, the popularity measure of number of times that author’s tweets are favorited (FT2) was associated with trustworthiness, suggesting that accurate tweets were recognized as such. Interestingly, authors who tended to retweet tweets that had hashtags (RMH5) also tended to tweet trustworthy tweets, although the P value is not quite significant in that case (P=.06).

Table 3. Metrics for users who tweet accurate information versus users who tweet inaccurate information.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Trustworthy tweets, median (SD)</th>
<th>Untrustworthy tweets, median (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3</td>
<td>Followees count</td>
<td>75.5 (2517)</td>
<td>891 (12,952)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FT2</td>
<td>Number of times author’s tweets are favorited (ie, favorite-author tags)</td>
<td>281.5 (76,054)</td>
<td>46 (2454)</td>
<td>.01</td>
</tr>
<tr>
<td>RMH5</td>
<td>Unique hashtag count in tweets that were retweeted by the author</td>
<td>6 (24.2)</td>
<td>1 (26.6)</td>
<td>.06</td>
</tr>
<tr>
<td>OT3</td>
<td>Number of hashtags in the author’s tweets</td>
<td>18 (144.4)</td>
<td>6 (64.5)</td>
<td>.09</td>
</tr>
<tr>
<td>RM1</td>
<td>Number of retweeted tweets by the author where the user mentioned other users</td>
<td>20 (76.3)</td>
<td>13 (49.7)</td>
<td>.09</td>
</tr>
<tr>
<td>FT6</td>
<td>Number of original tweets posted by the author that are favorited</td>
<td>55 (60.5)</td>
<td>26 (58.7)</td>
<td>.11</td>
</tr>
<tr>
<td>SSI</td>
<td>Ratio of original tweets posted by the author to tweets retweeted by the author</td>
<td>4.51 (61.6)</td>
<td>8.94 (93.8)</td>
<td>.11</td>
</tr>
<tr>
<td>MH5</td>
<td>Unique keyword count in hashtags set in original tweets posted by the author</td>
<td>7 (46.1)</td>
<td>3 (22.9)</td>
<td>.14</td>
</tr>
<tr>
<td>RP1</td>
<td>Number of reply-to tweets posted by the author</td>
<td>21 (47)</td>
<td>3 (54.1)</td>
<td>.20</td>
</tr>
<tr>
<td>RMM5</td>
<td>Unique mentions in retweeted tweets by the author</td>
<td>7 (26.1)</td>
<td>4 (24)</td>
<td>.43</td>
</tr>
<tr>
<td>M1</td>
<td>Number of tweets where the author mentioned other users</td>
<td>18.5 (61.6)</td>
<td>10 (66.6)</td>
<td>.51</td>
</tr>
<tr>
<td>FT1</td>
<td>Number of tweets favored by the author</td>
<td>179 (1202.6)</td>
<td>83 (14,073)</td>
<td>.84</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated using the Mann-Whitney-Wilcoxon (MWW) test with P≤.05 indicating statistical significance.

Figure 3 shows the boxplots for the user features, with outliers beyond 90% of the data excluded. This figure suggests that there may be other metrics associated with trustworthiness given a larger dataset, such as the number of tweets favorited by the author (FT1), the number of original tweets posted by the author that are favorited (FT6), and the ratio of original tweets posted by the author to tweets retweeted by the author (SSI).
Figure 3. Boxplots for the features most closely correlating with the trustworthiness of tweets; outliers outside the 90th percentile were excluded. F3: number of followees; FT1: number of tweets favorited by the author; FT2: number of times that author’s tweets are favorited; FT6: number of original tweets posted by the author that are favorited; M1: number of tweets where the author mentioned other users; MH5: unique keyword count in hashtags set in original tweets posted by the author; OT3: number of hashtags in tweets that were retweeted by the author; RM1: number of retweeted tweets by the author where the user mentioned other users; RMH5: hashtag count in tweets that were retweeted by the author; RMM5: unique mentions in retweeted tweets by the author; RP1: number of reply-to tweets posted by the author; SSI: ratio of original tweets posted by the author to tweets retweeted by the author.

As per Figure 4, regarding the timing metrics, it appears that the majority of the trustworthy tweets were posted in the morning, while most untrustworthy tweets were posted either in the evening or at night. The associated Fisher test is borderline, with a $P$ value of .06. However, when comparing only two groups—the morning tweets and the night tweets—statistical significance is achieved with a $P$ value of .04. This result aligns with our insight that professional tweets are posted during the daytime and more informal tweets are posted at nighttime.

As can be seen in Figure 5, sources classified as organization accounts were more likely to tweet accurate information, followed by sources traditionally considered as trusted users (ie, health professionals, health authorities, and health organization accounts). However, there were only 10 tweets from organization accounts, one of which was from an organization unrelated to health care. Overall, traditionally trusted users are considered the most trustworthy source in the dataset, as there were 34 tweets from them and only 4 (12%) were considered inaccurate. The least trustworthy category in the dataset includes the users with exclusively SM-based accounts.

When the backgrounds of individual users were considered, those with a background in health care (ie, health professionals) seemed to tweet accurate health information and were less likely to tweet inaccurate health information (see Figures 6 and 7); they posted 29 out of 109 tweets (26.6%). Individuals from a non-health care background were core players in terms of the volume of tweets, with 18 out of 30 (60%) of their tweets labeled as trustworthy. Overall, however, they authored 12 out of 34 (35%) of the untrustworthy tweets and only 18 out of 75 (24%) of the trustworthy tweets.

Another interesting finding is that exclusively SM-based accounts seemed to tweet much more inaccurate health information than other account types. Therefore, to summarize, trusted health accounts (ie, health care organizations and professional health care individuals) were more likely to tweet trustworthy health information than were other types of accounts. Individual users were the main players in terms of the volume of health information on SM, but the high volume did not correlate with trustworthiness. The Fisher exact test indicated statistical significance between the type of the user who posted a tweet and the accuracy of the tweet ($P$=.04).

https://www.jmir.org/2019/10/e14731
Figure 4. Distribution of accurate and inaccurate tweets per time of day in three categories: morning (6 am-2 pm), evening (2 pm-10 pm), and night (10 pm-6 am).

Figure 5. Accuracy of the tweets posted by each author type. SM: social media.
Figure 6. Distribution of the authors of accurate (ie, trustworthy) health-related tweets. esm: exclusively social media-based accounts; ho: health organization accounts; ih: individual health accounts; inh: individual nonhealth accounts; nho: nonhealth organization accounts; unk: users whose profile cannot be extracted and, therefore, remains unknown.

Figure 7. Distribution of the authors of inaccurate (ie, untrustworthy) health-related tweets. esm: exclusively social media-based accounts; ho: health organization accounts; ih: individual health accounts; inh: individual nonhealth accounts; nho: nonhealth organization accounts; unk: users whose profile cannot be extracted and, therefore, remains unknown.

To address the question of whether the trustworthiness of tweets increases their dissemination, a retweeting metric was examined. According to Suh et al [74], retweeting is the key mechanism for information dissemination on Twitter. The results of our study indicate that trustworthy health information was slightly more likely to be retweeted than inaccurate health information.
but the difference was not significant. Specifically, 43 out of 75 (57%) of the accurate tweets were retweeted compared to 15 out of 34 (44%) of the inaccurate tweets being retweeted. This is in line with the findings in other studies, which found that health information does not need to be accurate in order to be disseminated [32]. However, when accurate health-related tweets were retweeted, they were more likely to be further retweeted than inaccurate health-related tweets, as shown in Figure 8.

The provisional findings suggest that tweets with embedded commas, listed authors, or marked as favorite were also associated with dissemination ($P<.001$), as indicated in Table 4, which also lists a few other factors we examined. The only factor that was clearly counter-indicative of dissemination was the presence of a URL in the tweet, with only 5.2% of these tweets being retweeted.

Table 5 shows statistical significance for most of the popularity metrics.

---

Figure 8. Retweeted counts of accurate and trustworthy versus inaccurate tweets in our dataset; outliers outside the 90th percentile were excluded ($P=.043$).

---

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Retweeted tweets (N=58), n (%)</th>
<th>Unretweeted tweets (N=51), n (%)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Listed</td>
<td>The author is listed</td>
<td>50 (86)</td>
<td>20 (39)</td>
<td>$.001</td>
</tr>
<tr>
<td>Favorited</td>
<td>The tweet is favorited</td>
<td>51 (88)</td>
<td>9 (18)</td>
<td>$.001</td>
</tr>
<tr>
<td>Comma</td>
<td>The tweet contains a comma</td>
<td>25 (43)</td>
<td>9 (18)</td>
<td>$.01</td>
</tr>
<tr>
<td>Kashida</td>
<td>The tweet contains a kashida</td>
<td>22 (38)</td>
<td>9 (18)</td>
<td>$.02</td>
</tr>
<tr>
<td>URLs</td>
<td>The tweet contains a URL</td>
<td>3 (5)</td>
<td>11 (22)</td>
<td>$.02</td>
</tr>
<tr>
<td>Tashkeel</td>
<td>The tweet contains a tashkeel</td>
<td>19 (33)</td>
<td>8 (16)</td>
<td>$.04</td>
</tr>
<tr>
<td>Tweet accuracy</td>
<td>The tweet is accurate</td>
<td>43 (74)</td>
<td>32 (63)</td>
<td>$.22</td>
</tr>
<tr>
<td>Hashtags</td>
<td>The tweet contains a hashtag</td>
<td>14 (24)</td>
<td>10 (20)</td>
<td>$.64</td>
</tr>
</tbody>
</table>

$^a$ $P$ values were calculated using the Fisher exact test with $P<.05$ indicating statistical significance.
Table 5. Metrics for users who tweeted accurate information versus users whose tweets were retweeted.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Retweeted tweets, median (SD)</th>
<th>Unretweeted tweets, median (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT2</td>
<td>Number of times that author’s tweets are favorited</td>
<td>857.5 (8366)</td>
<td>25 (121)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TFF</td>
<td>Ratio of followers to followees (F1/F3)</td>
<td>81.6 (18,950)</td>
<td>1.09 (22,728)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Listed count</td>
<td>Number of lists where the user is member</td>
<td>29.5 (912.1)</td>
<td>1 (99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RT2</td>
<td>Number of author’s tweets retweeted by other users</td>
<td>79.5 (59.8)</td>
<td>9 (25.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FT6</td>
<td>Number of original tweets posted by the author that are favored</td>
<td>77 (61.5)</td>
<td>17 (42.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>M2</td>
<td>Number of unique users mentioned by the author</td>
<td>16 (43.1)</td>
<td>3 (23.5)</td>
<td>.052</td>
</tr>
<tr>
<td>RP1</td>
<td>Number of reply-to tweets posted by the author</td>
<td>24.5 (53)</td>
<td>4 (42.2)</td>
<td>.08</td>
</tr>
<tr>
<td>SSI</td>
<td>Ratio of original tweets posted by the author to tweets retweeted by the author</td>
<td>3.83 (63.4)</td>
<td>21.11 (87.6)</td>
<td>.11</td>
</tr>
<tr>
<td>M1</td>
<td>Number of tweets where the author mentioned other users</td>
<td>18.5 (67.4)</td>
<td>3 (47.6)</td>
<td>.12</td>
</tr>
<tr>
<td>RM1</td>
<td>Number of retweeted tweets by the author where the user mentioned other users</td>
<td>20 (78.3)</td>
<td>7 (56.2)</td>
<td>.12</td>
</tr>
<tr>
<td>RT1</td>
<td>Number of tweets that the author retweeted</td>
<td>19.5 (49.1)</td>
<td>7 (54.4)</td>
<td>.14</td>
</tr>
<tr>
<td>OT3</td>
<td>Number of hashtags in the author’s tweets</td>
<td>20 (142.5)</td>
<td>9 (103)</td>
<td>.26</td>
</tr>
</tbody>
</table>

<sup>a</sup>The P value was calculated using the Mann-Whitney-Wilcoxon (MWW) test with P<.05 indicating statistical significance.

The user features ratio of followers to followees (TFF), FT2, number of author’s tweets retweeted by other users (RT2), FT6, and listed count appear to have strong associations with dissemination, as shown in Figure 9. This comes as no surprise, as these features are typically considered to be popularity metrics. Furthermore, the results, as indicated in Table 5, show that users who mention other users/posters of tweets (M2) are more likely to have their tweets retweeted.
Figure 9. Boxplots for the features most closely correlated to dissemination; outliers outside the 90th percentile were excluded. FT2: number of times that author’s tweets are favorited; FT6: number of original tweets posted by the author that are favorited; M1: number of tweets where the author mentioned other users; M2: number of unique users mentioned by the author; OT3: number of hashtags in the author’s tweets; RM1: number of retweeted tweets by the author where the user mentioned other users; RP1: number of reply-to tweets posted by the author; RT1: number of tweets that the author retweeted; RT2: number of author’s tweets retweeted by other users; SSI: ratio of original tweets posted by the author to tweets retweeted by the author; TFF: ratio of followers to followees.

Discussion

Principal Findings

In terms of individual health tweets, the results of this study do not agree with those of Alnemer et al [22], in that they suggested that 50% of the tweets were not evidence based. However, Alnemer et al labeled every tweet in their dataset as either accurate or inaccurate, while in this study, tweets for which not all annotators agreed were excluded. This difference in annotation may explain the differences in the results. Nevertheless, this contradiction indicates the importance of conducting future research to explain these distinctions.

In this preliminary analysis, a group of users linked to the accuracy of the health information was identified, indicating that trusted health users are more likely to tweet trustworthy health information than inaccurate health information. This association is supported by the findings of Medlock et al [26]. Nevertheless, a high proportion of tweets from individuals with no health background were also found to be accurate. This observation suggests the existence of a subgroup of trustworthy SM accounts. The isolation of such a subgroup might be possible through the identification of other characteristics.

Both Wong et al [5] and Suh et al [74] reported that interacting with hashtags was linked to dissemination, while this study provided no clear evidence of such a relationship. Instead, we found that the more a user interacted with other users (ie, number of times that author’s tweets are favorited [FT2]), the more likely it was that their tweets were accurate. This finding suggests that trustworthy users have more influence than other users, as FT2 is considered to be an influence metric [86].

Interestingly, the data revealed that most of the accurate health tweets were posted in the morning, while most of the inaccurate tweets were posted at night. This disparity may occur because health professionals may tweet accurate health information while they are at work, possibly as part of their job, while less-trustworthy tweets are more likely posted at night when nonprofessionals are more likely to give an opinion.

In addition, there is no clear answer as to whether trustworthiness is linked to dissemination, because trustworthy tweets were only slightly more likely to be retweeted. However, when considering the retweet count, accurate tweets were more likely to be retweeted more frequently, as shown in Figure 8. These preliminary results suggest that there is an association between trustworthiness and the ultimate dissemination of the tweets.

Similar findings were also noted by Kalyanam et al [28]; it raises the question as to why trustworthy tweets are more likely to be retweeted more frequently once they are retweeted. One interpretation might be that there are thresholds for followers...
that can be exceeded and once they are exceeded, the author might have a certain leverage for their tweets to be retweeted more [97]. However, neither this study nor that of Kalyanam et al looked at self-retweeting specifically. This practice is known to be common in microblogs, such as in circumstances where users retweet to win prizes. Surprisingly, tweets with embedded commas and kashidas were retweeted more, suggesting that correct punctuation may be perceived as a sign of accuracy.

Moreover, some tweet metrics appeared to be linked to both dissemination and trustworthiness; for instance, tweets that embedded the tashkeel were more likely to be retweeted and indicated a trend of possibly being more trustworthy, while tweets that embedded URLs were less likely to be retweeted and trustworthy. These findings contradict those of Wong et al [5], who analyzed specific health accounts and found that URLs in tweets were associated with dissemination.

In regard to the source of the URLs cited in inaccurate tweets, our findings indicated that news websites were the most cited (50%). This is in line with Ghenai and Mejova [58], who found news websites were the most cited sources in inaccurate tweets (39% of the URLs).

Our findings, as shown in Tables 2 and 4, suggested that the language characteristics of the tweets might be associated with both dissemination and trustworthiness. At a high level, this may suggest that the style in which tweets are written is also linked to dissemination and trustworthiness. At a low level, some of these features are language specific; for example, the tashkeel is used in Arabic but does not exist in Latin languages. This specificity indicates the need to take language type into account when designing any future study. The tashkeel was not tested for significance in trustworthy tweets; as $P$ was equal to .10, these results should be considered for future studies.

In future work, we will seek to develop a machine learning model for classifying health-related tweets as either trustworthy or not trustworthy. To do this, we aim to employ a larger dataset and to evaluate the usefulness of a larger set of features as predictors. Some of these features may include measures for the linguistic ability of a user. The extraction of additional features may also require the development of additional machine learning models, such as models for topic detection in order to measure, for example, how often a user tweets about health.

**Internal Validity**

Due to the limited data size, this study provided preliminary findings on the relationship between the variables studied. In addition, this study did not establish any causal relationship between variables, only correlations.

**External Validity**

The selection of data in this study was limited to health-related tweets in the Arabic language on Twitter. In addition, we collected tweets from a limited time period: two periods of 7 days. Ultimately, we analyzed a small number of tweets and, as a result, we cannot presume generalization for the findings of this study.

We did not include any reply tweets in the analysis; therefore, our results cannot be generalized to interaction-type communication on SM (eg, if the user posts a direct health question to another user). Our results only refer to initial tweets.

Although we used two methods in developing a lexicon, we cannot claim that the lexicon is totally representative of the population. Secondly, in this study we only studied 109 of the 300 tweets labeled by doctors. We excluded tweets where one of the doctors was unsure of the accuracy of the tweet or where there was disagreement between the two doctors regarding the accuracy of the tweet. These measures certainly excluded some health tweets and, more worryingly, may have thus excluded a class of health tweets that were not studied. However, the protocol did heighten the quality of the data in terms of its accuracy. In addition, all 20 doctors who participated in this study as annotators were from the same country, Saudi Arabia, the target of the study.

**Construction Validity**

Although there was a high degree of agreement between the annotators who filtered out tweets not related to health, they did not have health backgrounds. This means that nonhealth tweets may have gotten through this phase. However, this was addressed when the doctors assessed the tweets for health accuracy; they did not identify any tweet as nonhealth related.

This study included the categorization of the authors of tweets into various groups; however, individual health accounts, health organization accounts, and individuals were not externally checked in order to test whether the classification was correct.

In addition, this study intended to examine tweets from Saudi users, specifically during the development of the health lexicon, which was noted in the study’s design. However, we cannot guarantee that all tweets had a Saudi origin.

**Conclusions**

The purpose of this work was to validate the method used to ensure that it was practical for determining the accuracy and the factors associated with the trustworthiness and dissemination of health-related tweets; this was done to provisionally assess factors that may impact on trustworthy tweets and dissemination of tweets. Our results indicate that there may be some clear differences between tweets labeled as trustworthy health information and tweets labeled as untrustworthy health information. They also showed that trusted health professionals were more likely to tweet accurate health information, while exclusively SM-based accounts were more likely to produce untrustworthy tweets. Interestingly, most of the trustworthy tweets were tweeted in the morning, while more of the untrustworthy tweets were tweeted at night. Regarding the dissemination of tweets, there were some features that appeared to be associated with a high dissemination of the tweets. These features appeared at both the tweet-level and user-level analyses.

Due to the limited quantity of data, we cannot have confidence in statistical predictive modelling. The results illustrate that future studies using a large dataset may produce a predictive model for classifying tweets as either trustworthy or untrustworthy.
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Abstract

Background: Digital innovations continue to shape health and health care. As technology socially integrates into daily living, the lives of health care consumers are transformed into a key source of health information, commonly referred to as patient-generated health data (PGHD). With chronic disease prevalence signaling the need for a refocus on primary prevention, electronic PGHD might be essential in strengthening proactive and person-centered health care.

Objective: This study aimed to review and synthesize the existing literature on the utilization and implications of electronic PGHD for primary disease prevention and health promotion purposes.

Methods: Guided by a well-accepted methodological framework for scoping studies, we screened MEDLINE, CINAHL, PsycINFO, Scopus, Web of Science, EMBASE, and IEEE Digital Library. We hand-searched 5 electronic journals and 4 gray literature sources, additionally conducted Web searches, reviewed relevant Web pages, manually screened reference lists, and consulted authors. Screening was based on predefined eligibility criteria. Data extraction and synthesis were guided by an adapted PGHD-flow framework. Beyond initial quantitative synthesis, we reported narratively, following an iterative thematic approach. Raw data were coded, thematically clustered, and mapped, allowing for the identification of patterns.

Results: Of 183 eligible studies, targeting knowledge and self-awareness, behavior change, healthy environments, and remote monitoring, most literature (125/183, 68.3%) addressed weight reduction, either through physical activity or nutrition, applying a range of electronic tools from socially integrated to full medical devices. Participants generated their data actively (100/183, 54.6%), in combination with passive sensor-based trackers (63/183, 34.4%) or entirely passively (20/183, 10.9%). The proportions of active and passive data generation varied strongly across prevention areas. Most studies (172/183, 93.9%) combined electronic PGHD with reflective, process guiding, motivational and educational elements, highlighting the role of PGHD in multicomponent digital prevention approaches. Most of these interventions (110/183, 60.1%) were fully automatized, underlining broader trends toward low-resource and efficiency-driven care. Only a fraction (47/183, 25.6%) of studies provided indications on the impact of PGHD on prevention-relevant outcomes, suggesting overall positive trends, especially on vitals (eg, blood pressure) and body composition measures (eg, body mass index). In contrast, the impact of PGHD on health equity remained largely unexplored. Finally, our analysis identified a list of barriers and facilitators clustered around data collection and use, technical and design considerations, ethics, user characteristics, and intervention context and content, aiming to guide future PGHD research.

Conclusions: The large, heterogeneous volume of the PGHD literature underlines the topic’s emerging nature. Utilizing electronic PGHD to prevent diseases and promote health is a complex matter owing to mostly being integrated within automatized and multicomponent interventions. This underlines trends toward stronger digitalization and weaker provider involvement. A PGHD use that is sensitive to identified barriers, facilitators, consumer roles, and equity considerations is needed to ensure effectiveness.
Introduction

Background

The emergence of digital health innovations is expected to continue shaping the organization and delivery of health services [1,2]. As technology integrates into multiple domains of daily living, its potential for disrupting health systems and societal impact rapidly expands [1,3]. On an individual level, the uptake of smart and wearable technology pushes the boundaries of self-quantification and generates novel opportunities to monitor and promote health [2,4]. These developments gradually transform the lives of health care consumers into key health information sources. The output is commonly referred to as patient-generated health data (PGHD) [5].

Electronic and Patient-Generated Health Data

A landmark whitepaper by the US Office of the National Coordinator for Health Information Technology defines PGHD as health-related information created by patients or their designees outside traditional health care contexts [6]. The current emergence of PGHD can be partially attributed to 2 dominant digitalization trends: the societal integration of mobile phones and the growing health-related use of Web-based media [7-9]. Preinstalled mobile phone applications and integrated sensors enable the continuous measurement of physical, mental, social, and environmental health parameters, whereas online platforms and social media increasingly become a place for health communication and depositories of large data volumes [7,8,10]. These trends gradually transform consumers from passive recipients to active agents of their health [1]. Acknowledging the wide social integration of mobile devices, the generation of one’s own health information might be a potential way to engage medically underserved populations and close long-lasting inequity gaps [11].

Digital and Proactive Prevention

As the prevalence of chronic diseases continues to rise, many health care systems face unprecedented challenges that deem it necessary to refocus on prevention [12]. Without disregarding the challenges of electronic PGHD, generating one’s own health information might provide an incentive for behavioral change, facilitating health literacy and knowledge exchange [13,14]. Data sharing can in turn trigger personalized feedback, customized health plans, and tailored persuasive health promotion techniques [14,15]. In other words, PGHD can contribute to proactive, informed, and prevention-focused health systems, as well as personalized and collaborative care [16-18]. Despite those benefits, systematically and comprehensively synthesized knowledge on the use of such data for primary disease prevention and health promotion purposes seems to be lacking.

Objectives

Our overarching objective targets the synthesis of the literature on the overall utilization of electronic PGHD for primary disease prevention and health promotion purposes. Specific objectives include (1) providing an overview of applied PGHD types and tools, as well as their aims, purposes, and contexts, (2) exploring health care consumer, provider, and technology responsibilities, as well as potential interactions among them, and (3) synthesizing broader implications of electronic PGHD on health outcomes and equity.

Methods

Methodological Framework

Overview

Our methodology was guided by Arksey and O’Malley’s framework for scoping studies and Levac, Colquhoun, and O’Brien’s conceptual extensions [19,20]. We divided our approach accordingly into 6 steps, described separately in the following sections. Study quality and evidence strength assessment fall beyond the aims of a scoping review and were not performed [19]. A detailed description of our methodological and conceptual background has been published elsewhere [21]. Protocol deviations and their justifications are provided in Multimedia Appendix 1.

Step 1: Identifying the Research Question

Our research question was formed by an iterative process by getting acquainted with the literature, identifying existing evidence gaps, as well as by regular exchange and expert consultation. Our question consisted of the 3 previously mentioned study objectives across the underlying dimensions of (1) data generation and collection, (2) sharing or communication, (3) interpretation, and (4) utilization. We narrowed the definition of electronic PGHD to data generated by consumer-facing means, excluding information that was collected through standardized, provider-driven methods, such as predefined questionnaires [22], which is justified on the very nature of primary disease prevention and health promotion that ideally requires an active patient. Similarly, we used the term health care consumer, instead of patient, as our target population consists of individuals free of any International Classification of Disease–coded conditions. Nonetheless, we kept the patient in PGHD, as that is an already coined term. The term provider is conceptualized as any professional who is responsible for offering health and well-being–related services.

Step 2: Identifying Relevant Studies

With the support of a specialized librarian and preliminary literature review, we developed an extensive and purposively sensitive search strategy, applied to 7 electronic databases that included MEDLINE, Cumulative Index to Nursing and Allied...
Health Literature, PsycInfo, Scopus, Web of Science, EMBASE, and Institute of Electrical and Electronics Engineers Digital Library. The searches were conducted on February 1, 2018. We additionally hand-searched 5 key electronic journals and 4 gray literature sources, complemented by Web searches, using the first 10 page results of 3 engines and thorough screenings of 6 relevant Web pages. Our last research steps consisted of (1) the manual reference list screening of all eligible studies and (2) author consultations, requesting input on potentially missed or unpublished work. A more detailed description of our study identification strategy is provided in previously published protocol [21]. The full search strategy and search terms are provided in Multimedia Appendix 2.

Step 3: Study Selection
A total of 2 members of the research team (VN and PL) independently conducted a screening of the titles and abstracts, as well as full text screening against a set of predefined eligibility criteria (Textbox 1). Not fulfilling all conditions below led to exclusion.

Textbox 1. Study eligibility criteria.

- Addresses electronic patient-generated health data (PGHD), as defined by this review, and additionally does the following:
  - Includes at least one sentence on the electronic PGHD tool or type.
  - Includes at least one sentence on how these are used or created.
  - Addresses PGHD that are available in a digital format at the point of utilization for intended health-related purposes, irrespective of the generation process.
- Has a main focus on primary prevention and health promotion and falls within one the following domains:
  - Preventing initial occurrence of disease in healthy or high-risk individuals.
  - Mitigating risk in healthy or high-risk individuals.
  - Promoting existing health.
- Describes, explores, and analyzes some form of health care consumer and provider involvement, where provider can be a technology or a human provider.
- Addresses an adult population.
- Is a primary study published in English or German between January 1, 2003, and January 31, 2018.

Step 4: Charting the Data
Data extraction was conducted by 2 reviewers (VN and PL), guided by a predefined, flexible data extraction form, to capture the review’s objectives and corresponding research questions. The final form was refined and validated through consultation and expert feedback. Impact data were broadly extracted in terms of significance and direction. Equity data were extracted according to Cochrane Equity Group recommendations [23]. The 2 reviewers (VN and PL) initially tested the form on a random sample of 5 studies, following immediate comparisons and adjustments [20,24]. Owing to the large volume of the included literature, extractions were divided among the 2 reviewers. To minimize subjective bias, 27.3% (50/183) of all completed data extraction forms were randomly selected for validation by a third reviewer who added comments and amendments. Recommended changes were discussed and integrated with consensus.

Step 5: Collating, Summarizing, and Reporting the Results
The whole process, including data charting (Step 4), was guided by an adapted PGHD flow framework, provided in Multimedia Appendix 3 [6,21]. Our adapted version visualizes the flow of PGHD from the consumer, passing through intermediaries (technology or health care provider) and back to the consumer in the form of prevention and health promotion impact. Initial synthesis was quantitative, aiming to provide a descriptive summary of study and participant characteristics, as well as the extent, scope, and nature of the existing literature. Further synthesis was qualitative and followed an iterative thematic approach [20]. Raw data were coded, thematically clustered, and transformed into conceptual maps that facilitated the identification of patterns. The entire process, including screening (Step 3) and data extraction (Step 4), was conducted in Covidence (Cochrane), a Web-based systematic reviewing tool, and DistillerSR (Evidence Partners), a multi-functional software for all types of literature reviews. Reporting is based on the Preferred Reporting Items for Systematic Reviews and Meta- Analyses (PRISMA) statement [25].

Step 6: Consultation
An external PGHD expert was consulted twice during the conceptualization stage who provided content-related feedback. A total of 3 stakeholders, a provider-partner (physician) and 2 consumer-partners, were consulted during the final manuscript preparation stages to ensure that our interpretations were relevant and understandable.

Results
Summary
The deduplicated database search resulted in 8556 citations, which were screened by titles and abstracts. Full-text appraisal
was deemed eligible for 305 studies, of which 199 did not fulfill our inclusion criteria. In total, the electronic database searches yielded 106 included studies. Interrater agreement reached 84% (42/50) (k=0.411) for a sample of 50 studies during title and abstract screening and 93% (14/15) (k=0.636) for a sample of 15 studies during full-text review. Complementary searches, including hand searching and searching gray literature sources, led to the inclusion of 30 studies, whereas reference list screenings and author consultations led to 47 additional studies, resulting in a total of 183 inclusions. A list of all excluded references at full-text screening, including justifications, is provided in Multimedia Appendix 4. A list of included studies and their extracted study characteristics are provided in Multimedia Appendices 5 and 6, respectively. The PRISMA flow chart [25] in Figure 1 summarizes the whole study process.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow chart. PGHD: patient-generated health data.

Study Characteristics

Most eligible studies were published as scientific journal articles (n=162), followed by sections of conference proceedings (n=13) and published theses (n=8). With an average of 22 studies per year, most were published from 2011 onward, whereas the number of publications averaged to around 6 studies per year between 2003 and 2010. More than half of the studies were conducted in North America (n=107), with 105 from the United States and 2 from Canada. European research followed with 38 studies, most of which were conducted in the United Kingdom. The remaining were conducted in Australia and New Zealand (n=18), Asia (n=13), and the Middle East (n=1). A total of 6 studies had an international scope. Randomized controlled trials constituted most of the applied methodologies (n=93), followed by quantitative nonrandomized approaches (n=47), mixed-method designs (n=30), and purely qualitative methodologies (n=13). The majority aimed to demonstrate effectiveness and efficacy (n=99), followed by mixed and purely exploratory aims (n=52), whereas less than a quarter explored feasibility and acceptability of interventions (n=32). The duration of identified studies ranged from a single examination...
to up to 2 years. More detailed information on study characteristics, including percentages, is provided in Multimedia Appendix 5. Participant characteristics are summarized in Multimedia Appendix 7.

**Electronic Patient-Generated Health Data—Enabled Prevention Areas and Aims**

The most commonly addressed prevention area was weight management, primarily in the form of physical activity and nutrition, which consists of 68.3% (125/183) of the identified literature. This is followed by 12.0% (22/183) of studies with a broader focus on health and well-being. These studies did not exclusively focus on one prevention area and included combinations of chronic and infectious disease, as well as mental health. About 7.7% (14/183) of the literature addressed cardiometabolic health, whereas 7.1% (13/183) focused on substance use prevention, targeting tobacco and alcohol. Healthy aging, such as prevention of falls, cognitive decline, and bone health, was the subject of 6 studies (6/183, 3.3%), followed by 2 studies on breastfeeding (2/183, 1.1%) and 1 study on skin

table. Description and examples of patient-generated health data aims.

<table>
<thead>
<tr>
<th>Aim</th>
<th>Description</th>
<th>Example from the literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase health knowledge and self-awareness</td>
<td>Increase in knowledge and cognition about one’s health, well-being, and behavior, with no particular focus on how to translate this knowledge into action and concrete behavior</td>
<td>Participants record dietary intake and receive weekly feedback with summaries on their fruit, vegetable, and junk food intake [26]</td>
</tr>
<tr>
<td>Promote healthy behavior</td>
<td>Help translate one’s knowledge into action, behavior change, and skill development, targeting health improvement and maintenance</td>
<td>Participants record dietary intake and receive nutritional feedback and additional individual dietary targets, recipes, and a meal plan for achieving those [27]</td>
</tr>
<tr>
<td>Enable healthy environments</td>
<td>Enable environments and contexts that facilitate health and well-being</td>
<td>Participants record physical activity in a digital partnership with family members or friends, creating an environment of healthy social pressure and support [28]</td>
</tr>
<tr>
<td>Enhance remote monitoring</td>
<td>Enable the remote monitoring of individual health and well-being parameters, by health care and wellness providers</td>
<td>Participants record blood pressure, blood glucose, weight, and body fat at home and sent data electronically to medical professional who monitors and provides personalized physical activity plans [29]</td>
</tr>
</tbody>
</table>

**The Role of Consumers**

Successful prevention undoubtedly requires a clear definition of health care consumer responsibilities. Our analysis identified 3 broad consumer roles. The first consisted of passive PGHD generation (20/183, 10.9%), in which consumers used sensor-based devices to automatically collect and transmit information. Such an approach was predominantly applied in physical activity, weight loss, and overall health and well-being, capturing data that did not require manual entries, such as step counts, heart rate, and sleep quality. The more common second and third roles consisted of fully (100/183, 54.6%) or partially (63/183, 34.4%) active consumers, requiring occasional to regular actions. Active consumer involvement is key for capturing data that are not easily captured automatically, such as consumed meals and the quantity of smoked cigarettes. The term partially active describes all approaches that involve both active and passive data generation. That includes anything that is not exclusively sensor-based, nor exclusively dependent on manual entries. Partially active data generation was highly prevalent in prevention areas that often require the simultaneous collection of multiple heterogeneous measures (eg, steps, food intake, blood pressure and blood glucose), which was the case in weight loss, physical activity, nutrition, and cardiometabolic health. Table 2 summarizes consumer roles and provides illustrative literature examples. Table 3 provides the spread of consumer roles across identified prevention areas.
Data generation is often followed by data sharing to third parties or across devices and storage locations. Information on data sharing was provided by about 73.2% (134/183) of the literature. We defined high-intensity sharing as any transmission of PGHD that requires concrete consumer action. High-intensity sharing was applied in 91 studies (91/183, 49.7%). Half of those (39/91, 43%) indicated more demanding actions requiring the active transfer of PGHD to external devices (eg, external computer) or storage locations (eg, server and website). In contrast, low-intensity sharing describes the automatic transmission of PGHD, which was applied in 43 (43/183, 23.5%) studies. We did not identify any difference of distribution between higher or lower sharing intensity across most prevention areas, except for cardiometabolic health and weight loss (Table 3). In cardiometabolic health, most studies described high-intensity data sharing. This can be attributed to the frequent use of less connected devices, such as blood pressure monitors and glucometers. An opposite trend was observed in weight loss interventions that tended to adopt low-intensity sharing, which could be attributable to the sophistication and good interoperability of fitness trackers. Among the studies (n=163/183) with fully or partially active consumers, 137 provided clear information on the frequency of PGHD sharing. Out of those, 110 (110/137, 80.3%) described daily and 27 (27/137, 19.7%) less than daily sharing frequency.

On the basis of the initial framework by Shapiro et al, we developed an extended and more comprehensive conceptual framework [6,21]. With consumer roles as a starting point, our framework visualizes the generation and flow of electronic PGHD and is adapted to the context of primary disease prevention and health promotion. The framework, illustrated in Figure 2, organizes the study’s key results and visualizes identified patterns.

Our enriched framework shows that the 3 identified consumer roles are linked to different PGHD tools, ultimately creating different clusters of data. Although we identified interventions stopping at that level (single-component), the majority entailed additional intervention components (multicomponent), with and without human provider involvement. Thus, prevention and health promotion impact can be achieved at 3 levels, as the lower arrows indicate. Across the different elements, from the consumer to the provider, 5 common areas of barriers and facilitators can inhibit or promote the effective use of electronic PGHD. The framework additionally visualizes the link between identified PGHD aims and additional intervention components, as well as the involvement of health care providers. This framework fulfills the function of providing a simplified process overview, ultimately fostering a better understanding of PGHD utilization across prevention areas. All framework components are detailed throughout the results section.
Table 3. Distribution overview of key themes across prevention areas.

<table>
<thead>
<tr>
<th>Prevention areas</th>
<th>Weight control, physical activity, nutrition (n=125), n (%)</th>
<th>Overall health and well-being (n=21), n (%)</th>
<th>Cardio-metabolic health (n=14), n (%)</th>
<th>Substance use (smoking and alcohol; n=14), n (%)</th>
<th>Healthy aging (n=6), n (%)</th>
<th>Breastfeeding (n=2), n (%)</th>
<th>Skin cancer (n=1), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer roles (data generation)a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active data generation</td>
<td>65 (52.0)</td>
<td>11 (52)</td>
<td>4 (29)</td>
<td>14 (100)</td>
<td>3 (50)</td>
<td>2 (100)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Partially active data generation</td>
<td>46 (36.8)</td>
<td>7 (33)</td>
<td>9 (64)</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Passive data generation</td>
<td>14 (11.2)</td>
<td>3 (15)</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Consumer roles (data sharing)a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-intensity data sharing</td>
<td>43 (34.4)</td>
<td>9 (43)</td>
<td>8 (58)</td>
<td>4 (29)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Low-intensity data sharing</td>
<td>51 (40.8)</td>
<td>8 (38)</td>
<td>3 (21)</td>
<td>4 (29)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unclear or not described</td>
<td>31 (24.8)</td>
<td>4 (19)</td>
<td>3 (21)</td>
<td>6 (42)</td>
<td>3 (50)</td>
<td>2 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health care provider roles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support and motivate PGHDb</td>
<td>2 (1.6)</td>
<td>3 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Review and analyze PGHD</td>
<td>23 (18.4)</td>
<td>1 (5)</td>
<td>5 (36)</td>
<td>3 (21)</td>
<td>1 (17)</td>
<td>1 (50)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Support and Motivate PGHD and review and analyze PGHD combined</td>
<td>12 (9.6)</td>
<td>0 (0)</td>
<td>4 (29)</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Non-PGHD-related involvement</td>
<td>14 (11.2)</td>
<td>2 (10)</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No involvement at all</td>
<td>74 (59.2)</td>
<td>15 (71)</td>
<td>4 (28)</td>
<td>10 (72)</td>
<td>5 (83)</td>
<td>1 (50)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Utilized hardwarec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonhealth-related (eg, phone)</td>
<td>104 (83.2)</td>
<td>18 (86)</td>
<td>12 (86)</td>
<td>14 (100)</td>
<td>5 (83)</td>
<td>2 (100)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Health-related (eg, pedometer)</td>
<td>65 (52.0)</td>
<td>12 (87)</td>
<td>10 (71)</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medical (eg, glucometer)</td>
<td>2 (1.6)</td>
<td>3 (14)</td>
<td>5 (36)</td>
<td>5 (36)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Additional intervention componentsace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflective</td>
<td>113 (90.4)</td>
<td>16 (76)</td>
<td>13 (93)</td>
<td>11 (79)</td>
<td>5 (83)</td>
<td>2 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Process guiding</td>
<td>99 (79.2)</td>
<td>9 (43)</td>
<td>13 (93)</td>
<td>12 (86)</td>
<td>5 (83)</td>
<td>1 (50)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Motivational</td>
<td>88 (70.4)</td>
<td>8 (38)</td>
<td>7 (50)</td>
<td>13 (93)</td>
<td>4 (67)</td>
<td>0 (0)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Educational</td>
<td>84 (67.2)</td>
<td>6 (29)</td>
<td>10 (71)</td>
<td>10 (71)</td>
<td>2 (33)</td>
<td>2 (100)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aConsumer roles are described in patient-generated health data–related consumer roles and examples table. Additional intervention components are defined in detail in descriptions of intervention components.
bPGHD: patient-generated health data.
cStudies were assigned to multiple hardware and additional intervention component categories, for which rows do not add up to 100%.
Electronic Patient-Generated Health Data Tools, Their Functions, and Data Types

Prevention-targeted PGHD were generated through 3 broad types of hardware, often used in combination. The first included nonhealth-related products that are mostly well integrated into daily living (157/183, 85.8%), such as computers and mobile phones. The second entailed health-related devices that are less societally integrated (90/183, 49.2%), such as pedometers and heart rate monitors. The third included more specialized medical devices (15/183, 8.2%), such as glucometers and blood pressure monitors. Beyond manual and automatic PGHD collection, their most common functions included the provision of additional intervention components, such as goal setting and reminders, analysis and visualization of data, provision of feedback, sharing and storage of PGHD, and communication and interaction with third parties. Another key function was the provision of cues and visualizations, such as using color schemes, pictures, avatars, and other virtual elements to support the interpretation of PGHD. Table 3 provides the distribution of utilized hardware across prevention areas. Multimedia Appendix 9 offers more detailed information on identified tools and their functions. Most studies (175/183, 95.6%) have additionally described the use of software, such as apps, mobile- and Web-based programs, Web-based platforms and websites, social media and forums, device-installed software, and email and text messaging. The remaining 4.4% (8/183) did not explicitly mention any utilized software.

The identified electronic PGHD were categorized in 4 broad types. Most studies (78/183, 42.6%) addressed textual or numerical data, requiring manual entry and an active consumer. This was followed by waves or signals (22/183, 12.0%) that did not require manual collection and audiovisual (video) (4/183, 2.2%) as well as photographic (2/183, 1.1%) PGHD, which again required an active user. Textual or numerical data were mostly used in weight control, substance use prevention, and healthy aging. Photographic data were applied in healthy eating, whereas audiovisual PGHD were commonly utilized in smoking and alcohol prevention. Waves and signals were primarily applied in weight control, well-being, cardiometabolic health, and healthy aging. Finally, almost half of the studies used 2 or more forms of digital PGHD (77/183, 42.1%), with the most common combinations being that of textual or numerical with waves or signals (58/77, 75%) and textual or numerical with photographic data (7/77, 9%). Textual or numerical with waves or signals was used across the spectrum of health domains from weight control to diabetes prevention and usually included initial sensor data that were then manually recorded by users. Textual or numerical with photographic data was applied in dietary interventions, where users took pictures of their meals and added descriptions.

Electronic Patient-Generated Health Data Use: Additional Intervention Components

In 172 (172/183, 93.9%) of the identified studies, PGHD were embedded in larger multicomponent preventive interventions. Our analysis identified 4 overarching components to which PGHD were combined with, categorized as (1) reflective, (2) process guiding, (3) motivational, and (4) educational. Their descriptions and examples are provided in Textbox 2. Most interventions entailed at least one (162/183, 88.5%) purely reflective component, whereas 77.6% (142/183) included at least one process guiding component. Motivational components were included in 67.2% (123/183) of all interventions, with social support (eg, online peer interaction) constituting 33.3% (61/183) of those. Finally, educational components were identified in 63.4% (116/183) of all studies. A distinct element of educational components was the provision of support for making sense of one’s health data, through a-priori training or instructions, as well as targeted immediate or retrospective feedback. Table 3 provides the distribution of additional
intervention components across prevention areas. The boundaries between those 4 components were not fixed, and each study was often assigned to more than 1 category. Most of these components (147/172, 85.5%) were entirely or partially tailored to individual participants, whereas a relatively smaller proportion (25/172, 14.5%) were predominantly nontailored or unclear. The overlap between identified aims for collecting PGHD and additional interventions components (eg, educational components and the aim of knowledge enhancement, motivational components, and aim of behavior change) suggested that underlying reasons for generating and using PGHD for preventive purposes might influence and be influenced by the availability of these additional intervention components. Additional intervention components are defined in detail in Textbox 2.

Textbox 2. Descriptions of intervention components.

1. Reflective: All intervention components that are based on simple feedback of generated patient-generated health data (PGHD), with no additional educational information on how these are to be interpreted and applied. Examples include PGHD reports and summaries, as well as access to unstructured data.

2. Process guiding: All intervention components that aim to provide general support on the generation of PGHD, the use of technology, the compliance to intervention guidelines, and the response to problems arising from these processes. They include technical advice, instructions on when and how to collect and share, and problem-solving advice. Guidance in understanding and applying PGHD falls out this category’s scope (see point 4. Educational).

3. Motivational: All intervention components that are based on techniques that target the motivation of users to collect PGHD and apply those for healthy behavior changes. They include the provision of rewards and incentives, persuasion techniques, goal setting, reminders, motivational feedback, social support, as well as entertainment elements, such as gamification.

4. Educational: All intervention components that go beyond the simple feedback of generated PGHD (reflective), being attached to additional information that targets knowledge and skill enhancement, as well as knowledge testing. In contrast with process guiding, this category focuses on understanding and applying PGHD. They include the provision of newsletters, in-person counseling, remote coaching, educational podcasts, quizzes, and knowledge tests. Technical guidance on the generation and share of PGHD falls out of this category’s scope (see point 2. Process guiding).

The integration and utilization of electronic PGHD varied across additional intervention components. In combination with reflective components, PGHD were mostly used for self-referencing, such as the visualization of progress over time, enabling users to track individual health goals. In the context of motivational components, PGHD were repeatedly utilized to enable social comparison, such as contrasting data to normative or peer-generated values, often generating certain social pressure for healthier lifestyles. When integrated with educational components, PGHD were used to inform and provide individualized recommendations and counseling, aligned to the progress and capabilities of individual participants or participant subgroups. Finally, in combination with process guiding components, PGHD were key to identifying individual challenges, allowing for tailored and problem-focused support, while ensuring that adherence to intervention guidelines (eg, dietary or exercise plans) was monitored.

The Role of Health Care Providers

Less than half of the literature described the role of health care providers in the implementation (73/183, 39.9%) of interventions and only 30.6% (56/183) involved providers that had clearly designated PGHD-related responsibilities. The remaining proportion of the literature (110/183, 60.1%) addressed predominantly automatic programs. The proportion of studies without provider involvement was larger across all prevention areas, except for those on cardiometabolic health and breastfeeding promotion. Health care providers included an array of professionals, including physicians, nurses, dieticians, psychologists, health consultants, fitness experts, and trainers. Our thematic analysis identified 2 main clusters of PGHD-related provider roles. The first role (5/55, 9%) is that of a supporter, including the prompting, overseeing, and motivating of PGHD use, which was primarily found in weight control, nutrition and well-being interventions. The second role (34/55, 62%) is that of a reviewer, consisting of analyzing PGHD to inform counseling, personalize advise, conduct remote monitoring, and complement medical data, which was common in weight control, nutrition, cardiometabolic health, and substance use prevention. In 31% (17/55) of the studies, mainly in weight control, cardiometabolic health, and substance use prevention, providers held both roles simultaneously. In addition, we identified that provider-consumer interactions predominantly occurred remotely (36/73, 49%), either via the PGHD tool itself (eg, data collection website) or through other supporting channels (eg, email), both in a synchronous (eg, telephone) or asynchronous fashion (eg, forums). In-person interactions were less common (14/73, 19%) and more often combined with remote elements (17/73, 23%). One study (1/73, 1%) involved no direct interaction with consumers, whereas 5 (5/73, 7%) lacked clear interaction descriptions. Our findings additionally suggested that the involvement of health care providers was linked to the previously described PGHD aims, as one of those, namely the aim of enhanced remote monitoring, inevitably relies on data review by a provider. Table 3 provides the distribution of provider roles across prevention areas.

Patient-Generated Health Data Implications: Health Impact and Equity

Assessed prevention-relevant outcomes were broadly categorized into: (1) vitals and body composition measures (eg, body mass index, blood pressure, blood glucose, and heart rate), (2) behavioral change (eg, physical activity, eating habits, and lifestyle factors), and (3) knowledge change (eg, health literacy and awareness). About a quarter of the identified literature (47/183, 25.7%) provided indications on the potential impact
of PGHD on preventive outcomes. These studies either had PGHD as a distinct or single component in one of their intervention arms (13/47, 28%), or as a part of multicomponent interventions (34/47, 72%), with sections that explored the associations between PGHD (eg, adherence to data collection) and outcomes. The majority explored implications on vitals and body composition-related outcomes (37/47, 79%). Most of those studies reported statistically significant beneficial trends (n=27), followed by nonsignificant effects (n=8) and mixed results (n=4). Outcomes in health behavior were less commonly addressed (15/47, 32%) and provided no clear tendencies, with an equal number of studies providing statistically significant beneficial (n=4) and nonsignificant (n=4) trends, as well as a relatively large proportion of unclear or mixed results (n=3). Health knowledge outcomes were the least commonly (2/47, 4%) addressed, with one study reporting nonsignificant associations between PGHD and health knowledge and one reporting mixed results. Most of these studies included active (27/47, 57%) and partially active consumers (8/47, 17%), whereas only one study entailed passive consumers (1/47, 2%). For the studies with active and partially active user engagement, a proportionally equal number of them reported statistically significant, mixed, and nonstatistically significant results. One study that included passive consumers did not provide enough information to be meaningfully compared.

A larger proportion of the literature (98/183, 53.6%) addressed interventions with multiple components and did not entail analyses on the relationship between PGHD components and prevention outcomes. Although their results could not be directly linked to PGHD, the overall picture suggested beneficial trends, with 23% (22/98) providing almost entirely positive results. Mixed results were indicated by 69% (68/98) of studies, almost all of which included at least one significantly positive outcome. A smaller proportion of interventions (8/96, 8%) did not identify beneficial effects at all. The remaining part of the literature (38/183, 20.8%) focused on feasibility and usability results instead, which is not reported in further detail here.

Considering equity as an important outcome for all health interventions, we extracted information linked to implications for subgroups that are commonly divided by health inequalities, as defined by the Cochrane Equity Group [23]. About 46.5% of studies (85/183) addressed equity by referring to the digital divide and literacy inequalities, by addressing the limitations of homogeneous study samples that primarily consisted of advantaged subgroups (eg, white, highly educated), by focusing on underserved populations, and by exploring patterns across sociodemographic variables. Approximately 7.7% of the literature (14/183) provided detailed analyses across subgroups divided by sex (12/14), age (6/14), race (4/14), education (4/14), income (2/14), and place of residence (1/14). Most of those indicated either no or unclear differential effects, whereas 2 indicated better intervention effects for younger participants, one for white non-Hispanic individuals and one for higher educated participants.

### Barriers and Facilitators of Electronic Patient-Generated Health Data Use

About 89.6% (164/183) of studies provided information on potential barriers and facilitators of electronic PGHD. Both barriers and facilitators were clustered around 5 recurring themes: (1) data collection and use, (2) technical and design considerations, (3) ethics, safety, and trust, (4) user characteristics, and (5) context and content. Data collection and use (127/164, 77.4%) addressed the levels of ease, difficulty, and burden of electronic PGHD generation, the adaptability of data collection to user needs, and associated resource demands (eg, time, costs). Technicalities and design (84/164, 51.2%) covered the functional maturity of PGHD technology, the facilitating role of mobile and interoperable devices, as well as the importance of dynamic, user-appealing, and simple designs. Ethics, safety, and trust (55/164, 33.5%) entailed barriers and facilitators around privacy, trustworthiness, credibility, and reliability. The category of user characteristics (72/164, 43.9%) highlighted consumer-related elements, such as digital literacy, knowledge, sociodemographic determinants, and overall attitudes toward PGHD technologies. Finally, the last category of content and context (148/164, 90.2%) included elements around contextual resources, such as PGHD support and interaction with providers. It additionally addressed the role of technology and intervention content, such as the combination of PGHD with other behavior change communication techniques. Textboxes 3 and 4 provide a list of identified barriers and facilitators across those 5 themes.
### Textbox 3. Barriers of electronic patient-generated health data and the number of studies reporting barriers in each domain.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Number of Studies</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data collection and use</strong></td>
<td>49</td>
<td>• Burdensome data collection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Inflexible data entry</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Retrospective data entry: incentive to manipulate data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Unstructured data: information overload</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Automatized recording: feeling of no control over data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Costly</td>
</tr>
<tr>
<td><strong>Technicalities and design</strong></td>
<td>39</td>
<td>• Immature or nonfunctional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Unappealing design</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Nonuser-friendly functions</td>
</tr>
<tr>
<td><strong>Ethics, safety, and trust</strong></td>
<td>32</td>
<td>• Privacy and security concerns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Nontrustworthy patient-generated health data (PGHD) tools and data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sociocultural resistances</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Low-quality and unreliable PGHD</td>
</tr>
<tr>
<td><strong>User characteristics</strong></td>
<td>38</td>
<td>• Low digital literacy and no previous experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Negative attitudes toward PGHD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Mismatch with daily life routines</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Nonperceived usefulness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sociodemographics (eg, young age, low education)</td>
</tr>
<tr>
<td><strong>Content and context</strong></td>
<td>44</td>
<td>• Missing data interpretation and general support</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Missing in-person contact</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Missing or too frequent reminders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Missing provider resources to evaluate PGHD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Missing (financial) incentives or rewards</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Missing or insensitive feedback</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Unrealistic goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Nonengaging environment (eg, no social support)</td>
</tr>
</tbody>
</table>
Textbox 4. Facilitators of electronic patient-generated health data and the number of studies reporting facilitators in each domain.

<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data collection and use (n=78):</td>
<td></td>
</tr>
<tr>
<td>• Simple and low-effort data collection</td>
<td></td>
</tr>
<tr>
<td>• Highly flexible data entry</td>
<td></td>
</tr>
<tr>
<td>• Retrospective data entry: incentive to correct data</td>
<td></td>
</tr>
<tr>
<td>• Time-efficient and intuitive data output</td>
<td></td>
</tr>
<tr>
<td>• Automatized recording: noninterference with daily life</td>
<td></td>
</tr>
<tr>
<td>• Free or low cost</td>
<td></td>
</tr>
<tr>
<td>Technicalities and design (n=45):</td>
<td></td>
</tr>
<tr>
<td>• Technically mature and interoperable</td>
<td></td>
</tr>
<tr>
<td>• User-engaging and appealing design</td>
<td></td>
</tr>
<tr>
<td>• Dynamic design: interactive and modifiable</td>
<td></td>
</tr>
<tr>
<td>• Mobile</td>
<td></td>
</tr>
<tr>
<td>Ethics, safety, and trust (n=23):</td>
<td></td>
</tr>
<tr>
<td>• Credible patient-generated health data (PGHD) tools</td>
<td></td>
</tr>
<tr>
<td>• Trustworthy, reliable, and complete PGHD</td>
<td></td>
</tr>
<tr>
<td>• Processes that do not invade privacy</td>
<td></td>
</tr>
<tr>
<td>User characteristics (n=34):</td>
<td></td>
</tr>
<tr>
<td>• Digital literacy and previous experience</td>
<td></td>
</tr>
<tr>
<td>• Preexisting motivation and readiness to use PGHD</td>
<td></td>
</tr>
<tr>
<td>• Self-efficacy</td>
<td></td>
</tr>
<tr>
<td>• Perceived PGHD usefulness and relevance</td>
<td></td>
</tr>
<tr>
<td>Content and context (n=104):</td>
<td></td>
</tr>
<tr>
<td>• Available guidance and support</td>
<td></td>
</tr>
<tr>
<td>• Available human interaction</td>
<td></td>
</tr>
<tr>
<td>• Sensitive reminders that do not disturb</td>
<td></td>
</tr>
<tr>
<td>• Data visualizations and summaries</td>
<td></td>
</tr>
<tr>
<td>• Motivating rewards and (financial) incentives</td>
<td></td>
</tr>
<tr>
<td>• Immediate, sensitive, and motivating feedback</td>
<td></td>
</tr>
<tr>
<td>• Realistic goal setting</td>
<td></td>
</tr>
<tr>
<td>• Social support (eg, peer interactions)</td>
<td></td>
</tr>
<tr>
<td>• Content and context personalization</td>
<td></td>
</tr>
<tr>
<td>• Enabled data access, ownership, and control</td>
<td></td>
</tr>
<tr>
<td>• Fun elements (eg, gamification)</td>
<td></td>
</tr>
<tr>
<td>• Novel elements (eg, geofence triggered support)</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Overview

Our review described a large and dynamically emerging volume of the literature on the use of electronic PGHD for primary disease prevention and health promotion purposes. Beyond quantity, the literature manifested large methodological and thematic heterogeneity, adding to the topic's conceptual complexity. Our results enabled the development of an enriched conceptual framework (Figure 2) and thus a better understanding of the process between generating PGHD and finally utilizing them for preventive and health promoting action.
Principal Findings and Comparison With Previous Work

The identified literature predominantly focused on weight control, through physical activity and nutrition, which was consistent with previous reviews that addressed digital health interventions across prevention areas [36-38]. In line with the variety of existing digital approaches to primary disease prevention [39-40], our results indicated that electronic PGHD target multiple dimensions, including: (1) health knowledge and self-awareness, (2) behavior change, (3) healthy environments, and (4) remote monitoring. Overall, we identified 4 types of prevention-targeted interventions entailing electronic PGHD: (1) automatic, single component, (2) automatic multicomponent interventions, (3) single component, and (4) multicomponent interventions that are not fully automatic, including health care provider involvement (Figure 2). A single component denotes that PGHD is the main and only prevention element, whereas a multicomponent describes interventions with at least 1 additional non-PGHD element.

Our thematic analysis identified certain recurring patterns of PGHD generation. We broadly classified consumer roles as passive, partially active, and fully active and identified that the proportions of these vary across prevention areas. Acknowledging that consumer roles are closely linked to PGHD types, we found that certain prevention areas are being dominated by 1 or 2 types of PGHD. On one hand, weight control, alcohol and smoking prevention, and overall health and well-being seemed to be mostly addressed by technologies that require the manual collection of textual or numerical data, while on the other hand, cardiometabolic disease prevention was primarily addressed by a combination of PGHD types that require a mix of active and passive data generation. In contrast, entirely passive data generation was only identified for weight control, overall health and well-being, cardiometabolic health, and healthy aging. Although not focused on prevention, a review by Vagesna et al [41] identified similar patterns, where weight was monitored by computerized systems (manual data entry) and metabolic conditions by a combination of multiple technologies.

Considering that the sophistication and reliability of PGHD technology varies across prevention areas, these patterns are expected. To be adequately targeted and well-informed, prevention often requires very specific consumer action and PGHD input. On one hand, for certain areas, such as addiction prevention or dietary intake, this input is entirely behavioral and not easily captured automatically. This includes the exact number of smoked cigarettes and consumed alcohol drinks, the type of consumed drinks, the percentage of alcohol content in each drink or the portions of consumed meals, all of which currently cannot be reliably or cost effectively collected by sensor-based devices, while on the other hand, sophisticated and highly commercialized fitness trackers are increasingly being improved to reliably capture certain activities and bodily functions, such as physical exercise and heart rate. Exercise-based weight loss, well-being promotion (eg, sleep quality), and healthy aging (eg, fall prevention) are prevention areas in which such devices can be applied to, which explains the prevalence of passive PGHD generation. In between the two extremes, there are prevention approaches that inherently require combinations of measures, such as in diabetes prevention (eg, dietary intake and physical activity), which in turn allow for a partially active and partially passive generation of PGHD.

Linking consumer roles to identified barriers and facilitators suggests some conflicting dynamics. Passive PGHD generation might be less burdensome, but may also lead to lower consumer engagement. Conversely, active generation involves more effort but may simultaneously trigger higher user motivation. In their review on wearable monitoring technology, Baig et al [42] described part of these challenges, such as that passive application of technology might counteract user engagement and acceptance. Another review linked the intensity of consumer responsibilities to intervention effectiveness, reporting that programs with active consumers (eg, manual data input) were more successful [43]. To fully understand the most effective use of electronic PGHD for prevention, these patterns suggest that is important to further explore the interactions between PGHD types and their demands on consumers.

The relatively large proportion of studies that described automatic prevention systems, constituting 60.1% (110/183) of the identified literature, underlines a broader trend toward low-recourse and efficiency-driven care [44]. As expected, this was not the case for areas that traditionally rely on close patient-provider relationships, such as cardiometabolic health and breastfeeding. The remaining 39.9% (73/183) of the literature indicated 2 main health care provider clusters: (1) supporting PGHD collection and subsequently, (2) reviewing or using data for preventive practice. If fully automatized, those tasks were transferred to consumers, or the technology itself. A scoping review on the preventive use of smart devices by Petit and Cambon [45] described consumer responsibilities as a key literature aspect, in which patients gained expert roles and became equal agents of their own health care. Interalia, this has potential implications on data interpretation that we have identified as a recurring concept across studies. Previous research demonstrated the importance of PGHD interpretation and its wider implications [46], with missing sense-making skills and the fear of self-interpretation mentioned as key challenges to personal health information use. Our findings reflected that importance, as a major proportion of the literature directly or indirectly addressed interpretability by describing various approaches to fostering correct data understanding.

Most identified studies integrated electronic PGHD within multicomponent interventions, either complementing or facilitating other intervention components (eg, enabling self-reflection, facilitating social comparison, informing counseling, and directing guidance). A systematic review on the use of technology for weight reduction identified a similar trend, with 19 out of 27 studies combining PGHD with counseling feedback [47]. These trends highlight the value of PGHD for complex digital prevention, especially when not entailing health care providers. In addition, a previous scoping review by Lentferink et al identified that using PGHD to personalize intervention components (eg, goal setting) seemed to be a distinct element of highly effective studies [43].
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Summarizing the results of single-component interventions, exploratory analyses (eg, associations between PGHD and health outcomes), and overall effects of multicomponent interventions, the overall directions suggest a predominantly positive PGHD impact on prevention. These trends are expected, considering the existing evidence on the association between monitoring one's own health and preventive outcomes [48-50]. On the contrary, trends on the impact of PGHD on health inequity gaps were not as clear, as only 7.7% (14/183) of the literature reported on differential effects across subgroups. The limited information and methodological ambiguity around subgroup analyses [51] did not allow for confident equity statements. Equity reviews from other fields, such as population and primary-care-based physical activity interventions reported on similar challenges, with only 19% (17/87) and 14.0% (24/171) of primary studies providing information on differential distribution of effects [52,53]. This is problematic, considering the potential implications of the digital divide, which is transforming from a divide on technology access to a divide on digital literacy and skills [54]. If we fail to adequately address equity, we risk limiting the preventive benefits of technology to those few who have the resources and skills to use them appropriately. Nonetheless, it is encouraging that almost half of the literature directly or indirectly mentioned equity, which indicates that many researchers are aware of the importance of ethics in digital health research.

Finally, the existence of conflicting barriers and facilitators highlighted the currently emerging nature and potential knowledge gaps of the topic. When do reminders become disturbances in one’s daily life and when are they the key to ensuring prevention adherence? Are automatic and simple data collection methods preferred by consumers because of being less burdensome, or do they counteract user engagement and motivation? Do financial rewards act purely as incentives to collect data and adhere to preventive guidelines, or could they become incentives for data falsification? Are PGHD tools that allow for retrospective data entries beneficial because of added flexibility, or do they add to the risk of data manipulation? Although these uncertainties may be indicators of an emerging topic that requires more research, they might also be the result of electronic health and prevention complexity. Neither digitalization nor prevention are static or fixed phenomena [55]. They ultimately depend on interactions and contexts, for which single answers may be difficult to find. Nonetheless, the richness and range of identified barriers and facilitators indicate that the preventive use of electronic PGHD is sensitive to many factors, be it the way data are collected, the context in which they are collected, the personal characteristics of users, as well as ethical and technological considerations.

Limitations

Despite our rigorous methodological approach, our study is subject to some limitations. First, although PGHD may be key throughout the continuum of care, our review’s scope is restricted to primary disease prevention and health promotion. As such, our overall findings might not be applicable to the domains of treatment, disease management, and rehabilitation. This scope is narrower than defined in our protocol and has been chosen for practical and conceptual reasons. Retaining a broader scope would have led to an unmanageable volume of the literature and challenges in meaningfully synthesizing the results. Second, the chosen definition of electronic PGHD, which emphasized the aspect of patient’s control, led to the exclusion of standardized and more provider-driven approaches. Broadening the definition might provide a better understanding of PGHD-based prevention within health care contexts and the interaction of such data streams with health care provider infrastructures. Third, the variety and evolution of definitions and terms to describe PGHD, as well as prevention, might have led to missing out a few terms and the associated literature. To compensate for that, we conducted thorough hand searches, reference list screenings, and author consultations. Finally, our scoping methodology and heterogeneous output did not allow for robust synthesis and comparison of effects.

Implications and Future Research

Overall Implications

The patterns we identified may support users, patients, and providers in understanding the complexity of utilizing electronic PGHD for prevention purposes. Beyond technical maturity, providers need to consider the wider implications that data collection might have on patients and consumers, such as its interference with daily living, personal beliefs, and digital literacy. Users and providers need to be sensitive to ethical and trust concerns, while ensuring that the PGHD environments are motivating and supportive enough to facilitate adherence and successful prevention.

Future Research

Scoping reviews are often conducted to assess the feasibility of conducting a full systematic review [19]. On the basis of the large and very heterogeneous literature volume, we believe that conducting a full systematic review, while retaining a similarly broad scope, will be conceptually difficult. We, therefore, suggest (1) a narrower scope, (2) a careful a priori consideration of a PGHD definition, as that differed across the literature and may impact the review’s results, (3) a careful selection of search terms, and (4) a preparatory literature scan to identify all terms appropriate to the chosen scope, as the terminology is vast and evolving. Beyond systematic reviews, future research should target evidence on best possible combinations of electronic PGHD with other behavioral change techniques (eg, feedback, goal setting, and peer interaction). Finally, future research should aim to capture how barriers and facilitators vary across contexts, while addressing the wider implications of PGHD-based prevention on the functioning of health systems and health equity.

Conclusions

Our review provides a comprehensive picture of the literature on electronic PGHD use for primary disease prevention and health promotion purposes, enabling a broader identification of processes and patterns. The high heterogeneity in the scope and content of identified studies underlines the topic’s emerging nature. This is reflected by the variety of identified PGHD-generating technologies, resulting in diverse data types and different consumer responsibilities. Utilizing electronic PGHD to prevent disease and promote health is a complex
matter. In the literature, this complexity arises from electronic PGHD being mostly integrated into multicomponent and automatized interventions, limiting our ability to assess their individual preventive impact, and underlining an overall trend toward larger consumer responsibility. The broad set of identified barriers and facilitators, some being conflicting, highlights the need for a holistic understanding of such enabling factors, as well as for a stronger focus on ethical challenges, which is currently lacking.
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Abstract

Background: Social media addiction disorder has recently become a major concern and has been reported to have negative impacts on postgraduate studies, particularly addiction to Facebook. Although previous studies have investigated the effects of Facebook addiction disorder in learning settings, there still has been a lack of studies investigating the relationship between online intervention features for Facebook addiction focusing on postgraduate studies.

Objective: In an attempt to understand this relationship, this study aimed to carry out an investigation on online intervention features for effective management of Facebook addiction in higher education.

Methods: This study was conducted quantitatively using surveys and partial least square-structural equational modeling. The study involved 200 postgraduates in a Facebook support group for postgraduates. The Bergen Facebook Addiction test was used to assess postgraduates’ Facebook addiction level, whereas online intervention features were used to assess postgraduates’ perceptions of online intervention features for Facebook addiction, which are as follows: (1) self-monitoring features, (2) manual control features, (3) notification features, (4) automatic control features, and (5) reward features.

Results: The study discovered six Facebook addiction factors (relapse, conflict, salience, tolerance, withdrawal, and mood modification) and five intervention features (notification, auto-control, reward, manual control, and self-monitoring) that could be used in the management of Facebook addiction in postgraduate education. The study also revealed that relapse is the most important factor and mood modification is the least important factor. Furthermore, findings indicated that notification was the most important intervention feature, whereas self-monitoring was the least important feature.

Conclusions: The study’s findings (addiction factors and intervention features) could assist future developers and educators in the development of online intervention tools for Facebook addiction management in postgraduate education.

(J Med Internet Res 2019;21(10):e14834) doi:10.2196/14834
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Introduction

Background

Addiction is usually associated with addictive behavior and compulsive engagements of stimuli, such as a psychoactive chemical (eg, alcohol and drugs), despite harmful consequences. Nevertheless, behavioral addiction related to nonconsumption of substances, such as digital addiction, has recently become a topic of much interest. To date, the only psychiatric disorders that have been formally recognized are pathological gambling and internet gaming disorder [1,2]. As such, there is an urgent need for further research in terms of behavioral addiction [3]. As social media has become an essential platform for online communication, several studies have investigated its behavioral effects on excessive usage. Although some researchers have addressed general digital and internet addiction [4] and its psychological effects on loneliness, anxiety, and depression [5], other researchers have focused on addiction of social networking sites (SNSs) such as Facebook [2,5].

As of June 2018, current statistics have indicated that Facebook is the most popular social network worldwide, with over 2 billion monthly active users. Despite its benefits for the Web-based social communication and content consumption, some users develop an excessive usage of Facebook, causing potential negative effects, termed as Facebook addiction disorder [2,5]. Facebook addiction is defined as an addictive behavior caused by an uncontrollable level of accessing and using Facebook, which negatively affects other face-to-face social activities, studies, jobs, interpersonal relationships, and physical health [6,7].

Facebook addiction disorder is categorized by psychological factors such as salience, tolerance, mood modification, relapse, withdrawal, and conflict [8]. Salience is related to the mental state of continuously thinking about Facebook, whereas tolerance is related to the tolerance level of Facebook usage (eg, increase the time spent on Facebook to reach to the same effect that was initially experienced using Facebook). Mood modification is associated with whether Facebook affects current moods of the user, and relapse is linked with failed attempts of Facebook usage reduction. Meanwhile, withdrawal and conflict are related to negative conditions and effects because of failure in accessing Facebook, in which withdrawal is associated with negative conditions such as becoming restless because of failure in accessing Facebook, whereas conflict is linked with negative effects such as Facebook causing negative impacts on individuals’ current academic or professional life [2,9].

Previous research has revealed that Facebook addiction have caused negative psychological effects such as emotional problems, relational problems, health-related problems, and performance problems [9]. In terms of emotional problems, Facebook addiction has been revealed to cause negative mood alterations such as depression and anxiety [10], development of deficient self-regulation [11], as well as task avoidance and procrastination [12]. With regard to relational problems, Facebook addicts have experienced negative relationships in terms of family conflicts, impaired concentration at work or school, and problematic peer relationships, thus contributing to interpersonal relationship detriment [9,13]. With regard to health-related problems, Facebook addiction has also been associated with sleep difficulties such as insomnia and somatic problems as well as poorer sleep quality [9,14]. Meanwhile, for performance problems, addiction to Facebook has caused job losses and negative effects of self-reported work performance [9,14].

Facebook addiction has also been reported to affect higher education studies. In Turkey, a study on the effect of Facebook addiction on gender was carried out with 1257 Turkish university students [15]. The study’s findings revealed that male students had higher SNS addiction levels as compared with female students. In Poland, Facebook addiction was studied among 1157 students [6]. They discovered that Facebook addiction among Polish students was related to higher extraversion, narcissism, loneliness, and social anxiety and lower general self-efficacy. They also discovered that Facebook addiction was further related to impoverished well-being that included impaired general health, decreased sleep quality, and higher perceived stress. In the United States, an investigation was conducted with 274 university students in a statistics course, in which they examined the time distortion of social media addiction in at-risk students by intervention strategies such as prevention of Facebook use and self-control strategies [16]. They discovered that the at-risk group showed a significant upward time estimate bias when positively correlated with Facebook addiction scores. In Malaysia, Facebook addiction motives were studied with 380 postgraduates and undergraduates and the study revealed that motives that contribute to addiction are factors such as social interaction, passing time, entertainment, companionship, and communication. In another study, 441 Malaysian students were assessed on their addiction to Facebook [11]. They found out that factors such as religion, level of income, ego strength, and locus of control do not show significant influence on the risk of Facebook addiction, whereas time spent on Facebook contributed to higher addiction levels [17]. Nevertheless, these studies only mostly focused on motives of Facebook addiction level, and this shows that there is a lack of studies on the Web-based intervention systems for Facebook addiction.

Objectives

Therefore, the main aim of this study was to investigate features of the Web-based intervention systems on management of Facebook addiction in postgraduate education. Considering the lack of knowledge on the development of the Web-based intervention features for Facebook addiction, the study was exploratory in nature [2,18]. The second aim was to investigate which intervention feature was most and least important for the management of addiction to Facebook. This could contribute to a better understanding of addiction prevention and therapeutic interventions of Facebook addiction. In the study, Web-based intervention features focused on features such as manual monitoring, manual limit, automatic notification, automatic limit, and automatic reward for learners to manage Facebook addiction. These features can be linked to an upcoming tool that is going to be introduced by Facebook called “Your Time on Facebook,” which allows for management of time on Facebook.
and includes an activity dashboard, a daily reminder, and management of notifications [19].

Methods

Participants

The participants of the survey were 200 postgraduates from a postgraduate support Facebook group called Doctorate Support Group (DSG). DSG is a support group that aims to provide a platform in supporting postgraduates to exchange ideas, expertise, and experiences in pursing their postgraduate education. The community has over 14,700 users who consist of postgraduates carrying out their studies and ex-postgraduate students who have completed their studies. The Facebook group applied a community of practice approach, in which the Facebook group provides a shared knowledge bank developed by the community members who have been associated with the community for a longer period. As newcomers join the group, the newcomers would learn from the old-timers who serve as coaches or mentors for the community. By participating in new activities and contributing to the community, the newcomers develop a new mastery of understanding and thus become recognized members (and later coaches) to give back to the community [3,20].

Data Collection and Analysis Approaches

The data were collected via administration of online surveys on Facebook group of the DSG. The online survey included mock interfaces (ie, high-fidelity prototypes) of the intervention features. This includes Facebook features as reported by Facebook in their upcoming tool called “Your Time on Facebook” [19]. These upcoming features allow for Facebook users to manage their time on Facebook, which includes an activity dashboard, a daily reminder, and management of notifications. As such, in investigating the possible Web-based intervention features for Facebook addiction during postgraduate studies, mobile phone addiction intervention features by Lee et al were adapted, which included manual monitoring, manual limit, automatic notification, automatic limit, and automatic reward features as shown in Table 1 [21]. In prevention of excessive Facebook usage, 2 features were assessed, which were manual monitoring and manual control. The manual monitoring feature investigated whether postgraduates perceived features such as manually monitoring their usage patterns (including usage time, frequency, locations, and mood) could help in Facebook addiction management. Meanwhile, the manual limit investigated whether features such as manual limiting Facebook usage based on time, location, Facebook features, and moods could potentially assist them in intervention of Facebook addiction. With regard to automatic notification, the Web-based features touched on interventions with regard to automatic notification of excessive Facebook usage based on location, features, time, and mood. The automatic limit feature is linked to features that automatically limit the usage based on time, location, frequency of use, and mood. The final feature (automatic reward), which is related to Web-based intervention features, is related to rewarding mechanisms based on usage duration and frequency, location, and mood.

The study also investigated aspects of Facebook addiction during postgraduates’ studies using the Bergen Facebook Addiction Scale, which categorizes Facebook addiction disorder by psychological factors such as salience, tolerance, mood modification, relapse, withdrawal, and conflict [8]. As discussed before, salience is related to the mental state of continuously thinking about Facebook, whereas tolerance is related to tolerance level of Facebook usage. Mood modification is associated with whether Facebook affects current moods of the user, and relapse is linked with failed attempts of Facebook usage reduction, whereas withdrawal and conflict are related to negative conditions and effects because of failure in accessing Facebook [2,9]. Basic demographical data (ie, gender, age, and device usage on Facebook; current experience using Facebook; and Facebook usage frequency) were also assessed in the study.

The questionnaire developed based on Bergen Facebook Addiction Scale and Web-based intervention features (manual monitoring, manual limit, automatic notification, automatic limit, and automatic reward) was run through a content validation procedure to increase its level of validity. It was validated by 2 social networking analysis experts, 2 information technology experts, and a language lecturer. The content validation involved validation on aspects such as subject matter, technology, language, and measurement. This was conducted to verify that the questions for each variable were clear and concise. As a result, the online survey consisted of 48 items as measurements. The ethics committee of the Universiti Kebangsaan Malaysia approved the implementation of this study. We followed all national regulations and laws regarding human subjects’ research and obtained the required permission to conduct this study. Participants provided Web-based informed consent to participate.

The data collected were analyzed using partial least square-structural equation modeling (PLS-SEM). This allowed for exploratory investigation of the relationship between Web-based intervention features for Facebook addiction and aspects of Facebook addiction [22]. As the study implements exploratory research in nature, PLS-SEM was chosen. The technique allows for conducting predictions and explanation of target constructs rather than confirmatory analysis with the capability of small samples sizes and complex models. PLS-SEM analysis does not make any assumptions about underlying data; thus, 200 Web-based participants are enough [21,22]. Hence, the study focuses only on describing the structural model analysis results (via PLS-SEM model diagrams) with regard to loadings of each construct and does not report on measurement model analysis results. The results of loadings would help in understanding the most and least important intervention features for Facebook addiction and the strongest and weakest causes of Facebook addiction among postgraduates. The software used to run PLS-SEM analysis is SmartPLS version 3.2.7 by SmartPLS GmbH. The model used in the analysis is illustrated in Figure 1.
Table 1. The constructs and respective indicators of the Web-based intervention features for Facebook addiction disorder.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Indicator</th>
</tr>
</thead>
</table>
| Self-monitoring feature (IF\(^a\) Self-monitoring) | • Track Facebook usage time  
• Track Facebook frequently used features  
• Track location of Facebook usage  
• Track mood while using Facebook |
| Manual limit feature (IF_Manual limit) | • Manually limit Facebook usage based on time  
• Manually limit Facebook usage based on location  
• Manually limit Facebook usage based on features  
• Manually limit Facebook usage based on mood |
| Notification feature (IF_Notification) | • Notification of excessive Facebook usage based on time  
• Notification of excessive Facebook usage based on location  
• Notification of excessive Facebook usage based on features  
• Notification of excessive Facebook usage based on mood |
| Automatic limit (IF_Auto-limit) | • Automatically limit Facebook usage based on time  
• Automatically limit Facebook usage based on location  
• Automatically limit Facebook features based on frequency of use  
• Automatically limit Facebook usage based on my mood |
| Reward feature (IF_Reward) | • Provide reward based on Facebook usage time  
• Provide reward based on Facebook usage location  
• Provide reward based on Facebook feature frequency  
• Provide reward based on mood using Facebook |

\(^a\)IF: intervention Web-based feature.

Figure 1. Model used for partial least square-structural equation modeling analysis for investigating the Web-based intervention features of Facebook addiction disorder.
Results

Demographical Findings

Most of the 200 participants of the online survey were female (77.5%, 155/200), whereas the remaining 22.5%, 45/200 were male. The age range was quite diverse as it included individuals aged between 23 years and 51 years. For devices used to access the Facebook, 9%, 18/200 of them used only computers, 36.5%, 73/200 used only mobile phones, and 53.5%, 107/200 of them used both computers and mobile phones. The survey also gained data regarding current experience of Facebook usage. The data revealed that 86.5%, 173/200 of them have used Facebook for more than 4 years, 11.5%, 23/200 of them have used Facebook for 3 to 4 years, whereas 2.0%, 4/200 of them have used Facebook for 1 to 2 years. In addition, Facebook usage frequency was also obtained. Findings indicated that most of them (83.0%, 166/200) access Facebook every day, whereas the others access it either 2 to 3 times a week or 4 to 5 times a week. Findings also revealed that 21.5%, 43/200 of them access Facebook more than 10 times a day, 20.0%, 40/200 access it 7 to 10 times a day, 24.0%, 48/200 access it 4 to 7 times a day, and 34.5%, 69/200 of them access it once a day.

Results on Partial Least Square-Structural Equational Modeling Results: Facebook Addiction

The findings of the measurement model analysis showed that the indicators of the constructs achieved internal consistency reliability, convergent validity, and divergent validity. The results are summarized in Tables 2-4. The findings of the structural measurement model analysis revealed that there are 6 addiction factors that are related to Facebook addiction in postgraduate studies, as shown in Figure 2. They are mood modification, withdrawal, tolerance, salience, conflict, and relapse, which received loadings of 0.5 and above [22]. This indicates that all the indicators (eg, FB_Salience1) are related to their respective constructs (eg, FB_Salience). These results corroborate with the works of Griffiths, Kuss and Griffiths, and Andreassen, where the studies revealed that these 5 levels contribute to SNS addiction, in this case, Facebook addiction [9,22,23].

Table 2. Internal consistency reliability results.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Average variance extracted (AVE)</th>
<th>Composite reliability (CR)</th>
<th>$R^2$</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB_Conflict</td>
<td>0.732</td>
<td>0.891</td>
<td>0.593</td>
<td>.815</td>
</tr>
<tr>
<td>FB_Mood modification</td>
<td>0.722</td>
<td>0.886</td>
<td>0.394</td>
<td>.808</td>
</tr>
<tr>
<td>FB_Relapse</td>
<td>0.725</td>
<td>0.886</td>
<td>0.666</td>
<td>.804</td>
</tr>
<tr>
<td>FB_Salience</td>
<td>0.590</td>
<td>0.812</td>
<td>0.559</td>
<td>.659</td>
</tr>
<tr>
<td>FB_Tolerance</td>
<td>0.739</td>
<td>0.894</td>
<td>0.542</td>
<td>.821</td>
</tr>
<tr>
<td>FB-Withdrawal</td>
<td>0.845</td>
<td>0.942</td>
<td>0.511</td>
<td>.908</td>
</tr>
<tr>
<td>IF_Auto-control</td>
<td>0.740</td>
<td>0.919</td>
<td>0.721</td>
<td>.882</td>
</tr>
<tr>
<td>IF_Manual Control</td>
<td>0.583</td>
<td>0.847</td>
<td>0.664</td>
<td>.759</td>
</tr>
<tr>
<td>IF_Notification</td>
<td>0.692</td>
<td>0.900</td>
<td>0.797</td>
<td>.852</td>
</tr>
<tr>
<td>IF_Reward</td>
<td>0.786</td>
<td>0.936</td>
<td>0.668</td>
<td>.909</td>
</tr>
<tr>
<td>IF_Self-monitoring</td>
<td>0.630</td>
<td>0.872</td>
<td>0.599</td>
<td>.803</td>
</tr>
</tbody>
</table>

aFB: Facebook addiction factor.
bIF: intervention Web-based feature.
Table 3. Convergent validity results.

<table>
<thead>
<tr>
<th>Construct and indicator</th>
<th>Loading</th>
<th>Average variance extracted (AVE)</th>
<th>Composite reliability (CR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FB&lt;sup&gt;a&lt;/sup&gt; _Conflict</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Conflict1</td>
<td>0.845</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Conflict2</td>
<td>0.923</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Conflict3</td>
<td>0.794</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FB _Mood modification</strong></td>
<td>0.722</td>
<td></td>
<td>0.886</td>
</tr>
<tr>
<td>FB_MoodModification1</td>
<td>0.837</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_MoodModification2</td>
<td>0.865</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_MoodModification3</td>
<td>0.847</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FB_Relapse</strong></td>
<td>0.725</td>
<td></td>
<td>0.886</td>
</tr>
<tr>
<td>FB_Relapse1</td>
<td>0.709</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Relapse2</td>
<td>0.910</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Relapse3</td>
<td>0.918</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FB_Salience</strong></td>
<td>0.590</td>
<td></td>
<td>0.812</td>
</tr>
<tr>
<td>FB_Salience1</td>
<td>0.705</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Salience2</td>
<td>0.804</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Salience3</td>
<td>0.792</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FB_Tolerance</strong></td>
<td>0.739</td>
<td></td>
<td>0.894</td>
</tr>
<tr>
<td>FB_Tolerance1</td>
<td>0.765</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Tolerance2</td>
<td>0.922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Tolerance3</td>
<td>0.884</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FB_Withdrawal</strong></td>
<td>0.845</td>
<td></td>
<td>0.942</td>
</tr>
<tr>
<td>FB_Withdrawal1</td>
<td>0.928</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Withdrawal2</td>
<td>0.948</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB_Withdrawal3</td>
<td>0.880</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IF&lt;sup&gt;b&lt;/sup&gt; _Auto-control</strong></td>
<td>0.740</td>
<td></td>
<td>0.919</td>
</tr>
<tr>
<td>IF_AutoControl1</td>
<td>0.807</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_AutoControl2</td>
<td>0.876</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_AutoControl3</td>
<td>0.909</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_AutoControl4</td>
<td>0.845</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IF_Manual Control</strong></td>
<td>0.583</td>
<td></td>
<td>0.847</td>
</tr>
<tr>
<td>IF_ManualControl1</td>
<td>0.815</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_ManualControl2</td>
<td>0.790</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_ManualControl3</td>
<td>0.769</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_ManualControl4</td>
<td>0.670</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IF_Notification</strong></td>
<td>0.692</td>
<td></td>
<td>0.900</td>
</tr>
<tr>
<td>IF_Notification1</td>
<td>0.809</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Notification2</td>
<td>0.858</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Notification3</td>
<td>0.826</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Notification4</td>
<td>0.834</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IF_Reward</strong></td>
<td>0.786</td>
<td></td>
<td>0.936</td>
</tr>
<tr>
<td>IF_Reward1</td>
<td>0.856</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 4. Divergent validity results (Fornell-Larcker Criterion).

<table>
<thead>
<tr>
<th>Construct and indicator</th>
<th>Loading</th>
<th>Average variance extracted (AVE)</th>
<th>Composite reliability (CR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF_Reward2</td>
<td>0.901</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Reward3</td>
<td>0.918</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Reward4</td>
<td>0.869</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_Self-monitor</td>
<td>0.630</td>
<td>0.872</td>
<td></td>
</tr>
<tr>
<td>IF_SelfMonitor1</td>
<td>0.768</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_SelfMonitor2</td>
<td>0.821</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_SelfMonitor3</td>
<td>0.840</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF_SelfMonitor4</td>
<td>0.741</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aFB: Facebook addiction factor.
bIF: intervention Web-based feature.
cNot applicable.
The results also indicated that the Facebook addiction construct with the highest loading was relapse (0.666), followed by conflict (0.593), salience (0.559), tolerance (0.542), and withdrawal (0.511), as in Table 5. The lowest loading was obtained by the mood modification construct that was 0.394. The results signify that the strongest Facebook addiction factors in postgraduates’ studies are relapse and conflict, whereas the 2 weakest levels are mood modification and withdrawal. This contradicts the results of the studies by Koc and Gulyagci as well as Balakrishnan and Shamim, where the former authors revealed that mood modification and conflict are the most frequent symptoms of Facebook addictive usage among university students, whereas the latter authors revealed that salience, loss of control, and withdrawal are the main indicators of Facebook addiction among students [24,25].

Table 5. Structural model results.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$R^2$</th>
<th>Beta</th>
<th>SE</th>
<th>$t$ value</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB(^a) _Conflict $\geq$ FB Addiction</td>
<td>0.593</td>
<td>.238</td>
<td>0.020</td>
<td>12.144(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>FB_Mood modification $\geq$ FB Addiction</td>
<td>0.394</td>
<td>.190</td>
<td>0.022</td>
<td>8.680(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>FB_Relapse $\geq$ FB Addiction</td>
<td>0.666</td>
<td>.251</td>
<td>0.018</td>
<td>13.929(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>FB_Salience $\geq$ FB Addiction</td>
<td>0.559</td>
<td>.184</td>
<td>0.017</td>
<td>10.672(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>FB_Tolerance $\geq$ FB Addiction</td>
<td>0.542</td>
<td>.229</td>
<td>0.019</td>
<td>12.384(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>FB-Withdrawal $\geq$ FB Addiction</td>
<td>0.511</td>
<td>.256</td>
<td>0.020</td>
<td>12.966(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF(^c) Auto-control</td>
<td>0.721</td>
<td>.851</td>
<td>0.024</td>
<td>35.550(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Manual Control</td>
<td>0.664</td>
<td>.816</td>
<td>0.036</td>
<td>22.926(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Notification</td>
<td>0.797</td>
<td>.891</td>
<td>0.025</td>
<td>36.247(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Reward</td>
<td>0.668</td>
<td>.820</td>
<td>0.037</td>
<td>22.182(^b)</td>
<td>Support</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Self-monitoring</td>
<td>0.599</td>
<td>.776</td>
<td>0.045</td>
<td>17.367(^b)</td>
<td>Support</td>
</tr>
</tbody>
</table>

\(^a\)FB: Facebook addiction factor.  
\(^b\)P<.05.  
\(^c\)IF: intervention Web-based feature.
These results could be caused by the fact that Facebook addiction factors could potentially be explained by a process in which a Facebook addict goes through levels of addictions that ends with relapse and conflict levels, where they attempt to reduce Facebook time but fail to do so (relapse) and ignore their studies and people (conflict) [9]. This can also be related to Facebook usage frequency of postgraduates in this study, where most of them (83%) accessed Facebook every day and 65.5% of them accessed Facebook more than 4 times a day. In addition, students who are Facebook addicts have possibly never deactivated their accounts before showing their high Facebook addiction level [25]. Furthermore, Cabral reported that the majority of participants in their study reported failed attempts of social media usage reduction [26].

The findings also revealed that 2 of the relapse construct’s indicators FB_Relapse2 and FB_Relapse2 obtained the highest loadings. The indicators were related to relapse in decision making and actions on Facebook usage, which included “decided to use Facebook during your postgraduate studies less frequently, but not managed to do so” and “tried to cut down on the use of Facebook during your postgraduate studies without success.” This is in line with the findings of Brailovskaia and Margraf’s study that investigated Facebook addiction disorder among German students [2]. They discovered that Facebook addiction factors fully mediated the association between narcissism and stress systems, and the highest positive association was with 3 factors, which were relapse, withdrawal, and salience. From that study, they revealed that users who are narcissist tend to spend more time thinking about Facebook because of Web-based self-presentation, interaction, and reflections in the social networking platform, thus causing them to be vulnerable to Facebook addiction and be in a state of relapse.

Discussion

Discussion on Partial Least Square-Structural Equational Modeling Results: Web-Based Intervention Features

The findings of the structural measurement model analysis show that 6 Web-based intervention features are related to Web-based intervention and Facebook addiction in postgraduate studies. The factors are manual monitoring feature, manual limit feature, automatic notification feature, automatic limit feature, and automatic reward feature, which obtained loadings above the 0.5 cut-off point for loadings, as shown in Tables 2-4 [22]. This indicates that all the indicators (eg, IF_manual_monitoring1) are related to their respective constructs (eg, manual monitoring).

The results also revealed that the Web-based intervention feature for postgraduate education that received the highest loading was automatic notification feature (0.797), followed by automatic limitation feature (0.721), automatic reward feature (0.668), and manual limitation feature (0.664). The lowest loading gained was by manual monitoring feature (0.599), as shown in Table 6. The results suggest that the 5 intervention features could be used in management or intervention of Facebook addiction in postgraduate education. In other words, this indicates that postgraduates prefer to be notified of their Facebook usage (notification) and then be automatically managed or restricted to Facebook based on time, frequency, and location of Facebook usage as well as mood during Facebook access. Although this may seem like a straightforward solution in managing Facebook addiction, it may not be the case. This can be related to a study on Facebook addiction with regard to active Facebook use (ie, using Facebook for communication) and passive Facebook use (ie, using Facebook to consume content) [5]. They discovered that passive Facebook use was related to daily life events. Interestingly, the study revealed that participants of the study increased Facebook usage following positive life events instead of negative ones. In other words, passive Facebook use is less likely to be associated with escapism as users have decreased level of passive Facebook use when faced with problems as compared with positive experiences.

This can further be related to another relevant study, where the study indicated that Facebook addiction is related to narcissism and stress systems [2]. Linking the 2 studies together, this indicates that postgraduates who have Facebook addicts are more likely to use Facebook to consume information-related positive life events, in this case related to academic success, rather than using Facebook for escapism related to negative emotions. On that note, it would be interesting for future Web-based intervention features to include the option for passive and active Facebook use and relate it with positive and negative life events in postgraduate education. In terms of the automatic reward feature, this suggests that rewards (eg, rewards systems in gaming, such as scores, or virtual currencies—refer to Yen’s study [27]) could be used as an intervention measure for addicts. Although results revealed that manual control and self-monitoring were the least important intervention features, both are still essential as they allow postgraduates to monitor their Facebook usage levels and manually control/manage Facebook features based on time, location, and feature usage as well as inputting their moods.
Table 6. Coefficient of determination ($R^2$) test.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB$_a$.Relapse $\geq$ FB Addiction</td>
<td>0.666</td>
</tr>
<tr>
<td>FB.Conflict $\geq$ FB Addiction</td>
<td>0.593</td>
</tr>
<tr>
<td>FB_Salience $\geq$ FB Addiction</td>
<td>0.559</td>
</tr>
<tr>
<td>FB.Tolerance $\geq$ FB Addiction</td>
<td>0.542</td>
</tr>
<tr>
<td>FB.Withdrawal $\geq$ FB Addiction</td>
<td>0.511</td>
</tr>
<tr>
<td>FB_Mood modification $\geq$ FB Addiction</td>
<td>0.394</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF$_b$.Notification</td>
<td>0.797</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Auto-control</td>
<td>0.721</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Reward</td>
<td>0.668</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Manual Control</td>
<td>0.664</td>
</tr>
<tr>
<td>Intervention Features $\geq$ IF_Self-monitoring</td>
<td>0.599</td>
</tr>
</tbody>
</table>

$^a$FB: Facebook addiction factor.
$^b$IF: intervention Web-based feature.

Conclusions, Implications, and Future Directions

The study discovered 6 Facebook addiction factors (relapse, conflict, salience, tolerance, withdrawal, and mood modification) and 5 intervention features (notification, auto-control, reward, manual control, and self-monitoring) that could be used in management of Facebook addiction in postgraduate education. The study also revealed that relapse is the most important factor and mood modification is the least important factor. Furthermore, findings indicated that notification was the most important intervention feature, whereas self-monitoring was the least important feature. This study’s findings, with regards to social media addiction factors and Web-based intervention features, could assist future developed and educators in the development of Web-based intervention tools for Facebook addiction management in postgraduate education. In addition, PLS-SEM was used as a statistical approach to verify the relationship between social media addiction disorder management and Web-based intervention features, which contributes to the field in terms of the higher education field, particularly in postgraduate education.

Future directions in this area are as follows. First, the addiction factors and intervention features were only tested in postgraduate educational settings. It would be interesting to investigate whether the findings corroborate or contradict with these findings in other educational settings, which include undergraduate, primary, and secondary education as well as long-life learning settings [28]. Second, most of the respondents were studying in local higher education institutions. It would be worth replicating the study with a larger sample with a more diverse span of international higher educational institutions [29,30]. Finally, it would be interesting to combine the results with social network analysis as to indicate whether social network patterns (in egocentric diagrams) could be used in the management of Facebook addiction [3] as well as other Web-based approaches [31-36].
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Abstract

Background: We recently showed in a randomized controlled trial that Web-based self-help as an adjunct improved the effectiveness of multimodal inpatient psychotherapy for depression.

Objective: The aims of this study were (1) to determine whether a Web-based self-help adjunctive to multimodal inpatient psychotherapeutic treatment could also improve the course of depressive symptoms and (2) to identify predictors of residual depressive symptoms at follow-up.

Methods: Overall, 229 patients were randomized either to the Web-based self-help intervention group (Deprexis) or an active control group (Web-based information about depression and depressive symptoms) in addition to multimodal inpatient psychotherapy. Participants in both groups were able to access their respective Web-based programs for 12 weeks, which meant that they typically had access after discharge from the inpatient unit (mean hospitalization duration: 40 days, T1). Follow-up was performed 6 months after study intake (T3).

Results: At follow-up, participants of the Web-based self-help group had considerably lower symptom load regarding depressive symptoms ($d=0.58$) and anxiety ($d=0.46$) as well as a better quality of life ($d=0.43$) and self-esteem ($d=0.31$) than participants of the control group. Nearly 3 times as many participants of the intervention group compared with the control group achieved remission in accordance with less deterioration. The number needed to treat based on the Beck Depression Inventory-II (BDI-II) improved over time (T1: 7.84, T2: 7.09, and T3: 5.12). Significant outcome predictors were BDI at discharge and treatment group.

Conclusions: Web-based self-help as an add-on to multimodal inpatient psychotherapy improved the short-term course of depressive symptoms beyond termination. Residual symptoms at discharge from inpatient treatment and utilization of the Web-based self-help were the major predictors of depressive symptoms at follow-up. Challenges and barriers (eg, costs, therapists’ concerns, or technical barriers) of adding Web-based interventions to inpatient treatment have to be addressed.

Trial Registration: ClinicalTrials.gov NCT02196896; https://clinicaltrials.gov/ct2/show/NCT02196896.
KEYWORDS
depression; mental health; internet; aftercare; psychotherapy; psychology, clinical; inpatients

Introduction

Benefit and Effectiveness of Web-Based Interventions
Depression has been recognized as one of the leading health problems with a 12-month prevalence of 6.9% [1] and an even higher prevalence of depression and depressive symptoms in outpatients of different clinical specialties (27%) [2]. Given its high prevalence and limited access to evidence-based treatments [3], Web-based self-help interventions have been developed to provide instant, flexible help for a great variety of mental health problems [4]. Several meta-analyses have shown that they are effective treatments of depressive symptoms with effect sizes comparable with face-to-face treatments [5] and have been proven to prevent successfully the recurrence in remitted depression patients [6,7]. Efficacy, however, depends on contextual factors Web-based interventions are implemented, such as a meta-analysis [8] of the Web-based intervention moodgym showed. Sensitivity analyses have shown that general efficacy ($g=0.36$) is lower ($g=0.17$), when publication-bias is considered, an active control group is used as a comparative condition ($g=0.12$ vs $g=0.53$), guidance is missing ($g=0.23$ vs $g=0.75$), or adherence is low ($g=0.22$ vs $g=0.64$); on the other hand efficacy is higher in some countries, such as Australia ($g=0.78$) than in others (eg, Europe $g=0.17$).

Deprexis is an interactive Web-based self-help program [9] with proven effectiveness in several randomized controlled studies (RCTs). In a recent meta-analysis of self-guided Web-based interventions for the treatment of depressive symptoms [10], 13 trials of which 5 were Deprexis trials have been combined, and the overall effect was $g=0.31$. Compared with the meta-analysis of Karyotaki [10] with heterogenous internet-based cognitive behavioral therapy interventions, a recent meta-analysis based on 8 studies with Deprexis reported a slightly higher posttreatment between-group effect size for the improvement of depressive symptoms of $g=0.54$ (95% CI 0.39-0.69) [11]. Moreover, there is evidence for efficacy after completing the intervention with between-group effect size of $d=0.32$ in a 6-month follow-up compared with usual psychological or pharmacological treatments alone [12]. In another study, between-group effect sizes from $d=0.36$ at 3 months to $d=0.13$ at 12 months were reported, and remission rates over time were significantly higher in the group receiving Deprexis [13].

Web-Based Interventions in Regular Care and Blended Treatments
However, the challenge has remained how to integrate Web-based treatments into regular care [5], especially as effectiveness studies show quite mixed results. In a large RCT of 2 Web-based cognitive behavioral interventions, which had proven to be effective in prior RCTs, no statistical significant effect could be shown when these interventions have been added to usual care [14]. In an RCT, adding an internet-based relapse prevention program to treatment as usual (TAU) was not cost-effective regarding depression-free days and quality adjusted life years compared with TAU alone [15].

In blended treatments, face-to-face interventions are combined with Web-based or mobile-based interventions and integrated in 1 treatment scheme [16]. Nakao et al [17] compared a Web-based program combined with face-to-face sessions with regular cognitive behavioral therapy in an RCT with N=40 participants and could show that blended CBT was effective in reducing depressive symptoms in patients with major depression. There are also first promising studies on blended group psychotherapy; in a qualitative study, patients reported in in-depth interviews that blended group therapy could be motivating, increasing the consolidation of the results of face-to-face psychotherapy, among other things, because of the possibility of between-session monitoring and Web-based reinforcement of exercising tasks [18]. In a randomized controlled feasibility study, large between-group effect sizes ($d=0.87$) could be shown in favor of blended group psychotherapy compared with a wait list control group [19]. However, the often-proven cost-effectiveness of certain Web-based interventions (eg, McCrone et al [20]) is not automatically the case for blended treatments. In a naturalistic study, 4448 records of patients with depressive symptoms or anxiety were compared using propensity score matching whether treatment was done in a regular face-to-face setting or blended treatment; 1 main result was that blended treatment resulted in significantly higher costs mainly because of more treatment time than in the regular face-to-face setting [21].

Web-Based Interventions as an Add-On to Inpatient Psychotherapy
Inpatient psychotherapy is indicated in severe, chronic and complex cases of depression, compounded by mental or somatic comorbid conditions according to German medical guidelines (DGPPN 2015) [22]. It has reduced depressive symptoms with a large effect size ($d=1.2$) based on the Beck Depression Inventory (BDI) after 61.8 days of inpatient treatment in a multicenter study [23], respectively; Hedges $g=0.84$ according to a meta-analysis [24]. On the basis of the Quick Inventory of Depressive Symptoms expert rating), Zeeck et al [25] reported complete remission in 29% of patients, partial remission in 11%, modest change of 31%, and nonresponse in 29% in a multicenter study with a mean inpatient or day hospital treatment duration of 10 weeks. However, even after successful inpatient treatment, there may be residual symptoms that increase the risk of relapse or recurrence of depressive symptoms [26,27].

In an RCT with 229 depression inpatients [28], we compared Deprexis with an active control group of psychoeducation comprising a weekly Web-based information regarding etiology and treatment of depression. Both conditions were adjuncts to intensive psychodynamic inpatient psychotherapy with a mean duration of 40 days (range 11-78 days). As participants were eligible to use Deprexis for a total of 12 weeks, they could continue to use it for an average of at least 6 weeks after discharge from treatment. Depressive symptoms were
significantly lower in the intervention group at discharge from inpatient treatment and at the end of intervention (3 months after study inclusion), with a moderate effect size ($d=0.47$ at discharge and $d=0.44$ 3 months after study inclusion). This counted also for anxiety, quality of life, and self-esteem with effect sizes between $d=0.33$ and $d=0.38$ at discharge [28].

The aim of this study was to determine whether the add-on of a Web-based self-help program to multimodal inpatient treatment of depressed patients also improves stability of remission and test postulated predictors of residual depression [29] at follow-up based on patient characteristics. As residual symptoms were lower in the group with adjunct Web-based self-help versus psychoeducation, we hypothesized that remission rates would be higher at follow-up 6 months after study inclusion.

**Methods**

**Participants**

From July 2014 to February 2016, patients have been recruited in the Psychosomatic Clinic in Bad Neustadt/Saale, Germany. Eligible patients were aged between 18 to 65 years, had private internet access, sufficient German language skills, a score in the BDI-II above 13, and a clinical diagnosis of depression (International Statistical Classification of Diseases and Related Health Problems 10th revision: F32.x, F33.x, F34.1, and F43.2).

Patients were excluded if a diagnosis of (1) psychosis (F20-F29); (2) current alcohol or drug addiction (F10-F19); (3) borderline (F60.3), antisocial (F60.2), schizoid (F60.1), and schizotypal (F21) personality disorders; (4) anorexia nervosa (F50.0); and (5) lifetime diagnoses of schizophrenia (F20-F29), schizoaffective (F25), bipolar (F31), or organic (F00-F09) mental disorder was present.

Eligible patients received oral and written information about the study and its requirements as part of a weekly information session. Therapists were introduced to the rationale of the intervention but had no active part in 1 of the add-on treatments.

After signing written informed consent, participants were coded and randomized to one of the groups (intervention group vs control group). Procedure and study protocol were conducted in accordance with the declaration of Helsinki and approved by the ethics committee of the Statutory Physician Board of the State of Rhineland Palatinate (Ref No 837.093.14 [9332-F]). The trial protocol was published elsewhere [30].

As described in more detail in the study by Zwerenz et al [28], 611 patients were eligible to participate in the study, 135 of whom did not meet inclusion criteria, 180 of whom did not want to participate, and 67 of whom did not complete study consent. Accordingly, out of the remaining 229 patients randomized, 215 patients were analyzed (N=108 in the intervention group and N=107 in the control group) who had received the respective intervention. At the end of inpatient treatment (T1), 198/229 (86.5%) participants completed the assessment: 87.8% (101/115) in the intervention group and 85.0% (97/114) in the control group. At the end of the intervention (T2) 74.2% (170/229) of the participants completed the assessment 73.9% (85/115) in the intervention group and 74.5% (85/114) in the control group.

At the follow-up (T3), 69.9% (160/229) completed the assessment, 75.6% (87/115) in the intervention group and 64.0% (73/114) in the control group. Participants who completed the T2 and follow-up assessments did not differ from those participants who dropped out from assessments concerning baseline mental symptoms or self-assessed work ability.

Participants were predominantly female (60.7%; 139/229) and had a mean age of 48 years (SD 9.79), ranging from 18 to 65 years. About half of the participants were married (50.2%; 115/229), graduated from middle or higher secondary level (58.1%; 133/229), and worked full-time (47.6%; 109/229), with 56.3% (129/229) being on sick leave at study intake. Mean inpatient treatment duration was 40 days (range 11-78; SD 7.51), with no difference between intervention group (mean 41, SD 7.43) and control group (mean 40, SD 7.58). Previous psychopharmacological and psychotherapeutic treatments were comparable in the intervention group and control group as well as the status of antidepressant medication during inpatient treatment [28]. As delineated previously [28], the majority (79.9%; 183/229) reported having accessed the intervention or the Web-based material at least once. Furthermore, almost twice as many participants used Deprexis (46.0%; 53/115) regularly, that is, several times a week, compared with the utilization of the Web-based information in the control group (23.6%; 27/114).

**Intervention and Control Condition**

In the Psychosomatic Clinic Bad Neustadt, multimodal inpatient psychodynamic psychotherapy entails individual and group psychotherapy, creative psychotherapy interventions, and adjunct treatments such as patient education and exercising. Insight-oriented group therapy was combined with nonverbal treatment methods, that is, body therapy to address difficulties in emotion modulation, interpersonal problems, core beliefs about oneself, deficits in self-esteem, and self-care that contributed to the depressive symptoms. In addition to multimodal inpatient psychodynamic psychotherapy, participants of the intervention group got access to the Web-based self-help program Deprexis for 12 weeks. It consists of 10 main modules plus an introductory and a summary module based on cognitive behavioral techniques, positive psychology, emotion-focused therapy, and dream work (for details, cf. Meyer et al [9]). An interactional dialogue guides the user presenting text blocks with optional graphics, exercises, audio files, and answering options. Subsequent text blocks are based on the user’s choices. A new module is presented only after completing the prior module. Optional reminders can be activated via email and short message service (see Meyer et al [9] and Zwerenz et al [28]). During inpatient treatment, participants had 2 1-hour time slots implemented in their weekly treatment plan, when they got access to a computer. Back home, continued access to Deprexis was provided until the period of 12 weeks had expired.

For participants of the control group, an internet platform was provided until the period of 12 weeks had expired. Participants of the control group (23.6%; 27/114) had access to a computer. Back home, continued access to Deprexis was provided until the period of 12 weeks had expired.

For participants of the control group, an internet platform was accessible in addition to the inpatient psychotherapy (TAU), consisting of 12 weekly modules with specific topics regarding depression, for example, information on depressive disorders, treatment options (psychotherapeutic and medication), efficacy of different treatments, and prognostic factors. This information was counted also for anxiety, quality of life, and self-esteem with effect sizes between $d=0.33$ and $d=0.38$ at discharge [28].
was mainly based on the official treatment guidelines for major depression in Germany [22]. Analogous to the intervention group, the treatment plan provided participants with time slots and computer access for using the Web-based platform [28,30]. All treatments were performed by the same group of therapists.

**Outcome Measures**

In addition to sociodemographic variables and relevant treatment data (ie, previous treatment, diagnosis, medication, treatment duration, etc), standardized questionnaires were used. Primary and secondary outcome measures were collected by self-report using the Web-based survey platform SoSci Survey (SoSci Survey GmbH [31]).

Depressive symptoms, our primary study outcome measured by the BDI-II [30], a reliable and valid instrument [32,33], were assessed at baseline (T0), discharge from the hospital (T1), termination of the program (T2), and follow-up (T3) 6 months after study admission. Apart from the time of discharge from the clinic (T1), secondary outcomes were also surveyed.

Secondary outcomes were assessed by well-established, reliable, and valid measures. Depressive symptoms were additionally measured with the Patient Health Questionnaire-9 (PHQ-9 [34]; Cronbach alpha=.85). Generalized anxiety was assessed with the generalized anxiety disorder-7 (GAD-7 [35]; Cronbach alpha=.92), quality of life (assessed with the European Health Interview Survey Quality of Life 8-Item index, EUROHIS-QOL 8-item index [36]; Cronbach alpha=.78), and self-esteem by the Rosenberg Self-esteem Scale (RSE [37]; Cronbach alpha=.84).

Dysfunctional attitudes related to depressive thinking were measured with the Dysfunctional Attitudes Scale (DAS [38]; Cronbach alpha=.86) and work ability by the short version of the Work Ability Index (WAI [39]; Cronbach alpha=.80).

Satisfaction, positive and negative influence, as well as adherence to the Web-based interventions were measured by single items on 5-point Likert scales. As potential predictor of outcome, childhood trauma was assessed with the German version of the Childhood Trauma Questionnaire [40] (Cronbach alpha=.89). To measure structural psychological deficits, the valid short form of the Operationalized Psychodynamic Diagnosis structured questionnaire [41] was used (Cronbach alpha=.61 and .87).

**Data Analyses**

All analyses were performed on the basis of intention to treat. To replace missing values, we used a Markov chain Monte Carlo multivariate imputation algorithm with IBM SPSS Statistics 23 and 5 imputations, 10 estimations per missing value, and a constraint of a maximum of 60% missing data.

Outcome measures were evaluated in both conditions by analyses of covariance with baseline scores as covariate. Remission rates, significant reliable change [42], and number needed to treat (NNT) were calculated. As a reversal of the relative risk, the NNT indicates the number of patients that have to be treated to generate an additional positive outcome in 1 of them [43]. Comparisons of the between-group effects with regard to these variables were tested with \( \chi^2 \) tests. To test the postulated predictors of depressive symptoms at follow-up [30], we performed multivariate analysis using a generalized linear model (GLM). According to protocol [30], depressive symptoms at baseline, childhood trauma, degree of structural deficits, and utilization of other (psychotherapeutic, pharmacological, inpatient, and self-help) treatments after the inpatient treatment were included as independent variables controlling for sex and age. Group (intervention group vs control group) was also included to evaluate the effect of each treatment. Residual depressive symptoms at discharge and its interaction with the study group were also added. To detect remission rates, we calculated the Reliable Change Index (RCI; based on the approach of Jacobson and Truax [42]). The RCI was calculated for the change of the primary outcome (BDI-II) between baseline (T0) and the respective follow-ups (T1, T2, or T3) for both groups (intervention group and control group) as follows: (1) Remission was defined as a BDI-II reduction of at least 8 and a total score below 14 (=normal range). (2) Improved but not recovered was defined as a BDI-II score reduction of at least 8 points but a total score above 14. (3) No reliable change was defined as a BDI-II score neither increased above, nor reduced by more than 8 points. (4) Deteriorated was defined as a BDI-II increase above 8 and a total score above 14.

**Results**

**Primary and Secondary Outcomes**

Table 1 reports means and SDs of the observed scores at baseline and the estimated scores at follow-up (T3) for the primary and secondary outcomes.

At follow-up (T3), intervention group and control group significantly improved regarding depressive symptoms assessed with the BDI-II (Table 1). Within-group effect size was high in the intervention group and moderate in the control group. The between-group comparison showed a medium effect size \( d=0.58 \). As can also be seen in Figure 1, the intervention group shows at any point in time after T0 a stronger reduction in the BDI-II than the control group.

Table 2 reports test statistics as well as effect sizes for the primary and secondary outcomes at follow-up (T3) after 6 months compared with study intake (T0).

---

**Table 1**

<table>
<thead>
<tr>
<th>Outcome Measure</th>
<th>Intervention Group Mean</th>
<th>Control Group Mean</th>
<th>T0 to T3 Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDI-II</td>
<td>10.5</td>
<td>15.0</td>
<td>0.58</td>
</tr>
<tr>
<td>GAD-7</td>
<td>7.8</td>
<td>9.0</td>
<td>0.45</td>
</tr>
<tr>
<td>RCI</td>
<td>0.8</td>
<td>0.3</td>
<td>0.50</td>
</tr>
<tr>
<td>Remission Rates</td>
<td>50%</td>
<td>10%</td>
<td>0.50</td>
</tr>
</tbody>
</table>

---

**Table 2**

<table>
<thead>
<tr>
<th>T4 Comparison</th>
<th>T0 vs T4 Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressive symptoms</td>
<td>0.58</td>
</tr>
<tr>
<td>GAD-7</td>
<td>0.45</td>
</tr>
<tr>
<td>RCI</td>
<td>0.50</td>
</tr>
<tr>
<td>Remission Rates</td>
<td>0.50</td>
</tr>
</tbody>
</table>
### Table 1. Descriptive statistics of primary and secondary outcomes at 6-month follow-up (T3) of intervention (N=108) and control group (N=107), compared with study admission (T0).

<table>
<thead>
<tr>
<th>Outcome criteria</th>
<th>Baseline (T0&lt;sup&gt;a&lt;/sup&gt;), mean (SD)</th>
<th>Follow-Up (T3&lt;sup&gt;b&lt;/sup&gt;), mean&lt;sup&gt;c&lt;/sup&gt; (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BDI-IId</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG&lt;sup&gt;e&lt;/sup&gt;</td>
<td>30.63 (9.39)</td>
<td>18.52 (10.78)</td>
</tr>
<tr>
<td>CG&lt;sup&gt;f&lt;/sup&gt;</td>
<td>29.46 (9.50)</td>
<td>24.75 (10.74)</td>
</tr>
<tr>
<td><strong>PHQ-9g</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>14.86 (4.88)</td>
<td>10.37 (5.54)</td>
</tr>
<tr>
<td>CG</td>
<td>14.30 (5.23)</td>
<td>13.13 (5.70)</td>
</tr>
<tr>
<td><strong>GAD-7h</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>11.59 (4.28)</td>
<td>8.24 (4.68)</td>
</tr>
<tr>
<td>CG</td>
<td>11.57 (5.08)</td>
<td>10.38 (4.68)</td>
</tr>
<tr>
<td><strong>EUROHISi</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>1.62 (0.57)</td>
<td>2.13 (0.68)</td>
</tr>
<tr>
<td>CG</td>
<td>1.68 (0.59)</td>
<td>1.84 (0.66)</td>
</tr>
<tr>
<td><strong>RSEj</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>15.11 (6.68)</td>
<td>17.78 (6.60)</td>
</tr>
<tr>
<td>CG</td>
<td>15.40 (6.80)</td>
<td>15.75 (6.60)</td>
</tr>
<tr>
<td><strong>DASk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>149.96 (37.05)</td>
<td>139.78 (34.26)</td>
</tr>
<tr>
<td>CG</td>
<td>158.42 (38.26)</td>
<td>145.82 (34.78)</td>
</tr>
<tr>
<td><strong>WAI&lt;sup&gt;l&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IG</td>
<td>25.41 (2.87)</td>
<td>26.47 (3.73)</td>
</tr>
<tr>
<td>CG</td>
<td>25.28 (2.60)</td>
<td>26.30 (4.55)</td>
</tr>
</tbody>
</table>

<sup>a</sup>T0: allocation to intervention (baseline).
<sup>b</sup>T3: follow-up 6 months after baseline.
<sup>c</sup>Estimated means.
<sup>d</sup>BDI-II: Beck Depression Inventory.
<sup>e</sup>IG: intervention group.
<sup>f</sup>CG: control group.
<sup>g</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>h</sup>GAD-7: Generalized Anxiety Disorder-7.
<sup>i</sup>EUROHIS: European Health Interview Survey.
<sup>j</sup>RSE: Rosenberg Self-Esteem Scale.
<sup>k</sup>DAS: Dysfunctional Attitude Scale.
<sup>l</sup>WAI: Work Ability Index.
There were no significant differences at baseline (T0) between intervention group and control group for any of the secondary outcome measures. A lower symptom load at follow-up (T3) in the intervention group in comparison with the control group could also be observed for the secondary outcomes. Analyses revealed statistically significant between group differences and low-to-moderate effect sizes for depressive symptoms assessed with the PHQ-9 ($P<.001$; $d=0.49$), anxiety (GAD-7; $P<.001$; $d=0.46$); quality of life (EUROHIS-QOL 8; $P=.002$; $d=0.43$), and self-esteem measured by the RSE scale ($P=.02$; $d=0.31$).

There were no significant differences comparing both groups concerning dysfunctional attitudes assessed with the DAS ($P=.34$; $d=0.18$) and work ability (WAI; $P=.45$; $d=0.04$). Furthermore, within-group comparisons showed that both groups benefitted not only regarding depressive symptoms measured by the PHQ-9 with an effect size of $d=0.80$ in the intervention group and $d=0.22$ in the control group but also for anxiety (intervention group: $d=0.69$, control group: $d=0.24$) and quality of life (intervention group: $d=0.71$, control group: $d=0.25$).

Figure 1. Primary outcome (BDI-II) in the course of time. BDI-II: Beck Depression Inventory II; CG: control group; IG: intervention group; T0: allocation to intervention (baseline); T3: follow-up 6 months after baseline.
**Table 2. Between-group and within-group comparisons for primary and secondary outcomes.**

<table>
<thead>
<tr>
<th>Outcome criteria</th>
<th>T3&lt;sup&gt;a&lt;/sup&gt; Between-group comparisons&lt;sup&gt;c&lt;/sup&gt;</th>
<th>T0&lt;sup&gt;b&lt;/sup&gt;-T3 Within-group comparisons&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F (df)</td>
<td>P value&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>BDI-II&lt;sup&gt;f&lt;/sup&gt;</td>
<td>18.87 (1,212)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IG&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG&lt;sup&gt;i&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;j&lt;/sup&gt;</td>
<td>13.733 (1,212)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;k&lt;/sup&gt;</td>
<td>12.802 (1,212)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EUROHIS&lt;sup&gt;l&lt;/sup&gt;</td>
<td>9.557 (1,212)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RSE&lt;sup&gt;m&lt;/sup&gt;</td>
<td>5.427 (1,212)</td>
<td>.02</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DAS&lt;sup&gt;n&lt;/sup&gt;</td>
<td>0.955 (1,212)</td>
<td>.34</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>WAI&lt;sup)o&lt;/sup&gt;</td>
<td>0.676 (1,212)</td>
<td>.45</td>
</tr>
<tr>
<td>IG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CG</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>T3: Follow-up 6 months after baseline.

<sup>b</sup>T0: Allocation to intervention (baseline).

<sup>c</sup>Analyses of covariance with baseline as covariate.

<sup>d</sup>Paired samples t tests.

<sup>e</sup>Level of significance .05.

<sup>f</sup>BDI-II: Beck Depression Inventory II.

<sup>g</sup>Not applicable.

<sup>h</sup>IG: intervention group.

<sup>i</sup>CG: control group.

<sup>j</sup>PHQ-9: Patient Health Questionnaire-9.

<sup>k</sup>GAD-7: Generalized Anxiety Disorder-7.

<sup>l</sup>EUROHIS: European Health Interview Survey.

<sup>m</sup>RSE: Rosenberg Self-Esteem Scale.

<sup>n</sup>DAS: Dysfunctional Attitude Scale.

<sup{o}</sup>WAI: Work Ability Index.

**Remission, Improvement, and Deterioration**

Comparisons between intervention group and control group are shown in **Figure 2**. As can be seen in **Figure 2**, the rate of participants experiencing a remission or an improvement was significantly higher in the intervention group than in the control group at each point of measurement (T1: $\chi^2$=11.5; $P$=.01; $d=0.36$; T2: $\chi^2$=9.3; $P=.03$; $d=0.31$; T3: $\chi^2$=15.2; $P=.002$; $d=0.55$). The gap even widened over time with an NNT of 7.84
at discharge (T1), 7.09 at the end of intervention (T2), and 5.12 at follow-up (T3).

**Figure 2.** Recovery, improvement, and deterioration in the course of time. BDI-II: Beck Depression Inventory II; CG: control group; IG: intervention group; T1: discharge; T2: end of intervention; T3: follow-up 6 months after baseline.

**Predictors of Depressive Symptoms at Follow-Up 6 Months Later**

Following the study protocol, multivariate analyses were performed to test the effects of postulated predictors on depressive symptoms at follow-up 6 months later (T3). These were depressive symptoms at study intake and at discharge, utilization of other treatments at follow-up, childhood trauma, and structural characteristics. GLM ($R^2=0.688$; $F_{118,200}=4.813$; $P<.04$, $\eta^2_p=0.040$) based on imputed data revealed that depressive symptoms at discharge from hospital treatment was the strongest predictor (Table 3). Interestingly, baseline depressive symptoms played no additional role. Group membership (Deprexis vs control group) was an additional predictor of depressive symptoms at follow-up, and there was a trend to an interaction between depressive symptoms at discharge and group. Other variables which had been posited in our study protocol as potential predictors (psychotherapeutic treatment at follow-up, childhood trauma, structural characteristics) as well as sex and age played no role as predictors.
Table 3. Predictors of depressive symptoms at 6-month follow-up (T3) based on generalized linear model (N=200).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>$F$ (df)</th>
<th>$P$ value$^a$</th>
<th>$\eta_p^2$ b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.460 (1)</td>
<td>.25</td>
<td>0.004</td>
</tr>
<tr>
<td>Sex</td>
<td>0.316 (1)</td>
<td>.28</td>
<td>0.003</td>
</tr>
<tr>
<td>CTQ$^c$ at T0$^d$</td>
<td>0.991 (1)</td>
<td>.16</td>
<td>0.008</td>
</tr>
<tr>
<td>OPD-SFK$^e$ at T0</td>
<td>0.454 (1)</td>
<td>.25</td>
<td>0.004</td>
</tr>
<tr>
<td>Utilization of other treatments at follow-up</td>
<td>0.294 (1)</td>
<td>.30</td>
<td>0.002</td>
</tr>
<tr>
<td>BDI-II$^f$ at T0</td>
<td>1.285 (1)</td>
<td>.26</td>
<td>0.011</td>
</tr>
<tr>
<td>BDI-II at T1$^g$</td>
<td>2.630 (46)</td>
<td>&lt;.001</td>
<td>0.506</td>
</tr>
<tr>
<td>Group</td>
<td>3.243 (1)</td>
<td>.04</td>
<td>0.027</td>
</tr>
<tr>
<td>BDI-II at T1 X Group</td>
<td>1.267 (28)</td>
<td>.10</td>
<td>0.231</td>
</tr>
</tbody>
</table>

aLevel of significance .05, 1-tailed test.
bPartial eta square.
cCTQ: Childhood Trauma Questionnaire.
dT0: Study admission (baseline).
eOPD-SFK: Operationalized Psychodynamic Diagnosis.
fBDI-II: Beck Depression Inventory.
gT1: Discharge of inpatient treatment.

Discussion

Principal Findings

Following our first publication to the efficacy of Deprexis offered as an add-on to inpatient psychotherapy [28], this study investigated effects on the course of depressive symptoms of the Web-based self-management program 6 months after study inclusion. Participation in the adjunct Web-based self-management program improved the course of depressive symptoms during the follow-up period. The gap of effectiveness between the intervention group and the control group, which received access to Web-based information about depression and depressive symptoms in addition to inpatient psychotherapy, even widened over the course of the study. This was reflected in an increase of the between group effect size from $d=0.44$ to $d=0.58$. When we differentiated between different categories of outcome, the proportion of remission of 35% in the Deprexis group at discharge was almost maintained at follow-up (31%), whereas remission in the control group declined from 22% to 11% in the same period. Comparable proportions of patients achieved substantial improvements but did not fulfill criteria of remission (about 27%) at follow-up. More than twice as many participants (10% vs 4%) deteriorated in the control group compared with the intervention group 6 months after study inclusion. Correspondingly, the NNT improved in favor of the Deprexis group at discharge was almost maintained at follow-up (31%), whereas remission in the control group declined from 22% to 11% in the same period. Comparable proportions of patients achieved substantial improvements but did not fulfill criteria of remission (about 27%) at follow-up. More than twice as many participants (10% vs 4%) deteriorated in the control group compared with the intervention group 6 months after study inclusion. Correspondingly, the NNT improved in favor of the intervention group (from 7.84 at discharge from inpatient treatment to 5.12 at follow-up). This result, that 1 in every 5 to 8 patients benefitted from the program, is not only comparable with results from face-to-face therapies [47].

Additional and moderate improvements were found in Deprexis compared with the control group regarding the PHQ-9 measure of depressive symptoms, generalized anxiety (GAD-7), and quality of life (EUROHIS-QOL), all of which also improved in the control group. Self-esteem (RSE) only improved moderately in the intervention group but not the control group. Dysfunctional attitudes (DAS) improved in both groups, whereas WAI was significant in the intervention (trend in the control group), and there were no differential benefits.

Consistent with previous studies [26], residual depressive symptoms at termination of inpatient treatment were the strongest predictor of depressive symptoms at follow-up, in addition to a small group effect in favor of the intervention. Baseline scores of depressive symptoms, childhood trauma, psychic structure, and demographic characteristics played no additional role. Thus, superiority of the intervention versus the control condition rests mainly on the fact that the intervention reduces residual depressive symptoms compared with controls. As indicated by the trend to an interaction, continued use of the program may further reduce depressive symptoms during follow-up. However, this is a very small effect at best.

Inpatient treatment usually applies to complex cases of depression with different mental and somatic comorbidities [48]. Resonating with other findings [26], inpatient psychotherapy should strive not only to improve depressive symptoms scores (among other goals) but also to reduce residual depressive symptoms further. The relationship of symptom reduction and duration, respectively, dose of treatment is considered complex because of different patient trajectories of change and therapist influences [49]. Compared with 61.8 days in a multicenter study conducted by Franz et al [23] from 2007 to 2011 and 10 weeks in the previous trial of Zeek et al [25], the total duration of 40 days of inpatient treatment was relatively short. Cutting down treatment duration in the medical system to save cost may lead to higher rates of relapse or recurrence.
Strengths and Limitations

The high effects of our adjunct to inpatient multimodal psychotherapy are consistent with a recent review, in which evidence was shown that Web-based interventions are efficacious for maintaining treatment gains and prevent relapse [50]. This leads to the question, what barriers have to be overcome and what are the challenges for integrating new technologies and interventions into an existing treatment setting, such as, for example, low acceptance of Web-based interventions in the treatment team [51,52], technological barriers, or low acceptance and compliance within patients [53].

In view of chronic trajectories of depressive symptoms, the short follow-up interval of about 3 months (mean 96.59 days, SD 20.21 days) following termination of the program must be considered a drawback. However, our data underline that even the brief time period of the first months after discharge sets the stage for deterioration for many patients—notwithstanding continued outpatient care. Although the study raises important economic issues, health economic data were not collected. Another limitation is that we mainly relied on self-reports and have no clinical diagnostics after discharge from inpatient treatment. Furthermore, we do not know exactly what kind of treatment and what treatment intensity patients received after discharge from the hospital and of course this could have an influence on the course of depressive symptoms. But after all, we could control for the 1 item that asked if any kind of treatment followed inpatient treatment (yes/no), which was not a significant predictor of depressive symptoms at follow-up.

Although the Web-based self-help program Deprexis has been demonstrated to be efficacious [11], the challenge is how to integrate it into regular mental health care. To our knowledge, we were the first to compare Deprexis as an add-on to inpatient psychotherapy to an active control group receiving Web-based psychoeducational information in an RCT. Compliance and retention were very good with dropout rates between 3% and 4% between the different timepoints of the study and no differences in dropout rates between intervention group and control group [28]. We, therefore, presume that a structured inpatient treatment format is suitable for adding adjunct Web-based self-help. However, as blended therapy is currently regarded as promising to improve psychotherapeutic treatment, the question arises how implementation could take place and what challenges have to be overcome. In a qualitative study of therapist’s perspective on blended psychotherapy for depression [54], the most frequent barriers reported were limited customizability and autonomy of decisions concerning blended treatment, disease-related contraindications, negative affect because of technical problems, the limitation of face-to-face sessions as a consequence of blending the therapy, or the impairment of therapeutic alliance because of technical problems. Facilitators were also mentioned but less frequently, such as, motivation and willingness of patients for innovative interventions, the possibility for patients to use Web-based contents between face-to-face sessions, or the contemporary treatment possibility which could also close the treatment gap [54].

Conclusions

Tapping into self-help resources of patients by adding Web-based self-help is a promising way to improve long-term outcomes. There is a need for more studies, but if other studies also conclude that Web-based interventions as an add-on or blended treatment are effective, the challenge will be to implement them in the health care system so that reimbursement is possible. An ongoing development, regular updating, and securing of the latest technical standards are associated with corresponding costs. Therefore, it must be investigated who can bear these costs and how much they are. However, if that succeeds, efficacious Web-based interventions could be implemented on a broader basis to improve the benefits and sustainability of face-to-face treatments.
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Abstract

Background: As a consequence of increasing emergency medical service (EMS) missions requiring an EMS physician on site, we had implemented a unique prehospital telemedical emergency service as a new structural component to the conventional physician-based EMS in Germany.

Objective: We sought to assess the utilization, safety, and technical performance of this telemedical emergency service.

Methods: We conducted a retrospective analysis of all primary emergency missions with telemedical consultation of an EMS physician in the City of Aachen (250,000 inhabitants) during the first 3 operational years of our tele-EMS system. Main outcome measures were the number of teleconsultations, number of complications, and number of transmission malfunctions during teleconsultations.

Results: The data of 6265 patients were analyzed. The number of teleconsultations increased during the run-in period of four quarters toward full routine operation from 152 to 420 missions per quarter. When fully operational, around the clock, and providing teleconsultations to 11 mobile ambulances, the number of teleconsultations further increased by 25.9 per quarter (95% CI 9.1-42.6; P=.009). Only 6 of 6265 patients (0.10%; 95% CI 0.04%-0.21%) experienced adverse events, all of them not inherent in the system of teleconsultations. Technical malfunctions of single transmission components occurred from as low as 0.3% (95% CI 0.2%-0.5%) during two-way voice communications to as high as 1.9% (95% CI 1.6%-2.3%) during real-time vital data transmissions. Complete system failures occurred in only 0.3% (95% CI 0.2%-0.6%) of all teleconsultations.

Conclusions: The Aachen prehospital EMS is a frequently used, safe, and technically reliable system to provide medical care for emergency patients without an EMS physician physically present. Noninferiority of the tele-EMS physician compared with an on-site EMS physician needs to be demonstrated in a randomized trial.

(J Med Internet Res 2019;21(10):e14907) doi:10.2196/14907
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Introduction

Background

German emergency medical services (EMSs) comprise a system of cooperating on-site paramedics and physicians who are separately dispatched to the patient depending on the severity of the emergency. Over recent years, EMSs have faced a serious problem: the number of missions requiring on-site EMS physicians has continuously been rising [1], making dispatchable EMS physicians a scarce resource.

Several factors have facilitated this development. First, by German law, only physicians are entitled to prescribe drugs. Paramedics are allowed to administer drugs only if (1) the situation is life-threatening, (2) the administration and dosing are predefined in a standard operating procedure (SOP), (3) a less invasive measure to achieve the same effect is not available, and (4) an EMS physician has already been dispatched to the scene. Hence, EMS physicians are regularly dispatched to patients with non–life-threatening conditions (eg, being in pain) and are—during that time—indispensable for other potentially more severe emergency missions. Second, in one-fifth of emergency missions involving an EMS physician, the EMS physician is subsequently requested by the paramedics on site and was not dispatched initially [2]. As a consequence, the treatment of these patients is distinctly delayed. Third, overall mission numbers have continuously been increasing with a stable proportion of around 45%, requiring an EMS physician on site [3]. This has led to a higher workload and longer arrival times [4], and moreover, this trend could not be reversed, despite a nationwide increase in EMS physician stations.

Objectives

To overcome these shortcomings, we developed a holistic prehospital telemedical emergency service for the City of Aachen. The routine EMS, including separately dispatchable paramedics and physicians, was complemented with an additional tele-EMS physician [5,6]. During emergency missions for which only paramedics were dispatched, these paramedics can—if needed—either request an on-site EMS physician to be dispatched to the scene or consult with the tele-EMS physician for the treatment of the patient. On consultation, the tele-EMS physician communicates via voice and has immediate access to the vital data of the patient and the Global Positioning System (GPS) coordinates of the ambulance. Paramedics can instantaneously send pictures to the tele-EMS physician, and video can be streamed from the inside of the ambulance. This setting allows for the telemedical delegation (teledeligation) of predefined medications including opioids and has been demonstrated to provide patients with standard care in accordance with treatment guidelines and without complications [7-9]. After initial establishment and evaluation [6,10], the system has been integrated as an around-the-clock routine component of the City of Aachen EMS. In this retrospective analysis of the first 3 operational years, we sought to assess the utilization, safety, and technical performance of the holistic Aachen prehospital telemedical emergency service.

Methods

Patients

All patients in primary emergency missions with consultation of the tele-EMS physician during the first 3 operational years (April 2014 to March 2017) were included in the analyses. Tele-EMS physicians operate from a tele-EMS control center in close proximity to the mission control center of the EMSs. Tele-EMS physicians communicate with especially equipped ambulances via voice and have immediate access to the vital data of the patient and the GPS coordinates of the ambulance. In addition, video can be streamed from the inside of the ambulance. After making a working diagnosis, tele-EMS physicians are prompted with a guideline-based SOP, including corresponding treatment algorithms and corresponding checklist. Previous publications provide a detailed description of the establishment and functionality as well as technical details of the Aachen tele-EMS physician [5-7,11].

Data Sources and Analyses

Mission and Patient Data

Age, sex, National Advisory Committee for Aeronautics (NACA) scores, categorized main symptoms, administration of nonopioid drugs and opioid drugs, and teleconsultation times were abstracted from the protocols archived by the tele-EMS physician. Transport modalities and mission times of involved mobile EMS forces (paramedics and on-site EMS physician) were abstracted from the control system of the dispatch center (COBRA 4; ISE).

Safety

Adverse events were assessed in a 2-step process. First, we preselected protocols if (1) the free-text comments section contained parts of or the German words or word combinations for unsuccessful, unstable, and unstable, no sign of recovery, on-site physician, hypotensive, hypotension, allergy, allergic, anaphylaxis, anaphylactic, accident, accidental, erroneous, error, confusion, confused, and possible misspellings; or (2) the tele-EMS physician administered catecholamines (adrenaline, noradrenaline, and theodrenaline-cafedrine), antihistamines, or corticosteroids. Second, these protocols were reviewed by two independent researchers, and disagreements were resolved by consensus.

Technical Performance

During these first 3 operational years, tele-EMS physicians were asked to regularly fill out a paper-based questionnaire after each teleconsultation to assess the technical performance of the system. Transmission quality of the telemetric components, two-way voice communication, GPS coordinates, real-time vital data, 12-lead resting electrocardiogram (ECG), still pictures, and one-way video stream were assessed in mutually exclusive categories no malfunctions; some malfunctions, quality not affected; malfunctions, quality reduced; and malfunctions, transmission impossible. Teleconsultations with impossible transmission of voice communication, real-time vital data, 12-lead resting ECG, still pictures, and video stream were considered complete system failures.

https://www.jmir.org/2019/10/e14907
**Statistical Analyses**

Frequencies are reported as proportion and percentage and numerical values as median and interquartile range (IQR), without prior testing for normal distribution. Trends were fitted using univariable linear regression. Slopes were reported with 95% CI and whether the slope differed significantly from 0. CIs for the proportion of a count were analyzed using the method described by Wilson [12]. Linear regression modeling was conducted, and figures were created with Prism version 8.0.2 (GraphPad) for Mac operating system (OS). All other analyses were conducted with RStudio version 1.1.463 for Mac OS (RStudio) operating R version 3.5.2 for Mac OS. A type I error of 5% or less was considered statistically significant.

**Patient and Public Involvement**

Patients and the public were not involved in the design, conduct, and reporting of the research.

**Ethics Approval and Consent to Participate**

The local ethics committee granted analysis of the data for quality assurance purposes and waived the requirement of informed consent (EK109/15, University Hospital RWTH Aachen).

**Availability of Data and Material**

The datasets used and/or analyzed during this study are available from the corresponding author on reasonable request.

**Results**

**Patients, Mission, and Patient data**

During the study period, tele-EMS physicians were consulted in primary emergency missions for 6265 patients. Patients had a median age of 70 years (IQR 48-81), and 52.88% (3313/6265) were female. Of the 6265 patients, most were categorized as NACA III (3594/6265, 57.36%) and NACA IV (1445/6265, 23.06%) cases. A total of 6.43% presented a life-threatening condition (403/6265), indicated by an NACA score of V or greater. The majority of patients (4328/6265, 69.08%) were treated on-site by the tele-EMS physician and subsequently transferred to a hospital, as little as 7.80% (489/6265) were neither treated on-site nor transferred to the hospital (Table 1).
Table 1. Characteristics of the patients treated in 6265 teleconsultations in primary emergency missions by tele-emergency medical service physicians of the Aachen telemedical prehospital emergency service.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)(^{a,b})</td>
<td>70 (48-81)</td>
</tr>
<tr>
<td>Sex, n (%)(^c)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>3313 (52.88)</td>
</tr>
<tr>
<td>Male</td>
<td>2844 (45.40)</td>
</tr>
<tr>
<td>Severity of the emergency, n (%)(^d)</td>
<td></td>
</tr>
<tr>
<td>NACA I</td>
<td>47 (0.75)</td>
</tr>
<tr>
<td>NACA II</td>
<td>457 (7.29)</td>
</tr>
<tr>
<td>NACA III</td>
<td>3594 (57.37)</td>
</tr>
<tr>
<td>NACA IV</td>
<td>1445 (23.06)</td>
</tr>
<tr>
<td>NACA V</td>
<td>394 (6.29)</td>
</tr>
<tr>
<td>NACA VI</td>
<td>3 (0.05)</td>
</tr>
<tr>
<td>NACA VII</td>
<td>8 (0.13)</td>
</tr>
<tr>
<td>Type of main symptom, n (%)</td>
<td></td>
</tr>
<tr>
<td>Circulatory</td>
<td>1146 (18.29)</td>
</tr>
<tr>
<td>Neurologic</td>
<td>1049 (16.74)</td>
</tr>
<tr>
<td>Cardiac</td>
<td>852 (13.60)</td>
</tr>
<tr>
<td>Trauma</td>
<td>600 (9.58)</td>
</tr>
<tr>
<td>Abdominal</td>
<td>536 (8.56)</td>
</tr>
<tr>
<td>Other</td>
<td>2082 (33.23)</td>
</tr>
<tr>
<td>Mission details, n (%)(^f)</td>
<td></td>
</tr>
<tr>
<td>On-site treatment and transfer to the hospital</td>
<td>4326 (69.05)</td>
</tr>
<tr>
<td>Transfer to the hospital only and no on-site treatment</td>
<td>1438 (22.95)</td>
</tr>
<tr>
<td>On-site treatment only and no transfer to the hospital</td>
<td>338 (5.40)</td>
</tr>
<tr>
<td>No on-site treatment and no transfer to the hospital</td>
<td>489 (7.81)</td>
</tr>
</tbody>
</table>

\(^{a}\)IQR: interquartile range.
\(^{b}\)Data of 232 cases missing.
\(^{c}\)Data of 107 cases missing.
\(^{d}\)Data of 317 cases missing.
\(^{e}\)NACA: National Advisory Committee for Aeronautics.
\(^{f}\)Do not add up to 100% because categories are not mutually exclusive.

**Utilization of the System**

Teleconsultations increased during the first 4 quarters of routine operations from 152 to 420, as subsequently more ambulances became technically equipped for consultations with the tele-EMS physician (Multimedia Appendix 1). On successful implementation of an around-the-clock tele-EMS physician service for 11 ambulances from the second quarter of 2015, teleconsultations further increased by 25.9 per quarter (95% CI 9.1-42.6; \(P=.009\)). In total, the tele-EMS physician delegated the application of nonopioid drugs in 81.5% (5111/6265; 95% CI 80.6%-82.5%) and opioid drugs in 20.7% (1297/6265; 95% CI 19.7%-21.7%) of the teleconsultations (Multimedia Appendix 2). The teledelegated application of nonopioids increased similarly with increasing mission numbers (17.3 per quarter; 95% CI 3.1-31.4; \(P=.02\)), as did the teledelegated application of opioids (12.0 per quarter; 95% CI 0.8-23.3; \(P=.04\)). In fact, when analyzing all emergency missions involving any EMS physician in the city of Aachen, the proportion of missions carried out with the newly established tele-EMS physician continuously increased, whereas the proportion of missions carried out with a conventional on-site EMS physician continuously decreased (0.9% per quarter; 95% CI 0.3%-1.4%; \(P=.08\); Multimedia Appendix 1).

Overall, 91.10% of the teleconsultations (5708/6265; 95% CI 90.3%-91.8%) were used to support the on-site paramedics. In 3.65% of the teleconsultations (229/6265; 95% CI 3.2%-4.2%), the tele-EMS physician saw the need to dispatch an on-site EMS physician. On-site paramedics consulted with the tele-EMS
physician in 2.45% (154/6265; 95% CI 2.1%-2.9%) of the missions to bridge the time until a simultaneously dispatched EMS physician arrived on the scene. The tele-EMS was contacted for support after an on-site physician already had arrived on site in 4.38% (275/6265; 95% CI 3.9%-4.9%) of all teleconsultations.

Safety

Only 6 of 6265 patients (0.09%; 95% CI 0.04%-0.21%) experienced adverse events. One patient became unconscious after being treated with telededigated nitroglycerine for acute coronary syndrome, an on-site physician was immediately dispatched to the scene by the tele-EMS physician, and the patient regained consciousness after 10 seconds and presented stable vital signs and full orientation until arrival at the hospital. A 94-year-old woman entered a highly agitated state after receiving ketamine for the treatment of a hip fracture. An on-site physician was dispatched, and the patient was sedated with midazolam and safely transferred to the hospital. One patient received reprotrol (Bronchospasmmin, a beta-2-mimetic) instead of scopolamine (Buscopan, a parasympatholytic) because of the phonetical similarity of the German trade names; however, the patient did not suffer from any side effects. Paramedics accidentally punctured the cubital artery instead of a vein, which was instantaneously recognized and adequately treated with a pressure bandage. In addition, 2 patients suffered from erythema: 1 patient presented a generalized erythema and pruritus to the application of morphine (sufficiently treated with histamine antagonists), and the other presented a local erythema after the infusion of metamizole (the infusion was stopped, and no signs of generalized anaphylactic reactions were observed). All patients with adverse events presented normal vital data at arrival in the emergency department.

Technical Performance

Tele-EMS physicians assessed the technical performance of the system by filling out the paper-based questionnaire following 5220 of all 6265 teleconsultations (83.32%). Two-way voice communication was used in all 5220 (100.00%) assessed teleconsultations. Real-time vital data were transmitted in 95.57% (4989/5220), GPS coordinates in 92.66% (4837/5220), 12-lead resting ECGs in 47.26% (2467/5220), still pictures in 45.84% (2393/5220), and one-way video streams in 44.25% (2310/5220) of consultations with the tele-EMS physician.

Complete malfunctions of single transmission components with no possible transmission occurred from as low as 0.26% (14/5220; 95% CI 0.2%-0.5%) during two-way voice communications, more than 1.01% (53/5220; 95% CI 0.8%-1.3%) during GPS coordinate transmissions, 1.34% (70/5220; 95% CI 1.1%-1.7%) during one-way video stream transmissions, 1.43% (72/5220; 95% CI 1.1%-1.7%) during still picture transmissions, 1.66% (87/5220; 95% CI 1.3%-2.1%) during 12-lead resting ECG transmissions to as high as 1.91% (100/5220; 95% CI 1.6%-2.3%) during real-time vital data transmissions (Figure 1). Complete system failures occurred in only 0.34% (18/5220; 95% CI 0.2%-0.6%) of all teleconsultations.

Discussion

Principal Findings

In response to the increasing mission numbers involving on-site physicians in German EMSs, we had developed a holistic prehospital telemedical emergency service for the City of Aachen, which began routine operations in 2014. In this retrospective analysis of the first 3 operational years, we sought to assess the utilization, safety, and technical performance of the system. We found that paramedics consulted the tele-EMS physician on a regular basis in 6265 primary emergency missions with a continuing increase of 26 teleconsultations per quarter. Of all missions involving any EMS physician, the proportion of missions carried out with the tele-EMS physician increased by 4% per year. Telemedical treatment by the tele-EMS physician resulted in as little as 6 complications in 6265 teleconsultations (0.1%). In a convenience sample
assessing the technical performance of the system, we found that single transmission components malfunctioned within a range of 0.3% (two-way voice communication) to 1.9% (real-time vital data stream) in 5220 teleconsultations. Complete system failures occurred very rarely in only 18 teleconsultations (0.3%).

Strengths and Weaknesses and Comparison With Other Studies
This is the world’s largest analysis of cases that were provided with routine medical care within a holistic telemedical system for prehospital emergency care. We were able to analyze all teleconsultations for primary emergency missions during the first 3 operational years of the system. The fact that we did not analyze a sample combined with the high number of cases contributes to the internal validity of our results. On the other hand, the uniqueness of the Aachen prehospital telemedical emergency service limits the generalizability to other (even similar) systems.

The steep increase in teleconsultations during the first operational year has to be ascribed primarily to the increasing number of ambulances (from 2 to 11) being subsequently equipped for telemedical operations. In addition, the tele-EMS service expanded its availability from a 12-hour day to an around-the-clock service during the first year. However, during the 2-year routine service with an around-the-clock tele-EMS physician and 11 operational ambulances, the number of teleconsultations further increased, as did the teledelegation of nonopioid drugs and opioids. This is most likely because of a training effect operating the new telemedical emergency care system. Paramedics may have overcome barriers in applying the new system more easily [13] and may have recognized increasing possibilities to work with the new system instead of requesting a traditional on-site EMS physician [14,15].

The number of complications in our analyses was low. This may have been because of the fact that we analyzed routine treatment protocols and that complications or adverse events may not have been documented. Complications such as the occurrence of common side effects (nausea after the administration of opioids and relevant hypotension after the administration of metamizole), mild allergic reactions, or confusion of phonetically similar drugs (eg, midazolam and metamizole) may have occurred but not explicitly mentioned as they presumably could also have occurred with EMS physician present on site. Moreover, as all our tele-EMS physicians are anesthesiologists (board certified for anesthesiology and prehospital emergency care, longstanding experience in more than 300 on-site prehospital emergency missions, and certified provider of advanced life support andprehospital trauma life support), they could have easily considered these events as typical and treatable. In addition, none of the recorded complications were inherent in the system and could have easily happened exactly similar to this with an EMS physician treating the patient on-site. Still, a low complication rate concurs with other emergency telemedicine studies that have demonstrated high safety in comparable nonserious emergency patient populations groups [16,17] but also for patients with life-threatening conditions as, for example, ST-elevation myocardial infarction [18].

High rates of successful data transmission in our analysis concur with or outperform other studies that demonstrated telemedical data transmissions from mobile emergency units to be safe and reliable [11,19-21]. Being the most redundantly secured transmission component (headset from the Global System for Mobile Communications–equipped vital sign monitor, backup mobile phone, and any landline can be used), it comes as no surprise that two-way voice communication was least affected by transmission malfunctions. In our sample, a complete system failure without possible transmission occurred in only 0.3% of the teleconsultations. These events are highly likely caused by bad mobile service reception and can often easily be solved by relocating the transmission unit, that is, the ambulance. However, we are unable to determine whether technical problems were caused by malfunctions in the general telecommunication infrastructure or the telemedical service itself.

Unfortunately, the technical performance questionnaire was not filled out in 17% of the missions, leaving 83% of all teleconsultations to be analyzed. As this may very well have introduced bias to our study, this has most likely led to an overestimation of technical malfunctions, as tele-EMS physicians would rather fill out the report form after having experienced technical difficulties during the mission. In addition, we reviewed the mission protocols of the cases with complete transmission failures and found no irregularities, the missions were completed without adverse events, and the patients transferred to a hospital. The highest failure rate was detected when transmitting real-time vital data. This malfunction—and with the exception of 12-lead resting ECG and all other transmission components—can temporarily be overcome if the voice communication between the tele-EMS and the paramedics is still intact. In this manner, even the backup mobile phone’s automatic transmission of still pictures can be used as a fallback solution for failing 12-lead resting ECG transmissions.

Besides being frequently used, safe, and technically feasible, the holistic Aachen prehospital emergency system has been demonstrated to be effective, of high quality, and to provide instantaneous care to patients [22-26]: we have provided evidence in the past that the Aachen tele-EMS physician is as effective as conventional on-site EMS physicians when treating patients with pain [6,10], stroke [7], hypertensive crises [9], and acute coronary syndrome [8]. Similar effects have been provided by other work groups, as, for example, the prehospital telemedicine emergency care for patients with stroke leads to faster diagnosis and faster treatment compared with standard care [27,28]. These effects are most likely to be even more pronounced in rural areas where paramedics are noticeably faster available compared with on-site EMS physicians [29,30].

Policy Implications and Conclusions
Life-threatening complications and errors can also occur in prehospital emergency care provided by an on-site physician [31]. During in-hospital life-threatening emergencies, it is possible and common for physicians to seek instantaneous support by more experienced colleagues. The on-site EMS
physician does not have this possibility. Surprisingly, 275 teleconsultations in our study were made after an on-site physician arrived on the scene, presumably to provide support for the on-site EMS physician. The analyses of these cases will provide more insight into the effective application of our system for the purpose of on-site EMS physician support.

The increasing use of checklists in prehospital emergency care has fostered the adherence to standards and overall treatment quality [32]. The Aachen holistic prehospital telemedicine emergency service was designed to foster guideline-based treatment of patients. For this purpose, on entering a working diagnosis, the operating tele-EMS physician is automatically supplied with a guideline-based SOP, including treatment algorithms and corresponding checklists [6-9,11]. It is highly likely that the quality of care and safety of such a system is at least comparable with standard care provided by on-site EMS physicians for non–life-threatening emergencies. Therefore, this hypothesis is currently tested in a large randomized controlled trial [33].

In conclusion, this retrospective analysis of primary emergency care teleconsultations conducted during the first 3 operational years showed the Aachen prehospital EMS to be a frequently used, safe, and technically reliable system to provide medical care for prehospital emergency patients, without an EMS physician present. This telemedical emergency service is likely to provide high-quality emergency care for non–life-threatening events and could relieve mobile EMS physicians’ workload. Consequently, this may free EMS physicians for the treatment of more serious, life-threatening emergency missions and therefore provide faster high-quality care for all patients treated in EMSs.
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Multimedia Appendix 1
Utilization of the Aachen prehospital telemedicine emergency system during the first 3 operational years. (A) Consultations of the tele-EMS physician for primary emergency missions (dark blue) increased strongly during the run-in phase (hatched gray), as did the teledelegated applications of nonopioid drugs (light blue) and opioids (orange). The number of the missions increased further after the tele-EMS physician became available around the clock for 11 ambulances at the beginning of the second quarter in 2015. (B) Of all primary emergency missions carried out including an EMS physician, the proportion of missions carried out with a tele-EMS physician increased by 4% (P < .05) after the run-in phase. EMS: emergency medical service. [PDF File (Adobe PDF File), 213 KB - jmir_v21i10e14907_app1.pdf ]

Multimedia Appendix 2
Missions with on-site and tele-emergency medical service physicians in the City of Aachen during the first three operational years. [PDF File (Adobe PDF File), 27 KB - jmir_v21i10e14907_app2.pdf ]
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Abstract

Background: People with disabilities need rehabilitation interventions to improve their physical functioning, mental status, and quality of life. Many rehabilitation interventions can be delivered electronically ("digitally") via telehealth systems. For people with disabilities in underserved areas, electronically delivered rehabilitation interventions may be the only feasible service available for them.

Objective: The objective of this study was to evaluate the current status of digital interventions for people with disabilities in remote and underserved areas.

Methods: A systematic review was conducted on this topic. Keyword searches in multiple databases (PubMed, CINAHL, and Inspec) were performed to collect articles published in this field. The obtained articles were selected based on our selection criteria. Of the 198 identified articles, 16 duplicates were removed. After a review of the titles and abstracts of the remaining articles, 165 were determined to be irrelevant to this study and were therefore removed. The full texts of the remaining 17 articles were reviewed, and 6 of these articles were removed as being irrelevant to this study. The 11 articles remaining were discussed and summarized by 2 reviewers.

Results: These 11 studies cover a few types of disabilities, such as developmental disabilities and mobility impairments as well as several types of disability-causing disorders such as stroke, multiple sclerosis, traumatic brain injury, and facio-scalpulo-humeral muscular dystrophy. Most of these studies were small-scale case studies and relatively larger-scale cohort studies; the project evaluation methods were mainly pre-post comparison, questionnaires, and interviews. A few studies also performed objective assessment of functional improvement. The intervention technology was mainly videoconferencing. Moreover, 10 of these studies were for people with disabilities in rural areas and 1 was for people in urban communities.

Conclusions: A small number of small-scale studies have been conducted on digital interventions for people with disabilities in underserved areas. Although the results reported in these studies were mostly positive, they are not sufficient to prove the effectiveness of telehealth-based digital intervention in improving the situation among people with disabilities because of the small sample sizes and lack of randomized controlled trials.

(J Med Internet Res 2019;21(10):e12981) doi:10.2196/12981
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Introduction

Background

Advancement in health care technologies has contributed to the decline of mortality in the United States in recent years. Many people survive diseases that used to have a high mortality rate [1]. However, surviving a severe disease is often not the end of the story but the beginning of a life filled with many serious challenges. We use 2 specific examples to demonstrate these challenges.

In the United States, although stroke is still one of the top 10 leading causes of death [2] and stroke prevalence has increased in recent years because of the increase in the aging population [3], the actual number of deaths caused by stroke declined by 2.3% from 2005 to 2015 [1]. There are approximately 6.8 million stroke survivors in the United States [1], but only 10% of stroke survivors recover almost completely. Nearly 65% of stroke patients experience significant or permanent disabilities such as paralysis, urinary incontinence, aphasia, and cognitive disability. In all, about 3% of adults in the United States claim that they were disabled because of stroke [1]. These disabled stroke survivors need long-term rehabilitation services to relearn the skills lost in the stroke attack. Previous research has reported that people who participate in focused poststroke rehabilitation programs perform better than most people who do not undergo poststroke rehabilitation [4-6]. Depending on the complications after stroke, the rehabilitation plan for each patient must be personalized, and the stroke rehabilitation may involve a variety of specialists for a long period.

Traumatic brain injury (TBI) is another leading cause of death and long-term disability. It is estimated that 1.7 million TBIs occur in the United States annually, which contribute to approximately 30% of all injury deaths. Advances in trauma care have resulted in increased numbers of survivors of TBI in recent years. In the United States, there are approximately 5.3 million individuals living with disabilities caused by TBI [7]. For TBI survivors, there may be physical, behavioral, and psychological alterations that require extensive rehabilitation services over a long period to restore skill [7,8].

There are also other causes of disability that may not be as severe as stroke or TBI but which also present similar challenges. Multiple sclerosis (MS) is a neurological disorder that leads to several conditions and disabilities that limit several daily life activities [9,10]. Some of these conditions are associated with low rates of physical activity, including fatigue, weakness, falls, and depression [11,12]. Previous studies have demonstrated that exercise and physical activity can reduce symptoms, increase physical health, and improve quality of life for people with MS [13].

Developmental disabilities (DDs) are a group of conditions such as intellectual disability, learning disability, cerebral palsy (CP), hearing loss, autism spectrum disorder, attention deficit hyperactivity disorder, and other developmental delays because of physical, language, learning, or behavior impairments that happened as an infant or during development as a fetus. These conditions may impact children’s daily functioning and usually last for a lifetime [14]. Recent estimates suggest that about 15% of children aged between 3 and 17 years have one or more development disability (DD) in the United States [15]. Early intervention (EI) is the service and support to children with DD and their families, for example, speech and language therapy (SLT), physical therapy (PT), and other types of services, based on the conditions and needs of the children and their family. EI can have a significant impact on a child’s ability to learn new skills and can increase success in life and school. However, EI is more effective if delivered in the natural environment of babies and from the very early stages of childhood, which is challenging for families who live in rural communities.

For many survivors of stroke or TBI and people with MS or DD, the common need is long-term intervention. A comprehensive, coordinated rehabilitation program can reduce secondary complications and improve functional outcomes. Many rehabilitation protocols require multidisciplinary, high-intensity therapy sessions multiple times a week, for weeks, months, or even years [16]. Some rehabilitation services need to be delivered at a very specific time and frequency. All of these requirements are difficult to meet for people in the rural and remote areas as there are extraordinary physical, financial, and logistical hardships.

Specifically, according to the US Census Bureau, approximately 20% of the US population lives in rural areas [17]; however, less than 8% of the nation’s physicians are practicing in rural areas. The majority of these physicians are in primary care such as family practice, general internal medicine, and pediatrics [18,19]. In other words, receiving regular health care services in rural areas is challenging, it is even harder for people with disabilities in rural areas to access highly qualified specialists for poststroke, post-TBI, or EI rehabilitation services [18,20-22]. Traveling to major cities and seeking the desired intervention costs a lot in terms of money and time, which can be a very heavy burden for family members of the patients.

People with disabilities in poor urban communities face different challenges in terms of receiving such services. Although geographical distance may not be such a huge issue in terms of accessing health care services, difficulties with transportation, dependence on caregivers, low health literacy, and lower socioeconomic status still create significant challenges in terms of access to high-quality health care for people with disabilities in poor urban communities [23]. For this reason, in this study, both rural areas and poor urban communities are referred to as underserved areas.

Digital Interventions

Telehealth may be a viable approach for the delivery of interventions to people with disabilities in underserved areas [24]. The concept of telehealth has been discussed since the 1960s, but then it consisted mainly of using telephones to provide communication between patients and health care providers. Since the 1990s, the availability of the Internet has made it possible to use multiple information and communication technologies (ICTs) to deliver digital interventions via telehealth. Further development of ICT and the high penetration of broadband connection at home in the 2000s have made it possible for people with disabilities and health care providers...
to communicate more easily via videoconferencing (VC). A national survey in June 2019 indicated that 90% of American adults used the internet, 73% of American adults used broadband connections at home, and 63% of rural American homes are connected to the internet, and 17% of US adults only use smartphones to access the internet [25]. According to a national survey performed by Pew Research Center, also in June 2019, the adoption of smartphone and other smart mobile devices has increased dramatically as well in recent years. In 2011, 35% Americans owned smartphones, whereas in 2019, the rate of smartphone ownership is 81% overall. In rural areas, the smartphone ownership rate is 71% [26]. In other words, the improvement of ICT in recent years and the penetration of the internet and mobile devices make it easier than ever to conduct VC, which is the foundation of many telehealth systems. This situation makes telehealth a feasible approach for delivering digital intervention to people with disabilities in underserved areas.

Telehealth has been used to provide assistive technology assessment [27,28], diagnostic evaluations [29,30], assessment and therapy services [31], and consultation opportunities for practitioners and people with disabilities in rural communities [32]. The benefits of telehealth include access to high-quality care, reduced travel time and costs, and increased collaboration among health care providers [29]. Previous studies have indicated that telehealth is a potentially efficient and effective alternative to hospital-based care to deliver patient-satisfying health care services [33,34].

Telehealth enables therapists to deliver rehabilitative services to patients who cannot access health care providers because of physical, financial, and logistical barriers [35]. In recent years, as technologies have become ubiquitous and costs have declined, it has become easier to support the use of telehealth. As a result, research on telehealth has begun to switch from pilot and case studies to validity and reliability of interventions delivered via telehealth.

There are many ways to categorize telehealth services. In this study, we categorize them into three groups based on the specific technologies used in intervention delivery:

1. Regular phone calls, short message service text messages, interactive voice responses (IVRs), and emails
2. VC using technologies such as Skype and video phone
3. Mobile health apps in telehealth practice

Phone calls, text messages, IVRs, and emails can be useful for encouragement and reminders if patients and caregivers are already familiar with the procedure of the intervention. If that is not the case, these methods cannot deliver new and personalized interventions to people with disabilities in underserved areas. Therefore, in this review, we will not include studies using the technologies in the first category.

**Objectives**

In this study, our goal was to determine the current status of digital interventions delivered to people with disabilities via telehealth in underserved areas; more specifically, we investigated the type of disabilities covered in recent research studies, the number of people with disabilities involved in those studies, the technologies used in the studies, and the outcomes of those studies.

Although a few similar systematic reviews have been conducted in previous years, the covered studies were not high in quality and the results were not generalizable. In this study, we want to determine whether the situation has improved in recent years in terms of telehealth research on those in underserved area.

**Methods**

**Overview**

This systematic review was conducted and reported according to the Preferred Reporting Items for Systematic Review and Meta-Analysis guidelines [36]. Methods of the review process and eligibility criteria were established in advance, and the preliminary results were presented orally at the Rehabilitation Engineering and Assistive Technology Society of North America annual conference in 2018.

**Literature Search**

The keywords used in this study were “(Telehealth OR mHealth OR telediagnostics OR eHealth OR telemedicine) AND (disability or impairment) AND (underserved OR rural).” In June 2018, the keyword searches were first performed only in PubMed to obtain a general idea of the number of studies in this area. When only “telehealth” was used in the keyword search, there were 27,900 results from PubMed. When “telehealth AND disability” was used, the returned number of studies was 422. When “telehealth AND disability AND (underserved OR rural)” was used, the obtained number of studies was only 64. The numbers of results were similar when other similar keyword combinations were used in PubMed.

In June 2018, the keyword searches were performed for peer-reviewed journal and conference research articles in 3 bibliographic databases: PubMed, CINAHL, and Inspect, without any year restriction. In total, there were 198 articles obtained from the 3 databases using the keyword searches. Moreover, 16 articles were determined to be duplicates and, therefore, were removed from the article list immediately. The studies described in this systematic review were selected from the remaining 182 articles according to the selection criteria given below.

**Selection Criteria**

**Publication Year**

During the literature search using keywords, there was no limit on the year of the publication. However, as digital interventions via telehealth became widely available only after 2000, the study purpose itself limited the publication period to between 2000 and 2018. There was no limit on the age of the patients. The language of the selected articles had to be English. The articles had to be research papers published at conferences or in journals. Reviews, abstracts, editorials, workshop summaries, perspectives, opinions, diagnosis methods, and study protocols were excluded. The study could have been performed in any country.
Population

The population was patients with disabilities (e.g., developmental, cognitive, vision, intellectual, and mobility impairments, as well as impairments caused by problems such as TBI, stroke, autism, spinal cord injury, CP, MS, and spina bifida) in underserved areas who participated in telehealth-based digital intervention studies before June 2018. Studies about health care providers who received training or offered teleconsultation were not included in this study.

Intervention

The intervention had to be delivered digitally via ICTs such as VC-based intervention on mobility for people who had experienced acute stroke. Other examples of interventions are speech language therapy for improving patients’ language ability, occupational therapy (OT) for enhancing participation ability, and psychotherapy for managing stress or depression. If the intervention was delivered only via regular telephone without any video component, email, or IVR, the article was removed from this study. If the article was purely about a telehealth IT system development or a patient condition assessment or monitoring (no intervention), it was removed as well. The setting of the intervention could be a home, nursing home, or clinic in an underserved area.

Comparator

The comparator could be either face-to-face intervention or any other control intervention. Articles with no comparison were also included. After all, the purpose of this study was not to determine whether telehealth-based digital interventions are as good as face-to-face interventions but to determine the current status of delivering telehealth-based digital interventions to people with disabilities in underserved areas.

Outcomes

The outcomes of studies that were considered were as follows: participants’ satisfaction with the digital intervention, functional improvement in physical and mental aspects, travel time and cost, and general quality of life improvement.

Study Design

The eligible study designs were quantitative, qualitative, and mixed-method studies that explored the outcomes of a telehealth-based digital intervention. Case studies and pilot studies were included because it was possible that they could enable us to understand the change in status over time.

Study Selection

EndNote X7 (Clarivate Analytics) was utilized to manage the articles and collect data from these articles. The selection of the studies was conducted in 3 rounds. In the first round, duplicates were removed from the study list. In the second round, 2 reviewers (LZ and BP) independently reviewed titles and abstracts against the selection criteria, and disagreements were resolved via multiple discussions. In the third round, both reviewers went through the full texts of the remaining articles and made further selection according to the selection criteria.

Quality Assessment

It was important to assess the quality of the selected studies. The quality criteria were used to verify that the selected studies are relevant to this study and the selected studies themselves were methodologically solid [37]. The 11 selected studies were evaluated with regard to the study purpose, literature review, methodology, results obtained, risk of biases in terms of sampling, measurement and intervention, and the conclusion. For this purpose, the quality of these 11 selected studies was evaluated using a modified version of the critical review form created by researchers at McMaster University [38,39]. More specifically, the 10 questions in Textbox 1 were used to evaluate the quality of these studies. If the answer to a question was yes, the score was 1, otherwise the score was 0. Therefore, the maximum quality score that each study could obtain was 10. If the quality score of a study was less than 6, it was removed from the study.

Textbox 1. Questions used for quality assessment selected from the McMaster University critical review form for quantitative studies.

<table>
<thead>
<tr>
<th>Question</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was the purpose stated clearly?</td>
<td>1</td>
</tr>
<tr>
<td>2. Was relevant background literature reviewed?</td>
<td>1</td>
</tr>
<tr>
<td>3a. Was the sample described in detail?</td>
<td>1</td>
</tr>
<tr>
<td>3b. Was sample size justified?</td>
<td>1</td>
</tr>
<tr>
<td>4. Were the outcome measures reliable?</td>
<td>1</td>
</tr>
<tr>
<td>5. Intervention was described in detail?</td>
<td>1</td>
</tr>
<tr>
<td>6a. Results were reported in terms of statistical significance?</td>
<td>1</td>
</tr>
<tr>
<td>6b. Were the analysis methods appropriate?</td>
<td>1</td>
</tr>
<tr>
<td>6c. Clinical importance was reported?</td>
<td>1</td>
</tr>
<tr>
<td>7. Conclusions were appropriate given study methods and results?</td>
<td>1</td>
</tr>
</tbody>
</table>

Data Extraction and Synthesis

Two reviewers (LZ and BP) extracted data from the 11 articles that were found to meet the inclusion criteria. A standardized form was used for data extraction. Data items on the extraction form include the following: first author’s name; publication year; journal or conference name; disability or disability-causing disease; underserved area; sample size; participants’ age, sex,
and race; study design; duration of intervention; intervention; telehealth technology (store-and-forward, teleconferencing, mobile phone app, or other approach); comparator (if applicable); outcome measures; study results; and location of the study (country or state).

**Results**

**Study Selection**

In the first round of the study selection, 16 duplicates were removed from the study list. In the second round, 165 articles were removed from the study list because they were an opinion paper (1), published in foreign language (2), a dissertation (2), an editorial (3), not for people with disabilities (57), did not include any digital interventions (58), did not use telehealth practice (15), a poster (1), a protocol (5), a report (1), or a review article (20). Each count here is only for a violation of one item in the selection criteria to avoid double count. In the third round, 6 articles were removed from the remaining 17 articles because they did not include telepractice (2), did not have any intervention (1), were not for people in underserved areas (2), or were not for people with disabilities (1). Therefore, at the end of the study selection, a total of 11 articles remained. A flowchart for this study selection is shown in Figure 1.

![Flowchart of the study selection](image)

**Quality Assessment**

The quality assessment results shown in Table 1 [40-50] illustrate that these 11 studies met the quality criteria for being included in this systematic review. One common problem of these studies is that none of them justified their sample size (item 3b inTextbox 1). The other common problem in more than half of these studies (7/11, 64%) is that authors did not report their results in terms of statistical significance (item 6a).
Table 1. Quality assessment summary from the modified McMaster critical review form.

<table>
<thead>
<tr>
<th>Study</th>
<th>Study design</th>
<th>Items on the modified McMaster critical review form</th>
<th>Score, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Clark et al, 2002 [40]</td>
<td>Case study</td>
<td>Y^a</td>
<td>Y</td>
</tr>
<tr>
<td>Forducey et al, 2003 [41]</td>
<td>Case study</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Barlow et al, 2009 [42]</td>
<td>Cohort</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Kelso et al, 2009 [43]</td>
<td>Case study</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Schein et al, 2010 [44]</td>
<td>Cohort</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Olsen et al, 2012 [45]</td>
<td>Cohort</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Crotty et al, 2014 [46]</td>
<td>Cohort</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Levy et al, 2015 [47]</td>
<td>Cohort</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Langkamp et al, 2015 [48]</td>
<td>Case study</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Sangelaji et al, 2017 [49]</td>
<td>Case study</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Portaro et al, 2018 [50]</td>
<td>Case study</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

^aY=yes.  
^bN=no.

Study Characteristics

Journals

A total of 11 studies were included in this review [40-50]. All of them were published in peer-reviewed journals. Each of the following journals contained 1 (9%) of the studies: Journal of Neurologic Physical Therapy [40], NeuroRehabilitation [41], International Journal of Telehabilitation [42], Infants and Young Children [43], Assistive Technology [44], Volta Review [45], Journal of Telemedicine and Telecare [46], Journal of Rehabilitation Research and Development [47], Telemedicine Journal and E-Health [48], European Journal of Physiotherapy [49], and Disability and Health Journal [50].

Study Locations

A total of 7 (64%) studies were performed in the United States (2 in Oklahoma [40,41], 1 in “a large western state” [43], and 1 in each of the following states: Pennsylvania [44], Utah [45], Florida [47], and Ohio [48]). The other 4 (36%) studies were from Australia [46], New Zealand [49], Italy [50], and Canada [42].

Location of Study Participants

A total of 10 (91%) studies were performed with study participants in rural or remote areas, and one (9%) was conducted with participants in both a rural nursing home and in an urban community [46].

Year Studies Were Published


Disabilities or Disability-Causing Disorders

In 5 (45%) of the studies, the specific disabilities were mentioned, 3 were DD [43,45,48] and 2 were mobile impairment (MI) [42,44]. In the other 6 (55%) studies, the cause of the disabilities were mentioned instead, 2 were stroke [40,46], 2 were MS [47,49], I was TBI [41], and 1 was facio-scapulo-humeral muscular dystrophy (FSHD) [50]. It must be noted that one disease may cause multiple disabilities, for instance, stroke may cause cognitive, language, and mobility impairments. Similarly, one type of disability may be caused by different medical problems. For instance, both TBI and FSHD can lead to mobility impairment. This fact made it difficult to combine numbers from these 11 studies and perform quantitative analysis.

Telehealth Technologies

In 9 (82%) studies, various types of VC systems were used to deliver different types of interventions. In 1 (9%) study, both a website and a VC system were used to deliver the interventions [49]. In one other (9%) study, a store-and-forward technology was used to deliver the intervention [48].

Type of Studies

A total of 6 studies (55%) were small-scale case studies [40,41,43,48-50], and the other 5 (45%) were cohort studies. In most of these studies, a pre- and postevaluation was performed to determine the effectiveness of the telehealth-based interventions. Questionnaires, interviews, and focus groups were used to collect data from the study participants. A few studies also included objective evaluation, such as patients’ functional level.

Sample Sizes

In the 6 case studies, the sample sizes were 1, 1, 4, 4, 4, and 4. Note that in one of these studies, there were 137 participants, but only 4 cases were described in detail [48]. In the 5 cohort studies, the sample sizes were 10, 26, 30, 40, and 104. In the last study, not all participants were people with disabilities [46]. The number of people with disabilities in the study was approximately 80.
Participant Characteristics

Not all of the studies provided the age information of their participants. In general, the participants’ age in these studies was at one of 2 extremes, either children aged 0 to 3 years or people older than 50 years. According to the information provided in the studies, the average age of the reported adult participants was approximately 60 years. Similarly, not all of the studies provided the gender information of their participants. According to the studies that did report gender for adult participants, it seems that the overall gender distribution in these 11 studies was balanced. The gender of the children in these studies was not reported. Most of the studies also did not report the race of the participants. The ones that did indicated that most of the participants were white.

Potential Risk of Bias

There are various types of potential risk of bias, for instance, small sample size, limited population, gender bias, being geographically limited, age bias, education bias, and racial bias. Of the 11 studies, 7 (64%) had a small sample size. As mentioned in the previous paragraph, most of the indicated study participants were white, and therefore, there was racial bias in those studies. In 5 studies (5/11, 45%), participants were either mainly male or mainly female, and therefore, there was gender bias in those studies. Although all of these studies were for people with disabilities and the participants were recruited from one or a few geographical areas, the 6 of 11 studies that were case studies have higher risk of bias because of the limited population. Only 3 studies (3/11, 27%) had good sample sizes (40, 30, 104).

These study characteristics are summarized in Table 2.

Table 2. Characteristics of the 11 selected studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Disease or disability</th>
<th>Sample size</th>
<th>Participants’ demographics</th>
<th>Outcome data collection method</th>
<th>Study location</th>
<th>Potential bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clark et al, 2002 [40]</td>
<td>Stroke</td>
<td>1</td>
<td>52 years, white, woman</td>
<td>Pre-post comparison</td>
<td>United States</td>
<td>Small sample size, racial bias, and gender bias</td>
</tr>
<tr>
<td>Forducey et al, 2003 [41]</td>
<td>Traumatic brain injury</td>
<td>1</td>
<td>39 years, man</td>
<td>Pre-post comparison</td>
<td>United States</td>
<td>Small sample size and gender bias</td>
</tr>
<tr>
<td>Barlow et al, 2009 [42]</td>
<td>MIa</td>
<td>10</td>
<td>Mean age=72.2 years, 8 women</td>
<td>Telehealth vs face-to-face comparison</td>
<td>Canada</td>
<td>Small sample size and gender bias</td>
</tr>
<tr>
<td>Kelso et al, 2009 [43]</td>
<td>DDb</td>
<td>4</td>
<td>Children (birth to 3 years)</td>
<td>Questionnaire and interview</td>
<td>United States</td>
<td>Small sample size</td>
</tr>
<tr>
<td>Schein et al, 2010 [44]</td>
<td>MI</td>
<td>40</td>
<td>Mean age=55 years, 36 white, 25 women</td>
<td>Pre-post comparison</td>
<td>United States</td>
<td>Racial bias and good sample size</td>
</tr>
<tr>
<td>Olsen et al, 2012 [45]</td>
<td>DD</td>
<td>30</td>
<td>Children (birth to 3 years)</td>
<td>Pre-post comparison</td>
<td>United States</td>
<td>Good sample size</td>
</tr>
<tr>
<td>Crotty et al, 2014 [46]</td>
<td>35 stroke, 10 fracture, 33 cognitive impairment, 4 joint replacement, 22 others</td>
<td>104</td>
<td>Community residents (n=61): mean age=73.4 years, 26 women. Rural nursing home patients (n=43): mean age=83 years, 30 women</td>
<td>Pre-post comparison, questionnaire, interview, and focus group</td>
<td>Australia</td>
<td>Good sample size</td>
</tr>
<tr>
<td>Levy et al, 2015 [47]</td>
<td>21 musculo-skeletal disorder, 4 MSc, 1 stroke</td>
<td>26</td>
<td>24 men, 18 aged 50-64 years, 8 aged &gt;64 years</td>
<td>Pre-post comparison</td>
<td>United States</td>
<td>Gender bias and age bias</td>
</tr>
<tr>
<td>Langkamp et al, 2015 [48]</td>
<td>DD</td>
<td>4/137</td>
<td>Mean age=9.2 years, 131 white</td>
<td>Pre-post comparison, survey, and interview</td>
<td>United States</td>
<td>Small sample size, age bias, and racial bias</td>
</tr>
<tr>
<td>Sangelaji et al, 2017 [49]</td>
<td>MS</td>
<td>4</td>
<td>Ages 56, 56, 65, 75 years, all women</td>
<td>Pre-post comparison, interview, and questionnaire</td>
<td>New Zealand</td>
<td>Age bias and gender bias</td>
</tr>
<tr>
<td>Portaro et al, 2018 [50]</td>
<td>Facio-scapulohumeral muscular dystrophy</td>
<td>4</td>
<td>4 siblings, no gender or age information</td>
<td>Pre-post comparison</td>
<td>Italy</td>
<td>Small sample size and limited population</td>
</tr>
</tbody>
</table>

aMI: mobile impairment.
bDD: developmental disability.
cMS: multiple sclerosis.
Results of Individual Studies

Telehealth Interventions

EI for children with DD was described in 2 studies (18%) [43,45]; PT, OT, SLT, and psychology services were provided to people with stroke in 2 studies (18%) [40,46] and people with TBI in 1 study (9%) [41]; PT services were delivered to people with MS in 1 study (9%) [47]; telemonitoring, psychological consultation, and neurological and pneumological assessment services were given to 4 siblings with FSHD in 1 study (9%) [50]; typical primary care was provided to children with DD in 1 study (9%) [48]; and assessment and prescription of wheelchair and seating were provided to people with MI in 2 studies (18%) [42,44]. The duration of the interventions ranged from a few hours to 2 years.

Outcome Measures

In most of the studies (10, 91%), the outcome measure included participants’ (patients, care givers, local clinicians, and remote clinicians) satisfaction. In some studies, the outcome measures also included one of the following items: physical function, mental status, communication skills, self-care ability, cost and time savings, service time, number of hospital admissions, and goal attainment. The outcome measures, duration, and intervention results are summarized in Table 3.
Table 3. Duration, intervention, outcome measures, and intervention results for the 11 selected studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Duration of intervention</th>
<th>Interventions</th>
<th>Outcome measures</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clark et al, 2002</td>
<td>17 months</td>
<td>PT&lt;sup&gt;a&lt;/sup&gt;, OT&lt;sup&gt;b&lt;/sup&gt;, SLT&lt;sup&gt;c&lt;/sup&gt;, vocational rehabilitation, and psychological services</td>
<td>Mobility, self-care ability, emotion, language ability, and cost and travel savings</td>
<td>Patient was functionally independent in household walking and self-care; functional use of affected lower extremity for support and balance; patient could express basic needs independently, communicate complex ideas; caregiver’s mood was more positive; and cost and travel savings</td>
</tr>
<tr>
<td>Forducey et al, 2003</td>
<td>24 weeks</td>
<td>PT, OT, SLT, neuro-psychological services, and telementoring</td>
<td>Physical and cognitive function of patients and nursing home staff’s perception and satisfaction</td>
<td>Improvements in neuropsychological status and physical functioning and the telementoring program was very beneficial</td>
</tr>
<tr>
<td>Barlow et al, 2009</td>
<td>2 years</td>
<td>Wheelchair seating assessment and intervention</td>
<td>Patient and therapists’ satisfaction, intervention goal attainment, travel expense, therapists’ time spent in providing service, and wait time and completion time</td>
<td>Clients had similar satisfaction ratings to those seen F2F&lt;sup&gt;d&lt;/sup&gt;; clients had their goals met as often as clients seen F2F; travel cost savings; rural therapists spent more time in preparation and follow-up; and clients had shorter wait times for assessment than rural F2F clients</td>
</tr>
<tr>
<td>Kelso et al, 2009</td>
<td>1 month for 2 families, 3 months for the other 2 families</td>
<td>EF&lt;sup&gt;e&lt;/sup&gt; (SLT, OT, and PT)</td>
<td>Parental satisfaction, usability of the system, interventionists’ feedback, and cost and travel savings</td>
<td>Videoconferencing-based tele-EI system is both usable and satisfactory to most participants; parents and therapists experienced technical problems; and cost savings for delivering EI via telehealth</td>
</tr>
<tr>
<td>Schein et al, 2010</td>
<td>88 min on average</td>
<td>Assessment and prescription of wheelchair and seating</td>
<td>Users’ satisfaction, comfort and time and cost savings</td>
<td>A high level of patient satisfaction and saved money and time</td>
</tr>
<tr>
<td>Olsen et al, 2012</td>
<td>1 year</td>
<td>EI, home visits, and coaching model</td>
<td>Cost savings, participants’ rating, and provider and family satisfaction</td>
<td>Cost savings and increased availability of services from specialists; parents’ comfort with technical skills was high; provider’s ratings of comfort with the telehealth experience were high; parents were satisfied with each visit modality; most providers (79%) were satisfied with the telehealth experience; and telehealth removed time and travel barriers and increased availability of qualified personnel</td>
</tr>
<tr>
<td>Crotty et al, 2014</td>
<td>Up to 8 weeks</td>
<td>Coaching model, feedback and homework for the patient, SLT, OT, PT, and medical reviews</td>
<td>Participants’ satisfaction, goal attainment, number of home visits, service time, travel time; cognitive impairment, mood, quality of life, and functional level and perceived ease of technology use</td>
<td>Participants achieved 75% of the goals; high levels of satisfaction; a 50% reduction in home visits by staff; speech therapists doubled occasions of services and direct patient contact time but halved their travel time; patients achieved &gt;50% of their goals; most patients achieved their anticipated or better outcome; telehealth was acceptable and perceived positively by older people; and in approximately 2/3 cases, clinicians were equally satisfied with telehealth compared with F2F sessions</td>
</tr>
<tr>
<td>Levy et al, 2015</td>
<td>On average 99 days</td>
<td>PT</td>
<td>Functional level, quality of life, and satisfaction</td>
<td>Significant improvement in most outcome measures; 96% of patients were satisfied with the telehealth experience; and avoided travel miles, driving time, and travel reimbursement</td>
</tr>
<tr>
<td>Langkamp et al, 2015</td>
<td>1 year</td>
<td>Connection to primary doctor</td>
<td>Parents’ satisfaction, school staff’s satisfaction and comfort with the program, and participating providers’ experience with the program</td>
<td>Most parents had a high level of satisfaction with the program; parents were satisfied with the care their child received; school staff noticed benefits of telehealth; and participating providers agreed to continue the participation</td>
</tr>
<tr>
<td>Sangelaji et al, 2017</td>
<td>24 weeks</td>
<td>12 weeks Web-based physiotherapy followed by 12 weeks behavioral change intervention</td>
<td>Participants’ feedback, physical activity, body function and composition; quality of life, fatigue, and mental status</td>
<td>Intervention was not effective for the participants; accepted telehealth practice; overall dissatisfaction with using the activity monitors; and both positive and negative aspects of website use</td>
</tr>
</tbody>
</table>
In most of these studies, the telehealth technology was VC for synchronized intervention, in which all parties (patients, caregivers, local care providers, and the remote care team) could interact in real time. This is desired in most cases. In some circumstances, asynchronous telehealth may be superior to synchronized communication or traditional in-office visits [48], as children with DD may not cooperate when a doctor is observing. In a store-and-forward mode, children may not have the stress, and they are more likely to cooperate when having a medical exam done by a school staff they know.

Comparison With Previous Studies

There have been some other systematic reviews of telehealth or telerehabilitation in general, but these typically only focused on a specific disease, a specific age group, a specific type of outcome, or a specific geographical area [34,51]. Our systematic review covered studies performed all over the world and with all types of disabilities and disability-causes diseases. Our study included both synchronous and asynchronous interventions with all ages. The results of our systematic review and narrative analysis are consistent with those of other reviews [34].

In 2000, a systematic review of studies of patient satisfaction with telehealth reported findings in 32 studies conducted worldwide and published between 1966 and 1998 [52]. It pointed out that although all studies reported a good level of patient satisfaction, qualitative analyses determined methodological problems with all the published work, such as low sample sizes and problematic study design, which limited the generalizability of the findings in those studies [52].

In 2003, a keyword search (“telehealth, telemedicine, or telerehabilitation”) in the literature returned mostly pilot studies, case studies, and feasibility studies [53]. The situation was not significantly improved in 2007 as many of the identified studies still had limitations in study design, small sample size, and no comparison with face-to-face intervention [54].

Our systematic review covered studies published between 2003 and 2018. Comparing our results with those of the previous studies, we can see that the research studies in telehealth have not significantly improved in the past two decades. The studies reviewed in this project still suffered from the same issues: small sample size and lack of comparison with face-to-face intervention.

Some people believe that the small sample size in telehealth studies is related to the availability of technology or familiarity.
with the ICT used in telehealth [55,56]. The wide adoption of
the internet and smart mobile devices in recent years indicate
that the availability of technology is not an issue anymore. A
few studies included in this review evaluated participants’
familiarity with technology and its impact on the outcomes of
the intervention [45,46]. The general conclusion was that older
people were less familiar with technology [57] but that age and
previous experience with ICT were not barriers to digital
intervention via telehealth if technology training was provided
before the intervention. However, it is possible that familiarity
with technology might impact study participant recruitment
[46].

Limitations
This systematic review contains several limitations. The
keyword search did not use a controlled vocabulary (eg, Medical
Subject Headings). The inclusion criterion may have excluded
studies that describe digital telehealth intervention for people
with disabilities in underserved areas but do not contain the
exact keywords we used. Moreover, only studies with full text
written in English were included in the sample, which excluded
articles in non-English journals. In addition, only peer-reviewed
studies published in scholarly journals and conference
proceedings were included in this study; therefore, articles
published in gray literature were excluded.

Several concerns regarding the selected studies and outcomes
limited the overall findings of this study. The included studies
had highly heterogeneous designs and used various methods to
measure the outcomes of digital interventions. Therefore, it was
not feasible to conduct meta-analysis or explore the impact of
these studies as a group. In addition, some studies did not
include clear descriptions of the recruitment process. The studies
included were at risk of selection bias, and on the individual
study level, there was a lack of information about potential
confounding factors such as age, gender, and educational level,
which possibly could have affected self-assessed outcome.

We acknowledge that the number of included studies is small,
reflecting the current state of published literature relating to
digital telehealth intervention for people with disabilities in
underserved areas. This review may serve as a checkpoint for
the development of more, larger-scale, and higher-quality digital
telehealth intervention studies for people with disabilities in
underserved areas by researchers in the future. The findings
from this study itself are limited by the small number of studies
that met the inclusion criteria and the small sample sizes
involved in each study. Therefore, although the obtained results
were mainly positive, because of the small sample size, they
may be considered only proof of concept instead of solid and
generalizable conclusions.

This study did not include a regular telephone-based
intervention. This is one of the feasible approaches for providing
intervention to people in underserved areas. However, in many
cases, rehabilitation intervention requires demonstration of
proper procedure, and that is very difficult if not impossible via
a regular telephone conversation. Considering that many people
in the underserved areas, including people in developing
countries, have mobile phones instead of land phones and the
rate of ownership is still increasing, it is believed that many
people in underserved areas can have VC for telehealth-based
interventions, and therefore, we believe this decision would not
have led to missing any important studies.

There are several ongoing studies in this field as well as study
protocols with larger sample size [58-60]. These may generate
better and more convincing results in the near future.
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Abstract

Background: Active participant monitoring of adverse events following immunization (AEFI) is a recent development to improve the speed and transparency of vaccine safety postmarketing. Vaxtracker, an online tool used to monitor vaccine safety, has successfully demonstrated its usefulness in postmarketing surveillance of newly introduced childhood vaccines. However, its use in older participants, or for monitoring patients participating in large clinical trials, has not been evaluated.

Objective: The objective of this study was to monitor AEFIs in older participants enrolled in the Australian Study for the Prevention through the Immunisation of Cardiovascular Events (AUSPICE) trial, and to evaluate the usefulness and effectiveness of Vaxtracker in this research setting.

Methods: AUSPICE is a multicenter, randomized, placebo-controlled, double-blinded trial in which participants aged 55 to 61 years were given either the pneumococcal polysaccharide vaccine (23vPPV) or 0.9% saline placebo. Vaxtracker was used to monitor AEFIs in participants in either treatment arm through the administration of two online questionnaires. A link to each questionnaire was sent to participants via email or short message service (SMS) text message 7 and 28 days following vaccination. Data were collated and analyzed in near-real time to identify any possible safety signals indicating problems with the vaccine or placebo.

Results: All 4725 AUSPICE participants were enrolled in Vaxtracker. Participant response rates for the first and final survey were 96.47% (n=4558) and 96.65% (n=4525), respectively. The online survey was completed by 90.23% (4083/4525) of Vaxtracker participants within 3 days of receiving the link. AEFIs were reported by 34.40% (805/2340) of 23vPPV recipients and 10.29% (240/2332) of placebo recipients in the 7 days following vaccination. Dominant symptoms for vaccine and placebo recipients were pain at the injection site (587/2340, 25.09%) and fatigue (103/2332, 4.42%), respectively. Females were more likely to report symptoms following vaccination with 23vPPV compared with males (433/1138, 38.05% versus 372/1202, 30.95%; P<.001).

Conclusions: Vaxtracker is an effective tool for monitoring AEFIs in the 55 to 61 years age group. Participant response rates were high for both surveys, in both treatment arms and for each method of sending the survey. This study indicates that administration of 23vPPV was well-tolerated in this cohort. Vaxtracker has successfully demonstrated its application in the monitoring of adverse events in near-real time following vaccination in people participating in a national clinical trial.

Trial Registration: Australian New Zealand Trial Registry Number (ACTRN) 12615000536561; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=368506

(J Med Internet Res 2019;21(10):e14791) doi:10.2196/14791
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Introduction
Active participant-centered monitoring of adverse events following immunization (AEFI) is a recent development to improve the speed and transparency of vaccine safety postmarketing [1]. An online vaccine safety monitoring tool called Vaxtracker has demonstrated its effectiveness in active postmarketing surveillance of AEFIs in children vaccinated with the seasonal influenza vaccine [2,3]. Parents or carers of recently vaccinated children who agreed to participate were sent an email and/or SMS (short message service) text messaging with an embedded hyperlink. On responding to the link, the recipient of the message was directed to a simple, individualized online questionnaire, which could be completed via mobile phone or computer. The time between vaccination and message receipt was based on the vaccine type (live versus inactivated vaccines) and known onset time of possible symptoms associated with the vaccine. Completion of the online survey allowed for timely collation, analysis, and reporting of AEFI data, as well as detecting signals indicating possible safety concerns associated with a vaccine [2].

Vaxtracker was used to monitor AEFIs in study participants enrolled in the Australian Study for the Prevention through Immunisation of Cardiovascular Events (AUSPICE). The primary objective of AUSPICE is to determine whether the pneumococcal polysaccharide vaccine (23vPPV) is protective against cardiovascular events (fatal and nonfatal acute coronary syndrome and ischemic strokes) [4]. Participants aged 55 to 60 years at the time of recruitment with no history of cardiac or stroke events but who reported risk factors for a future cardiovascular event (ie, obesity, hypertension, or hypercholesterolemia) were recruited. Participants were randomly allocated in a double-blind trial design to either the active (23vPPV) or control (0.9% saline) treatment arms. AUSPICE participants are being followed over 6 years to determine the incidence of cardiovascular events and to compare antibody titers in response to the vaccine.

Vaxtracker has demonstrated success in safety surveillance of newly introduced childhood vaccines, including utilization and acceptance by the parents or carers of young children [2,3,5], but it has not been widely used by older populations. AUSPICE provided the opportunity to test Vaxtracker’s functionality in an older cohort of Australians, aged 55 to 60 years, participating in a large clinical trial. In Australia, 23vPPV is routinely given to the 55 to 60 year age group; therefore, postlicensure safety assessments for this age group are limited, with a single study reporting injection site reactions being more common in a younger cohort (50-64 year age group) than in the usually targeted age group those aged 65 years and older [6]. Thus, monitoring the participants for adverse events following vaccination with either 23vPPV or placebo was crucial to ensure the safety of participants in AUSPICE.

There are two aims to our study: (1) to identify adverse events following vaccination with either 23vPPV or saline placebo in older persons participating in a large national clinical trial, and (2) to evaluate the usefulness and effectiveness of Vaxtracker in this research setting.

Methods
Study Design
The study design for AUSPICE was a multicenter, randomized, placebo-controlled, and double-blinded clinical trial. Randomization was stratified by sex and center in a 1:1 ratio for 23vPPV and 0.9% saline placebo [4]. Letters inviting people to participate in AUSPICE were sent to a random selection of residents aged 55 to 60 years who resided within a 25 km radius of one of six study sites in Australia by Medicare, Australia’s national health insurance provider [4]. To manage recruitment, enrollment, and vaccination of eligible participants, the mail-out of letters inviting people to participate was staggered over the first 22 months of the study period, commencing February 2016. Interested participants completed an online or paper-based screening questionnaire based on study inclusion and exclusion criteria. On receipt of the completed questionnaire by the research team, participants were invited to attend their closest study clinic where their demographics, self-reported medical history, and medication information were collected, and study eligibility verified. Potential study participants were asked whether they had a previous history of pneumococcal vaccination; if so, they were excluded from the study [4].

On confirmation of eligibility, participants were allocated to one of two treatment arms via a Web-based randomization system. The active vaccine or placebo was administered intramuscularly in the deltoid region by a registered immunization nurse. Syringes for both the vaccine and placebo were similar in appearance to ensure blinding of participants [4].

Vaxtracker
Vaxtracker was used to monitor AUSPICE participants for the occurrence of possible adverse events following vaccination with either 23vPPV or 0.9% saline solution. At the time of
vaccine or placebo administration, participants were provided with information on the Vaxtracker component of AUSPICE and were encouraged to report the occurrence of immediate severe adverse events to the study site staff and to complete the Vaxtracker surveys once received. Staff emphasized the importance of completing the survey even when no symptoms were experienced following vaccination. Following double-blinded allocation and administration of the vaccine or placebo, basic demographic information, contact telephone number and email address, and vaccination details of study participants were transferred automatically from the AUSPICE database into Vaxtracker.

Seven days after vaccination, all participants enrolled in Vaxtracker were sent an email and/or SMS text message containing an embedded link that directed them to an individualized Vaxtracker survey (first survey). Seven days was used to identify known serious but rare AEFIs following vaccination with 23vPPV, including severe cellulitis and anaphylaxis, in a timely manner without compromising recall by participants [8]. This online survey requested participants to confirm their demographic details, note any chronic medical conditions, other vaccines received in the 7 days before or following the study vaccination, and to note if any symptoms were experienced in the 7 days following vaccination. If a person noted “yes” to this question, they were asked whether they had experienced any of the following 13 symptoms: redness at injection site, moderate swelling at the injections site, major swelling at the injection site (elbow joint to shoulder joint), pain at injection site, limitation of arm movement, fever, fatigue, headache, chills, rash, generalized muscle pain, generalized joint pain, or other symptoms (free text response). Noting “yes” to a symptom prompted additional symptom-specific questions, including size of swelling or redness, severity assessment of pain, extent of arm movement limitation, fever temperature, or whether the joint or muscle pain was new or aggravated. Participants were also asked whether they sought medical advice regarding the symptom selected.

Vaxtracker participants who had responded to the first survey were sent a final survey either 28 days following vaccination or immediately after submission of the first survey if the first survey was completed more than 28 days following vaccination. The final survey, again sent by either email and/or SMS text message, was designed to identify severe health events in the month following vaccination with either the active or placebo vaccine. This questionnaire asked participants whether they had been hospitalized in the previous 4 weeks and, if so, requested the admission date, diagnosis, and a preferred contact number so they could be interviewed further by study staff. All participants responding to the final survey were asked to note any other comments. We again used 28 days to identify severe but rare adverse events following vaccination with 23vPPV [6,8,10].

Participants who had not completed a survey (nonresponders) were sent two messages 3 and 6 days after the initial survey dispatch through Vaxtracker’s automated reminder program. If no response was received within 3 days of the second reminder, study site staff attempted to contact the nonrespondents by telephone.

It was recognized that a small proportion of the study population might not have access to a mobile phone or email address. Telephone interviews were conducted by study staff for Vaxtracker participants providing a landline phone number, using the same questionnaire. Interviewers were blinded to the vaccine status of the participants.

Questionnaire Design

Symptoms used for the Vaxtracker questionnaire and time periods for message dispatch were identified through a literature review of possible adverse events following vaccination with 23vPPV [6,9-11]. The Vaxtracker surveys were designed to ensure easy navigation using a computer mouse, stylus, or finger, to cater for people using either a desktop or laptop computer, tablet, or mobile phone (Figures 1 and 2). A combination of drop-down fields, radio buttons, calendar control fields, and minimal free text fields were used to improve data quality.
Figure 1. Screenshot of the main Vaxtracker survey accessed from an email via a desktop computer.

**AUSPICE Vaccination Survey**

Welcome to the Final AUSPICE Vaxtracker Survey.

Please complete the questions below for yourself and press the button at the bottom to submit the survey.

### Demographic Information

- **What is your gender?**
  - Female

- **What is your date of birth?**
  - 01/01/1963 (as dd/mm/yy)

- **What is your postcode of residence?**
  - 0000

- **You are 56 years old**

- **Do you identify as Aboriginal or Torres Strait Islander?**
  - Torres Strait Islander

- **Do you have a chronic medical condition?**
  - Yes

### Symptoms

- **In the 7 days since vaccination, did you experience any kind of symptoms?**
  - Yes

### Redness at Injection Site?

- **Yes**

### Diameter:

- **10 cm (4 inches) or less**
- **Greater than 10 cm**

- **What date did this symptom begin?**
  - [Date Input Field]

- **Have you fully recovered from this symptom?**

### Moderate Swelling at Injection Site?

### Major Swelling from Elbow Joint to Shoulder Joint?
Severe Adverse Event Reporting and Follow-Up

AUSPICE brochures, the study’s nurse immunizers, and the Vaxtracker emails, SMS text messages, and questionnaires encouraged participants concerned about the severity of their symptoms following vaccination to seek medical advice immediately. In this instance, participants were requested to provide information about their participation in AUSPICE and possible vaccination with 23vPPV.

When a patient reported a serious symptom or medical event (extensive limb swelling, visit to an emergency department or hospital, or other serious events) via the online questionnaire, an automated serious symptom alert was forwarded to the Vaxtracker team and study staff at the center where the patient had received their vaccination. These participants were then contacted by telephone by study staff and interviewed to confirm the serious symptom, the outcome of the visit, and to provide additional counseling and information as required.

**Figure 2.** Screenshot of main Vaxtracker Survey viewed from a mobile phone.
Signal Detection
To identify possible safety signals associated with 23vPPV used for AUSPICE, we compared individual reaction rates with data reported by Jackson et al [10] comparing the safety of the 13-valent pneumococcal conjugate vaccine to the 23vPPV in pneumococcal vaccine-naïve adults. Although the age of our cohort was younger (55-60 years compared with 60-64 years) and the time period for symptom review was shorter (7 days compared with 14 days), these data were considered useful for the purposes of signal identification.

Incorrect Contact Detail Monitoring
Email and SMS text message dispatch records were monitored weekly to identify incorrect email addresses. A dedicated Vaxtracker mailbox was used to receive “bounced” emails. Recipients of the messages were asked to respond to the Vaxtracker site if the message was received erroneously. If an error in an email address or mobile phone number was identified, survey completion logs were reviewed to check whether the survey had been completed through the alternate link, and the participant was contacted to correct the error. If the surveys had not been completed, study staff were asked to confirm contact details for participants, and if no error was identified, to contact the AUSPICE participant directly using alternative contact details (ie, home or work landline number).

Vaxtracker Platform
The AUSPICE Vaxtracker Web-based application is built on the ASP.NET MVC framework and related Microsoft platforms [12]. It used the Application Programming Interface (API) functionality of the app, allowing for secure transfer of AUSPICE participant information to the Vaxtracker database. A unique identifier enabling the linking of AUSPICE participants to Vaxtracker was generated, ensuring that duplicates would not be inadvertently created via a system or communications error. For each enrollment request, Vaxtracker returned its own unique identifier for the new participant back to AUSPICE, permitting full two-way cross-linkage between the datasets of the two systems.

Analyses
Descriptive analyses and statistical calculations were conducted in Excel 2010 (Microsoft Corporation, Redmond, WA, USA) and Stata 15 (StataCorp LP, College Station, TX, USA). Differences in proportions were compared using chi-square tests. A .05 level of significance was used for all analyses.

Ethics and Funding
The University of Newcastle (H-2014-0064) and Hunter New England Human Research Ethics Committees (15/08/19/3.01) were the lead ethics committees for the AUSPICE trial, including approval for the monitoring of adverse events using Vaxtracker. Further ethics approvals or registration occurred with each of the local HRECs for all AUSPICE study centers. AUSPICE was funded by the National Health and Medical Research Council of Australia.

Results
We enrolled all 4725 AUSPICE participants in the Vaxtracker component of the study. The period for study enrollment was from February 2016 to December 2017. The median age of participants in Vaxtracker was 58.1 years (range 55-61 years) with males representing 51.47% (2432/4725) of the cohort. A small number (n=38) of participants older than 60 years were recruited into the study because their birthday fell within the period between study registration and vaccination. There were slightly more participants randomized to the treatment arm of the trial than the placebo arm (2368/4725, 50.12% versus 2357/4725, 49.88%).

The overall response rates (both participant-completed and study site-completed surveys) to the first and final Vaxtracker surveys were 99.10% (4682/4725) and 99.27% (4648/4648), respectively. The participant completion rate for both surveys was 96.47% (4558/4725) and 96.65% (4525/4682). There were no statistically significant differences in participant response rate by treatment arm for the first survey (vaccine: 2290/2368, 97.71%; placebo: 2268/2357, 96.22%; P=.37) or final survey (vaccine: 2268/2346, 96.68%; placebo: 2257/2336, 96.62%; P=.91). When reviewing response rate by gender, females were more likely to respond to the first survey compared with males; however, this difference was not statistically significant (Table 1).

The times from link dispatch (via email or SMS text message) to survey submission were calculated for participant-completed questionnaires. The median time from dispatch to main survey submission was 4 hours (range 0.05 hours-47 days), with 90% (4103/4558) of surveys completed within 71 hours of the link being sent. For the final survey, the median time between dispatch and submission was 5 hours (range 0.03 hours-74 days) with 90% (4072/4525) of surveys completed within 72 hours of dispatch.

Although the majority of participants provided both an email address and mobile number, when comparing the method by which the link was sent (via email or via SMS text message), AUSPICE Vaxtracker participants were more likely to respond via a link sent by email for both surveys and when stratifying by gender (P<.001). Males were more likely to respond via link sent by email for the final survey compared with females (1525/2323, 66.65% versus 1368/2207, 61.98%; P=.01). Males were also more likely to respond from a desktop or laptop computer for both surveys compared with females, whereas females preferred to respond via their mobile device for both surveys (Table 1).

https://www.jmir.org/2019/10/e14791
Table 1. Response rates to the AUSPICE Vaxtracker first (N=4725) and final survey (N=4682).

<table>
<thead>
<tr>
<th>Survey attributes by survey type</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First survey</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people enrolled</td>
<td>2432 (51.47)</td>
<td>2293 (48.53)</td>
<td>__a</td>
</tr>
<tr>
<td>Overall response rate</td>
<td>2403 (98.81)</td>
<td>2279 (99.39)</td>
<td>.04</td>
</tr>
<tr>
<td>Response rate by participants</td>
<td>2330 (95.81)</td>
<td>2228 (97.17)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Response rate via link type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email link</td>
<td>1440 (61.38)</td>
<td>1333 (60.15)</td>
<td>.40</td>
</tr>
<tr>
<td>SMS text message link</td>
<td>890 (38.54)</td>
<td>895 (40.77)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>By device type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile device (mobile phone/tablet)</td>
<td>1151 (47.29)</td>
<td>1337 (58.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Computer (desktop/laptop)</td>
<td>1179 (48.48)</td>
<td>891 (38.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Final survey</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people eligible for final survey</td>
<td>2403 (51.32)</td>
<td>2279 (48.68)</td>
<td>__a</td>
</tr>
<tr>
<td>Overall response rate</td>
<td>2387 (99.33)</td>
<td>2261 (99.21)</td>
<td>.63</td>
</tr>
<tr>
<td>Response rate by participants</td>
<td>2313 (96.25)</td>
<td>2212 (97.06)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Response via link type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email link</td>
<td>1525 (66.65)</td>
<td>1368 (61.98)</td>
<td>.01</td>
</tr>
<tr>
<td>SMS text message link</td>
<td>788 (34.44)</td>
<td>844 (38.66)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>By device type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile device (mobile phone/tablet)</td>
<td>1104 (45.94)</td>
<td>1369 (60.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Computer (desktop/laptop)</td>
<td>1209 (50.31)</td>
<td>843 (33.99)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aNot applicable.
bSMS: short message service.
cOnly participants completing the first survey, online or via a study site staff member, received the second survey.

Adverse events following immunization were reported by 34.40% (805/2340) of 23vPPV recipients in the 7 days following vaccination (Table 2). Symptoms most often reported by vaccine recipients were pain at injection site (587/2340, 25.09%), limited arm movement (224/2340, 9.57%), and generalized muscle pain (217/2340, 9.27%). In total, 240 of 2332 (10.29%) placebo recipients reported symptoms following vaccination; fatigue and headaches were the dominant symptoms reported (103/2332, 4.42%; 98/2234, 4.20%, respectively). When reviewing participants reporting symptoms by vaccine, a higher proportion of placebo recipients sought medical advice in the 7 days following vaccination compared with 23vPPV recipients (18/240, 7.5% versus 15/805, 1.9%, $P=0.001$). One patient reported visiting an emergency department in the 7 days following vaccination with the placebo for an unrelated reason.
When comparing AEFI rates, females were more likely to report any type of reaction for both the vaccine and placebo when compared to males (vaccine: 433/1138, 38.05% versus 372/1202, 30.95%; \( P < .001 \); placebo: 141/1139, 12.38% versus 99/1193, 8.30%; \( P = .001 \)) in the 7 days following vaccination. When stratifying reaction rates into broad reaction types for vaccine recipients (any local symptoms, any systemic symptoms), the difference in symptom rates between gender still applied (Table 3). Similarly, females receiving the placebo were more likely to report any symptoms (141/1139, 12.38% versus 99/1193, 8.30%; \( P = .001 \)) and any systemic symptoms (105/1139, 9.22% versus 75/1193, 6.29%; \( P = .008 \)) compared with males; however, this difference was not statistically significant for the reporting of any local symptoms. When reviewing individual symptom rates, females were more likely to report most individual symptoms following vaccination compared with males (Table 3) for both the placebo and the vaccine. Females were also more likely to report extensive arm swelling from elbow to shoulder joint (10/1138, 0.88% versus 3/125, 0.25%; \( P = .04 \)) after vaccination with 23vPPV compared with males (Table 3), although none of the patients reporting this symptom sought medical advice in the 7 days following vaccination. Males were more likely to report the symptom of fever (not measured) for both the vaccine and the placebo; however, this difference was not significant.

Vaccine recipients were more likely to report an AEFI during an interview by a study site member compared with those who completed a survey online (26/123, 47.3% versus 779/4559, 34.09%; \( P = .04 \)). The overall AEFI rates for placebo recipients were slightly higher for those who were interviewed by study site staff; however, this difference was not statistically significant. When stratifying AEFI rates by gender and method of completion (interviewed by study site versus completed survey online), male vaccine recipients who were interviewed by study site staff were more likely to report an AEFI compared with females and compared with both male and female placebo recipients (Table 4).

---

Table 2. Symptom profiles for participants receiving 23vPPV and placebo in the seven days following vaccination

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>23vPPV (N=2340), n (%)</th>
<th>Saline placebo (N=2332), n (%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any symptom</td>
<td>805 (34.40)</td>
<td>240 (10.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Any local symptoms</td>
<td>660 (28.21)</td>
<td>59 (2.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Redness at injection site</td>
<td>146 (6.24)</td>
<td>12 (0.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Swelling at injection site</td>
<td>207 (8.85)</td>
<td>12 (0.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pain at injection site</td>
<td>587 (25.09)</td>
<td>49 (2.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Limited arm movement</td>
<td>224 (9.57)</td>
<td>11 (0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Any systemic symptom</td>
<td>438 (18.72)</td>
<td>180 (7.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fever (reported)</td>
<td>81 (3.46)</td>
<td>54 (2.32)</td>
<td>.02</td>
</tr>
<tr>
<td>Fatigue</td>
<td>199 (8.50)</td>
<td>103 (4.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Headache</td>
<td>172 (7.35)</td>
<td>98 (4.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chills</td>
<td>56 (2.39)</td>
<td>30 (1.29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rash</td>
<td>31 (1.32)</td>
<td>3 (0.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extensive arm swelling(^a)</td>
<td>13 (0.55)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generalized muscle pain</td>
<td>217 (9.27)</td>
<td>64 (2.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generalized joint pain</td>
<td>50 (2.14)</td>
<td>32 (1.37)</td>
<td>.047</td>
</tr>
<tr>
<td>Medical advice sought (symptomatic patients)(^b)</td>
<td>15 (1.9)</td>
<td>18 (7.5)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Described as elbow joint to shoulder joint.
\(^b\)23vPPV: N=790, saline placebo: N=240.
Table 3. Symptom profiles for participants receiving 23vPPV and placebo in the seven days following vaccination by gender.

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>23vPPV (n=2340)</th>
<th>Saline placebo (n=2332)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male (n=1193), n (%)</td>
<td>Male (n=1202), n (%)</td>
<td>Female (n=1139), n (%)</td>
<td></td>
</tr>
<tr>
<td>Any symptom</td>
<td>433 (38.05)</td>
<td>141 (12.38)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Any local symptoms</td>
<td>363 (31.90)</td>
<td>36 (3.16)</td>
<td>.06</td>
</tr>
<tr>
<td>Redness at injection site</td>
<td>89 (7.82)</td>
<td>10 (0.88)</td>
<td>.02</td>
</tr>
<tr>
<td>Swelling at injection site</td>
<td>120 (10.54)</td>
<td>10 (0.88)</td>
<td>.02</td>
</tr>
<tr>
<td>Pain at injection site</td>
<td>321 (28.21)</td>
<td>28 (2.46)</td>
<td>.24</td>
</tr>
<tr>
<td>Limited arm movement</td>
<td>157 (13.80)</td>
<td>8 (0.70)</td>
<td>.11</td>
</tr>
<tr>
<td>Any systemic symptom</td>
<td>236 (20.74)</td>
<td>105 (9.22)</td>
<td>.008</td>
</tr>
<tr>
<td>Fatigue</td>
<td>109 (9.58)</td>
<td>64 (5.62)</td>
<td>.01</td>
</tr>
<tr>
<td>Headache</td>
<td>97 (8.52)</td>
<td>63 (5.35)</td>
<td>.002</td>
</tr>
<tr>
<td>Chills</td>
<td>30 (2.64)</td>
<td>18 (1.58)</td>
<td>.22</td>
</tr>
<tr>
<td>Rash</td>
<td>23 (2.02)</td>
<td>1 (0.90)</td>
<td>.59</td>
</tr>
<tr>
<td>Extensive arm swelling</td>
<td>10 (0.88)</td>
<td>0 (0.00)</td>
<td>.001</td>
</tr>
<tr>
<td>Generalized muscle pain</td>
<td>114 (10.02)</td>
<td>48 (4.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generalized joint pain</td>
<td>29 (2.55)</td>
<td>21 (1.84)</td>
<td>.005</td>
</tr>
</tbody>
</table>

aDescribed as elbow joint to shoulder joint.

Table 4. Reported symptoms following immunization by method of survey completion (participant or study site staff member) and gender.

<table>
<thead>
<tr>
<th>Method, vaccine type, and gender</th>
<th>Participant-completed surveys (n=4549)</th>
<th>Study site-completed surveys (n=123)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall AEFI rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23vPPV recipients</td>
<td>779 (34.09)</td>
<td>26 (47.27)</td>
<td>.04</td>
</tr>
<tr>
<td>Saline recipients</td>
<td>232 (10.25)</td>
<td>8 (11.76)</td>
<td>.69</td>
</tr>
<tr>
<td>AEFI rate by gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23vPPV recipients</td>
<td>424 (37.89)</td>
<td>9 (47.37)</td>
<td>.40</td>
</tr>
<tr>
<td>Saline recipients</td>
<td>136 (12.3)</td>
<td>5 (15.6)</td>
<td>.57</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23vPPV recipients</td>
<td>355 (30.45)</td>
<td>17 (47.22)</td>
<td>.03</td>
</tr>
<tr>
<td>Saline recipients</td>
<td>96 (8.3)</td>
<td>3 (8.3)</td>
<td>.99</td>
</tr>
</tbody>
</table>

cAEFI: adverse events following immunization.

Discussion

Vaxtracker proved useful for monitoring adverse events in an older cohort participating in a randomized controlled trial of vaccines, with high participation rates for all study sites, age groups, and genders using both mobile devices and/or stand-alone computers. Over 90% of AUSPICE Vaxtracker participants completed both surveys within three days of receipt of the survey link, with a median time of 4 hours (0.05 hours-54 days) and 5 hours (0.03 hours-74 days) from receipt of survey link for the main and final surveys, respectively, demonstrating Vaxtracker’s potential for rapidly detecting adverse events in close to “real time.”

Overall, 23vPPV was well-tolerated in study participants enrolled in AUSPICE, with individual reaction rates lower than those reported by Jackson et al [10], noting the differences in reporting timeframes (7 days compared with 14 days postvaccination) and the age of the cohort. Interestingly, our
study identified a statistically significant difference in overall AEFI rates in patients who were interviewed by study site staff members when compared with participants completing their own surveys online. Stratifying by gender, this statistically significant difference was identified only in men who were interviewed by study site staff. Median survey completion times (from vaccination date to survey completion) was 7 days for responding participants and 19 days for participants interviewed by study site (noting that nonresponders were proactively followed up by study sites after two reminder messages, or 16 days after vaccination). Although this difference warrants consideration when comparing methods of survey completion and AEFI rates, the small number of participants interviewed (N=123) and apparent recall bias as a result of delays in survey submission should not be discounted. Despite these differences, Vaxtracker provides reassuring safety data should the AUSPICE study confirm the protective benefits of earlier pneumococcal vaccination to reduce cardiovascular events.

A finding from our study was that females were consistently more likely than males to report an AEFI following vaccination with 23vPPV based on individual symptoms (redness, swelling, or pain at the injection site; extensive arm swelling from joint to joint; limited arm movement; headache and rash) and broad symptom type (any reaction, any local reaction, and any systemic reaction). Higher AEFI rates in females have been reported previously, with heightened reactogenicity to vaccination likely due to biological (heightened immune response), social, and behavioral factors [13-15]. Sex differentials for patient outcome reporting and active vaccine safety surveillance require further investigation.

When reviewing the preferred method of response to the Vaxtracker surveys, our study identified that females in the age group of 55 to 61 years were slightly more likely to respond to an online questionnaire via a mobile device (mobile phone, tablet) compared with males. The preference of responding to a questionnaire link by computer may relate to the nature of employment or employment status; however, this cannot be confirmed because occupation and employment status were not collected in this study. The gender preference for a device type (computer versus mobile device) is an important finding from this study because it indicates that, for optimal response rates, online surveys should be sent to both email and SMS text message services, with questionnaires designed for both device types.

As expected, there were statistically significant differences in individual symptom reaction rates between the vaccine and placebo groups. By monitoring “adverse events following vaccination” in the blinded saline placebo arm, background symptom levels could be assessed and a true difference with the vaccine arm occurring in the community for this age group during the surveillance period could be determined. Background levels of symptoms occurring in the community need to be considered when interpreting postlicensure AEFI surveillance data.

A limitation of this study is that a formal cost evaluation of AUSPICE Vaxtracker has not yet been conducted. Descriptive analysis of the number of messages automatically dispatched to Vaxtracker participants was conducted, with approximately 17,200 emails and 16,900 SMS text messages to the 4725 people enrolled in Vaxtracker. In addition, 1350 emails noting serious symptom alerts were sent via email to AUSPICE and Vaxtracker staff. Study staff interviewed 247 participants when questionnaires had not been completed (due to no access to an email address or mobile phone, or those who had not responded to the questionnaire), and 82 participants when a serious symptom alert had been noted. These data suggest that Vaxtracker was an efficient method for monitoring AEFI in people participating in a large clinical trial. When considering the convenience of completing a survey by participants at a time suited to them, the usefulness of Vaxtracker in collecting timely AEFI data is obvious.

Postlicensure AEFI surveillance in near-real time is critical for monitoring the introduction of new vaccines into the community and providing assurance to people participating in research in which the additional benefits of a vaccine are being explored. For a participant-centered surveillance system to be successful in the detection of vaccine safety signals, the program needs to consider the target audience. Flexibility that caters for both mobile devices and stand-alone computer systems increases the system’s usability across age groups, as shown in this study. High response rates by older people participating in AUSPICE indicates a high level of acceptance of Vaxtracker and demonstrates the program’s effectiveness in monitoring vaccine safety in people aged 55 to 60 years. Finally, the use of automated email and SMS text message to send links to surveys provides a timely and convenient method of collecting data from people participating in large clinical trials.
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Abstract

Background: In rapidly changing fields such as the study of drug use, the need for accurate and timely data is paramount to properly inform policy and intervention decisions. Trends in drug use can change rapidly by month, and using study designs with flexible modules could present advantages. Timely data from online panels can inform proactive interventions against emerging trends, leading to a faster public response. However, threats to validity from using online panels must be addressed to create accurate estimates.

Objective: The objective of this study was to demonstrate a comprehensive methodological approach that optimizes a nonprobability, online opt-in sample to provide timely, accurate national estimates on prevalence of drug use.

Methods: The Survey of Non-Medical Use of Prescription Drugs Program from the Researched Abuse, Diversion and Addiction Related Surveillance (RADARS) System is an online, cross-sectional survey on drug use in the United States, and several best practices were implemented. To optimize final estimates, two best practices were investigated in detail: exclusion of respondents showing careless or improbable responding patterns and calibration of weights. The approach in this work was to cumulatively implement each method, which improved key estimates during the third quarter 2018 survey launch. Cutoffs for five exclusion criteria were tested. Using a series of benchmarks, average relative bias and changes in bias were calculated for 33 different weighting variable combinations.

Results: There were 148,274 invitations sent to panelists, with 40,021 who initiated the survey (26.99%). After eligibility assessment, 20.23% (29,998/148,274) of the completed questionnaires were available for analysis. A total of 0.52% (157/29,998) of respondents were excluded based on careless or improbable responses; however, these exclusions had larger impacts on lower volume drugs. Number of exclusions applied were negatively correlated to total dispensing volume by drug (Spearman ρ=−.88, P<.001). A weighting scheme including three demographic and two health characteristics reduced average relative bias by 31.2%. After weighting, estimates of drug use decreased, reflecting a weighted sample that had healthier benchmarks than the unweighted sample.

Conclusions: Our study illustrates a new approach to using nonprobability online panels to achieve national prevalence estimates for drug abuse. We were able to overcome challenges with using nonprobability internet samples, including misclassification due to improbable responses. Final drug use and health estimates demonstrated concurrent validity to national probability-based drug use and health surveys. Inclusion of multiple best practices cumulatively improved the estimates generated. This method can bridge the information gap when there is a need for prompt, accurate national data.

(J Med Internet Res 2019;21(10):e15830) doi:10.2196/15830
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nonprobability methods; general population survey; drug abuse; calibration weights

Introduction

Large governmental surveys, such as the National Survey on Drug Use and Health (NSDUH) in the United States, are used for nationwide drug use surveillance, offering researchers substantial statistical power for subgroup analyses, questionnaire consistency over decades, comprehensive and validated questionnaires, and probability-based geographic sampling for nationally representative estimates. However, these types of surveys cost millions of dollars a year to conduct, require training of field agents, and have a 2-year lag for data publication [1].

Trends in drug use can change rapidly by month, and using study designs with flexible modules could present advantages. Timely data can inform proactive interventions against emerging trends, leading to a faster public response. Large population surveys have used computer-assisted interviewing [2-4] with increased accuracy of self-reported socially stigmatized behaviors [5,6]. Internet-based questionnaires are an extension of computer-assisted interviewing, albeit with additional sampling and validity concerns, but van Gelder et al [7] have specifically suggested that illicit drug use may be a use case for internet-based questionnaires in epidemiology [7].

The use of online panels for public health research has grown in recent years [8-11]. Survey panels are groups of individuals who opt in to take surveys for modest compensation on a wide array of topics, maintained by commercial panel-access vendors. The sampling frame is theoretically suitable, since 90% of US adults use the internet [12]. Beyond efficient and rapid recruitment, panels offer superior anonymity and reductions in social desirability bias compared with in-person interviews [8,9].

However, threats to validity unique to internet surveys require removing careless or improbable responses [13], calibrating sample representativeness [14], preventing missing data [15], and addressing low response rates [16]. Crucially, representativeness of the sample to the target population requires methodological development since straightforward approaches, like poststratification demographic weighting, are insufficient [17].

This paper describes the development of a comprehensive methodology that addresses threats to validity of using survey panels for national drug use estimates. The approach encompasses mobile-friendly interface, skip logic [18], response randomization [19], careless/improbable response exclusions [13,20], and calibration weighting [21,22]. External validity was assessed compared with three probability-based national surveys. To our knowledge, this is the first use of online panel data incorporating multiple best practices to produce nationally valid estimates regarding drug use.

Methods

Survey Overview

The Researched Abuse, Diversion, and Addiction-Related Surveillance (RADARS) System comprises multiple data sources that characterize and monitor drug use [23]. The goal of the Survey of Non-Medical Use of Prescription Drugs (NMURx) Program described here is to provide accurate and timely estimates of prescription drug nonmedical use (NMU) and associated motivations and behaviors in the adult general US population. The NMURx Program employs a cross-sectional, opt-in online self-administered questionnaire drawn from a commercial survey panel. Respondents' personal information is kept confidential by the survey administrators; personally identifiable information is not collected on the questionnaire, and information held by the survey administrators is not available to the researchers. Following best practices for implementation of online questionnaires [19], three methodological practices are described: reduction of order effect bias by randomization of question order, exclusion criteria based on careless/improbable responses, and calibration weighting for generalizability.

Questionnaire Development

The main body of the questionnaire covered motivations and behaviors surrounding prescription drug use of four prescription drug classes (pain relievers, sedatives, stimulants, and cannabinoids), documenting lifetime and last 12-month NMU. NMU of prescription drugs was defined as use “in a way not directed by your health care provider.” Examples of the questionnaire questions can be found in Multimedia Appendix 1, Section A, followed by a list of drug classes and substances included in the questionnaire (Multimedia Appendix 1, Section B). Additional sections in the survey (some not included in this analysis) are: demographics, Drug Abuse Screening Test (DAST-10) measuring severity of problematic drug use [24], motivations and drug use behavior (eg, reasons for use, route of administration, source of acquisition), and health status (eg, substance use disorder treatment history, mental health disorders). Skip logic was used to minimize the number of questions a respondent was required to answer, with focus on preventing motivated underreporting [18]. Due to the large number of drugs included on the questionnaire and the follow-up questions on behaviors, motivated underreporting was of particular concern. The Checklist for Reporting Results of Internet E-Surveys (CHERRIES) is provided for further details on survey development and implementation (Multimedia Appendix 1, Section C).

Two strategies were used to reduce order effect bias. First, the order of drug classes was randomized, followed by order of substances within each drug class. Block randomization kept together similar substances (eg, all pain relievers), with the order consistently maintained throughout the survey sections. Second, respondents were forced to provide product-specific answers for last 12-month NMU of specific drug products that
had been endorsed at the class level. This was intended to improve internal validity and further reduce order effect bias [19].

**Participant Sampling**

The survey was open from September 28 through November 21, 2018. To be eligible for the survey, respondents must have been aged 18 years or older, and they must not have completed a NMURx Program survey in the same calendar year, excluding a small number of potential respondents who participated in pilot surveys. The panel company recruited panelists from the US population without specific consideration for the NMURx Program survey; selection into the panel was nonprobability-based and was a self-selected population of people who take surveys for compensation. The panel company employs evolving proprietary techniques to ensure panelists are providing reliable responses, with inactive or fraudulent accounts culled regularly. The panel company calculated each panelist’s expected response likelihood based on recent activity. These probabilities were used to select a random sample of panelists expected to yield 30,000 completed questionnaires. The email invitation did not include information about the survey topic to minimize selection bias; the topic was provided once a panelist opened the link during the consenting process.

To reduce the possibility of extreme analytical weights, 8-stratum sampling quotas were devised, proportionally based on the adult residential population from the American Community Survey (ACS) [25], stratified by male/female gender for four Census regions (Northeast, Midwest, South, and West). Based on pilot experience, each stratum was allowed a –25% and +10% range of acceptable number of surveys. Once all quotas reached their minimum and at least 30,000 questionnaires were completed, the survey link was closed. Survey respondents were compensated roughly US $1.

**Exclusion Criteria Assessment**

Due to programmable internal data consistency checks, an outstanding concern after survey administration was the identification of completed questionnaires exhibiting careless or improbable response patterns (eg, endorsing all drugs at biologically improbable frequency). Methods used to exclude responses were adapted [13,20] to generate exclusion criteria that were validated against other questionnaire elements.

Based on previous implementation experience and literature review of consumer product surveys, seven different metrics were investigated as possible exclusion criterion using multiple hurdles [13], and four were chosen based on performance: (1) consecutive positive use endorsements of up to 42 prescription drugs based on the LongString method [20], (2) alternating patterns of yes/no endorsement of prescription drugs based on the even-odd consistency method [20] with Pearson correlations no more negative than –0.6, (3) alternating patterns of illicitly manufactured drugs with Pearson correlations no more negative than –0.8 for fewer drugs, and (4) total number of specific products endorsed for NMU in last 12 months via modified outlier analysis (out of 298 possible, most respondents only endorsed a handful) [13]. Completion time of 8 introductory questions in less than 16 seconds [13] did not provide additional discriminatory value (data not shown).

Since no gold standard was available for validation of the critical lifetime and 12-month prevalence questions, three internal consistency metrics were developed. Derived from other survey sections, these metrics provided biologically plausible support for responses to NMU: (1) survey response time for lifetime prescription drug use was a proxy for completion speed; (2) Mahalanobis distances were calculated on lifetime prescription, nonprescription, and illicitly manufactured drug use responses, representing deviance compared to the entire sample [13]; and (3) proportion of contradictory answers was calculated. For example, respondents were asked the time frame in which they had first initiated NMU and when they most recently nonmedically used, and the skip logic of the questionnaire allows for contradictory answers. Cut points were identified based on established theories (described in Results), visual inspection, and correlation coefficients [26].

To evaluate internal consistency, cut points were evaluated against demographics, drug use behaviors, and overall drug endorsements. To evaluate external consistency for careless responses, we compared relative endorsements to national opioid dispensing data from the US-based Longitudinal Patient Databases (IQVIA Inc), a standard source that provides estimates of dosage units dispensed in retail pharmacies. Since low-volume drugs should result in fewer endorsements, we hypothesized that careless responses would be roughly proportional to dispensing (using Spearman correlation), and excluded responses would account for a larger proportion of low-volume drugs.

**Calibration Weighting for National Estimates**

A calibration weighting scheme was developed to generate national estimates for the adult population. The goal of the weighting scheme was to reduce the bias in estimates resulting from the self-selection of survey panelists by forcing the distribution of our sample to look similar to national estimates across demographics and health-related variables. Generalized raking using auxiliary information with incomplete stratification was selected as the method of calibration weighting [21,22] because raking has been shown to be equivalent or superior to propensity score methods or sample matching in reducing bias [27,28]. Briefly, this method matches the marginal distributions of each variable in the sample to the marginal distribution from the population by iteratively adjusting the base weights. The base weight ($w_b$) was calculated where $N$ is the adult population in 2017 (N=252,063,800) and $n$ is the sample size (Figure 1).
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The analytical weight was calculated using established procedures [29]. Maximum tolerance was 0.1 percentage points; convergence occurred at a tolerance of 0.1 weighted frequency. The national marginal values were obtained from two 2017 probability-based national surveys, ACS and National Health Interview Survey (NHIS) [2,25].

Eight potential weighting variables from ACS and NHIS were selected based on associations with three lifetime measures also appearing in our questionnaire: any illicit drug use, any prescription pain reliever NMU, and any prescription NMU. Three demographic variables (age, sex, Census region of residence) and two household characteristics (household income and number of people in the home) were derived from ACS. Three health-related characteristics (self-assessment of general health, limitations in daily activities, and smoking tobacco) came from NHIS. To match basic demographics of the adult population, the three demographic variables were included in every model. Raking was tested against all remaining combinations (33 possible schemes).

To evaluate the 33 possible schemes, 26 benchmark national estimates were compared between the NMURx Program and four national surveys: ACS, NHIS, NSDUH, and National Health and Nutrition Examination Survey [3,4]. The absolute value of the relative difference ($D_i$) for the $i$th benchmark between the NMURx Program estimate ($p_i$) and the national survey estimate ($\pi_i$) were calculated (Figure 2, equation 2). These were averaged across the 26 benchmark estimates (Figure 2, equation 3, where $b_n$ is the number of benchmarks).

\[
D_i = \frac{|\pi_i - p_i|}{\pi_i} \times 100 \tag{2}
\]

\[
D = \left( \frac{\sum_{i=1}^{b_n} |\pi_i - p_i|}{\pi_i} \right) / b_n \times 100 \tag{3}
\]

The average relative difference in estimates across the weighting schemes for health-related benchmark estimates (overnight stay in a hospital, pain reliever use, illicit drug use, and alcohol use) compared with nonhealth-related benchmarks (race/ethnicity, marital status, education, employment, and insurance status) was evaluated. Final analytical weights represented the number of adults that a survey respondent would represent in the United States, generating national prevalence estimates, with 95% confidence intervals using variance estimation through Taylor series linearization [30].

**Ethics Review**

The protocol and survey instrument were reviewed and approved by the Colorado Multiple Institutional Review Board; a certificate of exemption was granted on July 5, 2016.

**Results**

**Participant Recruitment**

There were 148,274 invitations sent to panelists, and 40,021 (26.99%) people initiated the survey. After eligibility assessment, 74.96% (29,998/40,021) of the completed questionnaires were available for analysis (Figure 3). After careless responses were removed, the final participation rate was 20.13% (29,841/148,274). Out of 910 3-digit zip codes in the United States, 883 zip codes had at least one respondent. An order effect was present, and the likelihood of endorsement for individual active pharmaceutical ingredients was associated with the position in which the item was presented in their questionnaire (Multimedia Appendix 1, Section D).
Evaluations of Exclusion Criteria

There were 157 respondents (0.52% of the sample) excluded based on careless or improbable responses (Multimedia Appendix 1, Section E). The final sample had a median completion time of 10 minutes, 40 seconds. For criterion 1, only 27 responses were identified, where over half of the 42 drug use questions were consecutively endorsed (Table 1). Consistent with recommendations [13], this cut point requires a respondent to endorse at least two separate drug classes in an unbroken string of “Yes” responses to be excluded. Criteria 2 and 3 for alternating responses resulted in 33 and 17 surveys being excluded, respectively. For criterion 4 on total drug endorsements, 91.01% (27,301/29,998) did not endorse any NMU in the last 12 months. Among those endorsing at least one product, median products endorsed was 3 (interquartile range 1 to 7) of 298 possible. Given the highly skewed distribution, visual inspection of Mahalanobis distance, question
completion time, and contradictory answers were used to select 35 products in the last 12 months endorsed as a conservative cut point (Multimedia Appendix 1, Section F), resulting in 96 responses excluded. There was very little overlap across multiple criteria. There were 6 respondents who were identified by both criterion 1 and criterion 4. A total of 10 respondents were identified by both criterion 2 and criterion 3. Table 1 demonstrates that groups of respondents excluded by each criterion also demonstrated other behaviors indicative of careless response. Excluded respondents answered questions more quickly. Excluded respondents had greater mean Mahalanobis distances, and the proportion of excluded respondents who provided at least one contradictory answer on the survey was very different from the proportion of included respondents who provided contradictory answers (67/157, 42.7%, and 224/29,841, 0.75%, respectively). Excluded respondents more frequently reported being male, younger, and Hispanic compared with respondents who were not excluded, although statistical tests of differences were not conducted.

While a small proportion of responses were excluded (157/29,998, 0.52%), these exclusions had a larger impact on unweighted endorsements of lower volume active pharmaceutical ingredients (Table 2). The relative percentage decrease in responses endorsing NMU of opioid ingredients was negatively correlated to dispensing volume (Spearman $\rho = -0.88$, $P < 0.001$), confirming our hypothesis that misclassification due to careless response would have a greater impact on low-volume products.

### Table 1. Respondent characteristics of excluded and included respondents.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Criterion 1 (n=27)</th>
<th>Criterion 2 (n=33)</th>
<th>Criterion 3 (n=17)</th>
<th>Criterion 4 (n=96)</th>
<th>All excluded respondents (n=157)</th>
<th>Included respondents (n=29,841)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>21 (77.78)</td>
<td>25 (75.76)</td>
<td>13 (76.47)</td>
<td>75 (78.13)</td>
<td>124 (78.98)</td>
<td>16,065 (53.84)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>34 (28, 37)</td>
<td>32 (28, 37)</td>
<td>35 (29, 43)</td>
<td>33 (28, 37)</td>
<td>33 (28, 37)</td>
<td>53 (35, 66)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino(a)</td>
<td>8 (29.63)</td>
<td>12 (36.36)</td>
<td>8 (47.06)</td>
<td>26 (27.08)</td>
<td>47 (29.94)</td>
<td>2271 (7.61)</td>
</tr>
<tr>
<td>White</td>
<td>19 (70.37)</td>
<td>26 (78.79)</td>
<td>13 (76.47)</td>
<td>72 (75.00)</td>
<td>116 (73.89)</td>
<td>24,946 (83.60)</td>
</tr>
<tr>
<td>African American</td>
<td>__d</td>
<td>5 (15.15)</td>
<td>__d</td>
<td>17 (17.71)</td>
<td>27 (17.20)</td>
<td>2838 (9.51)</td>
</tr>
<tr>
<td>Asian</td>
<td>__d</td>
<td>__d</td>
<td>__d</td>
<td>__d</td>
<td>6 (3.82)</td>
<td>1164 (3.90)</td>
</tr>
<tr>
<td>Other</td>
<td>__d</td>
<td>__d</td>
<td>__d</td>
<td>__d</td>
<td>10 (6.37)</td>
<td>1649 (5.53)</td>
</tr>
<tr>
<td>Total time spent on prescription drug use question (seconds), median (IQR)</td>
<td>106.06 (80.98, 172.65)</td>
<td>73.26 (66.16, 89.73)</td>
<td>82.48 (66.16, 98.60)</td>
<td>97.77 (77.05, 143.40)</td>
<td>93.99 (73.22, 127.81)</td>
<td>116.31 (89.66, 159.53)</td>
</tr>
<tr>
<td>Mahalanobis distance, mean (SD)</td>
<td>18.89 (3.67)</td>
<td>28.45 (2.35)</td>
<td>29.28 (3.15)</td>
<td>24.15 (4.76)</td>
<td>24.53 (5.05)</td>
<td>6.60 (4.75)</td>
</tr>
<tr>
<td>Contradictory answers, n (%)</td>
<td>8 (29.63)</td>
<td>15 (45.45)</td>
<td>4 (23.53)</td>
<td>46 (47.92)</td>
<td>67 (42.68)</td>
<td>224 (0.75)</td>
</tr>
</tbody>
</table>

aExcluded respondents identified as any one of the four criteria established for careless response: LongString prescription drug use endorsements (criterion 1), even-odd consistency for prescription drug use (criterion 2), illicit drug use (criterion 3), or total product endorsement (criterion 4).

bIQR: interquartile range.

cRespondents may select multiple races, so percentage may not sum to 100.

dCells with fewer than 5 respondents are suppressed for disclosure protections.
Table 2. Relative decrease in prescription drug nonmedical use endorsements after exclusions compared with drug availability.

<table>
<thead>
<tr>
<th>Active pharmaceutical ingredient</th>
<th>No exclusions applied (n)</th>
<th>All exclusions applied (n)</th>
<th>Relative decrease (%)</th>
<th>Dispensing volume (dosage units dispensed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrocodone</td>
<td>905</td>
<td>855</td>
<td>5.52</td>
<td>4,570,914,825</td>
</tr>
<tr>
<td>Oxycodone</td>
<td>762</td>
<td>708</td>
<td>7.09</td>
<td>3,373,604,063</td>
</tr>
<tr>
<td>Tramadol</td>
<td>485</td>
<td>434</td>
<td>10.52</td>
<td>2,403,511,798</td>
</tr>
<tr>
<td>Codeine</td>
<td>742</td>
<td>687</td>
<td>7.41</td>
<td>1,986,127,916</td>
</tr>
<tr>
<td>Morphine</td>
<td>320</td>
<td>264</td>
<td>17.50</td>
<td>467,226,515</td>
</tr>
<tr>
<td>Hydromorphone</td>
<td>157</td>
<td>114</td>
<td>27.39</td>
<td>184,212,536</td>
</tr>
<tr>
<td>Tapentadol</td>
<td>83</td>
<td>53</td>
<td>36.14</td>
<td>48,107,328</td>
</tr>
<tr>
<td>Fentanyl</td>
<td>187</td>
<td>137</td>
<td>26.74</td>
<td>36,317,430</td>
</tr>
<tr>
<td>Oxymorphone</td>
<td>150</td>
<td>111</td>
<td>26.00</td>
<td>34,595,913</td>
</tr>
<tr>
<td>Dihydrocodeine</td>
<td>78</td>
<td>47</td>
<td>39.74</td>
<td>1,889,020</td>
</tr>
</tbody>
</table>

Selection of Weighting Scheme

The remaining 29,841 surveys were used for calibration weighting. The unweighted NMURx Program data had an average relative difference of 36.1% compared with weighted estimates (Table 3). Across the 33 weighting schemes, the addition variables resulted in decreases in the average relative difference while relative standard error increased (Multimedia Appendix 1, Section G). Little variation in average relative difference was observed among nonhealth-related benchmarks; however, there were large changes in average difference among health-related benchmarks (Figure 4). Five-variable weighting schemes appeared to maximize reduction in relative difference and with minor increases in relative standard error, resulting in the selection including age, gender, region, limitation in daily activities, and tobacco use. This scheme had a 31.2% reduction in average relative difference compared with unweighted, resulting in 381 unique weights, none of which appeared extreme. The median weight was 7782.2 (interquartile range 4690.2 to 12,662.9).
Table 3. Relative difference in benchmark estimates.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey of Non-Medical Use of Prescription Drugs Program</th>
<th>National survey benchmark, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weighted Estimate, n (%)</td>
<td>Relative difference&lt;sup&gt;a&lt;/sup&gt; (%)</td>
</tr>
<tr>
<td>Nonhealth benchmarks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino(a)</td>
<td>2271 (7.61)</td>
<td>−52.39</td>
</tr>
<tr>
<td>White</td>
<td>24,946 (83.60)</td>
<td>10.14</td>
</tr>
<tr>
<td>Asian</td>
<td>1164 (3.90)</td>
<td>−40.40</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>538 (1.80)</td>
<td>13.81</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>108 (0.36)</td>
<td>−5.11</td>
</tr>
<tr>
<td>Other</td>
<td>1047 (3.51)</td>
<td>−29.90</td>
</tr>
<tr>
<td>Marital status&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>15,640 (52.41)</td>
<td>4.45</td>
</tr>
<tr>
<td>Widowed</td>
<td>1928 (6.46)</td>
<td>7.60</td>
</tr>
<tr>
<td>Divorced</td>
<td>3969 (13.30)</td>
<td>16.08</td>
</tr>
<tr>
<td>Separated&lt;sup&gt;d&lt;/sup&gt;</td>
<td>576 (1.93)</td>
<td>—</td>
</tr>
<tr>
<td>Never married</td>
<td>7728 (25.90)</td>
<td>−14.65</td>
</tr>
<tr>
<td>Education&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>834 (2.79)</td>
<td>−76.84</td>
</tr>
<tr>
<td>High school graduate or GED&lt;sup&gt;e&lt;/sup&gt;</td>
<td>5846 (19.59)</td>
<td>−29.12</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>10,003 (33.52)</td>
<td>8.69</td>
</tr>
<tr>
<td>Bachelor’s or higher degree or trade school&lt;sup&gt;f&lt;/sup&gt;</td>
<td>13,158 (44.09)</td>
<td>N/A</td>
</tr>
<tr>
<td>Employed last week&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12,005 (40.23)</td>
<td>−34.89</td>
</tr>
<tr>
<td>No&lt;sup&gt;d&lt;/sup&gt;</td>
<td>17,836 (59.77)</td>
<td>—</td>
</tr>
<tr>
<td>Private health insurance&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19,007 (63.69)</td>
<td>−2.25</td>
</tr>
<tr>
<td>No&lt;sup&gt;d&lt;/sup&gt;</td>
<td>10,834 (36.31)</td>
<td>—</td>
</tr>
<tr>
<td>Health benchmarks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overnight stay in hospital in last year&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3609 (12.09)</td>
<td>43.13</td>
</tr>
<tr>
<td>No&lt;sup&gt;d&lt;/sup&gt;</td>
<td>26,232 (87.91)</td>
<td>—</td>
</tr>
<tr>
<td>Alcohol use in past 12 months&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15,554 (52.12)</td>
<td>−3.88</td>
</tr>
<tr>
<td>No&lt;sup&gt;d&lt;/sup&gt;</td>
<td>14,287 (47.88)</td>
<td>—</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Survey of Non-Medical Use of Prescription Drugs Program</th>
<th>National survey benchmark, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unweighted</td>
<td>Relative difference(^a) (%)</td>
</tr>
<tr>
<td>Pain reliever use(^h)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime use</td>
<td>18,287 (61.28)</td>
<td>−5.55</td>
</tr>
<tr>
<td>Past year use</td>
<td>9607 (32.19)</td>
<td>−9.54</td>
</tr>
<tr>
<td>Lifetime NMU(^i)</td>
<td>3928 (13.16)</td>
<td>24.05</td>
</tr>
<tr>
<td>Past year NMU</td>
<td>2313 (7.75)</td>
<td>76.58</td>
</tr>
<tr>
<td>Past month NMU</td>
<td>1222 (4.10)</td>
<td>218.82</td>
</tr>
<tr>
<td>Illicit drug use(^h)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime use</td>
<td>6230 (20.88)</td>
<td>−16.70</td>
</tr>
<tr>
<td>Last year use</td>
<td>1756 (5.88)</td>
<td>54.63</td>
</tr>
<tr>
<td>Last month use</td>
<td>970 (3.25)</td>
<td>111.67</td>
</tr>
</tbody>
</table>

\(^a\)Relative difference was calculated using more significant figures than presented; due to rounding these results may appear different than calculating using estimates presented in this table.

\(^b\)Multiple races may be selected so estimates may not sum to 100%.

\(^c\)ACS: American Community Survey.

\(^d\)Levels of estimates that were not included in average relative difference calculation.

\(^e\)GED: General Educational Development test.

\(^f\)Not applicable.

\(^g\)NHIS: National Health Interview Survey.

\(^h\)NSDUH: National Survey on Drug Use and Health.

\(^i\)NMU: nonmedical use.
Figure 4. Average relative difference in nonhealth-related (A) and health-related (B) benchmarks with calibration weighting are shown for the 33 weighting schemes.

External Validation Results

After weighting, the NMURx Program estimates were closely aligned with the national benchmarks on demographic and other characteristics (Table 4). The unweighted sample had an overrepresentation of older adults, males, higher education, and lower household incomes, possibly a reflection of internet panel participants in general. The health profile of the sample was more similar to the national estimates after weighting. Proportions of good or excellent self-assessed health status and private insurance coverage increased while DAST-10 scores and the estimated proportion with chronic pain in the last year decreased. After weighting, NMU of any pain reliever decreased from 7.8% to 6.2%, sedatives decreased from 4.5% to 3.4%, and stimulants decreased from 2.4% to 2.0%. In addition, when comparing drug use and health indicator estimates across multiple probability surveys with similar questions, there was variation in estimates across probability-based national surveys, and NMURx Program weighted estimates were within similar ranges to the national surveys (Figure 5). Weighted estimates were closer to estimates from probability-based national surveys. Between national surveys, estimates of sex, age, and race were similar and confidence intervals generally overlapped; estimates of education varied slightly and in many cases confidence intervals didn’t overlap (Multimedia Appendix 1, Section H).
## Table 4. Characteristics and national estimates before and after weighting.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>NMURx\textsuperscript{a} Program unweighted n=29,841 n (%)</th>
<th>NMURx Program weighted n=252,063,800 % (95% CI)</th>
<th>ACS\textsuperscript{b} weighted n=252,155,280 % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years\textsuperscript{c}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>2559 (8.58)</td>
<td>12.23 (11.75-12.71)</td>
<td>12.23 (12.18-12.29)</td>
</tr>
<tr>
<td>25-34</td>
<td>4603 (15.43)</td>
<td>17.80 (17.28-18.31)</td>
<td>17.80 (17.73-18.86)</td>
</tr>
<tr>
<td>45-54</td>
<td>4161 (13.94)</td>
<td>16.77 (16.27-17.28)</td>
<td>16.77 (16.71-16.83)</td>
</tr>
<tr>
<td>55-64</td>
<td>5691 (19.07)</td>
<td>16.66 (16.22-17.10)</td>
<td>16.66 (16.61-16.72)</td>
</tr>
<tr>
<td>65 or more</td>
<td>8360 (28.02)</td>
<td>20.15 (19.71-20.59)</td>
<td>20.15 (20.09-20.21)</td>
</tr>
<tr>
<td><strong>Sex\textsuperscript{c}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16,065 (53.84)</td>
<td>48.67 (48.03-49.31)</td>
<td>48.67 (48.59-48.75)</td>
</tr>
<tr>
<td>Female</td>
<td>13,776 (46.16)</td>
<td>51.33 (50.69-51.97)</td>
<td>51.33 (51.25-51.41)</td>
</tr>
<tr>
<td><strong>US Census region\textsuperscript{c}</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>5219 (17.49)</td>
<td>17.74 (17.25-18.23)</td>
<td>17.74 (17.68-17.80)</td>
</tr>
<tr>
<td>South</td>
<td>11,485 (38.49)</td>
<td>37.74 (37.12-38.36)</td>
<td>37.74 (37.66-37.82)</td>
</tr>
<tr>
<td>West</td>
<td>6652 (22.29)</td>
<td>23.62 (23.06-24.17)</td>
<td>23.62 (23.55-23.68)</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>6166 (20.66)</td>
<td>19.35 (18.84-19.85)</td>
<td>14.03 (13.98-14.09)</td>
</tr>
<tr>
<td>$25,000-$49,999</td>
<td>8426 (28.24)</td>
<td>27.17 (26.61-27.74)</td>
<td>19.00 (18.94-19.07)</td>
</tr>
<tr>
<td>$50,000-$74,999</td>
<td>6545 (21.93)</td>
<td>22.39 (21.86-22.93)</td>
<td>17.49 (17.43-17.55)</td>
</tr>
<tr>
<td>$75,000-$99,999</td>
<td>4070 (13.64)</td>
<td>14.17 (13.72-14.62)</td>
<td>13.60 (13.54-13.65)</td>
</tr>
<tr>
<td>$100,000 or more</td>
<td>4634 (15.53)</td>
<td>16.92 (16.43-17.41)</td>
<td>32.75 (32.67-32.82)</td>
</tr>
<tr>
<td><strong>DAST-10\textsuperscript{d} score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None reported, 0</td>
<td>18,378 (61.59)</td>
<td>63.36 (62.74-63.98)</td>
<td>__\textsuperscript{e}</td>
</tr>
<tr>
<td>Low level, 1-2</td>
<td>9525 (31.92)</td>
<td>31.48 (30.89-32.08)</td>
<td>__</td>
</tr>
<tr>
<td>Moderate level, 3-5</td>
<td>1396 (4.68)</td>
<td>3.31 (3.60-4.07)</td>
<td>__</td>
</tr>
<tr>
<td>Substantial level, 6-8</td>
<td>428 (1.43)</td>
<td>1.04 (0.92-1.15)</td>
<td>__</td>
</tr>
<tr>
<td>Severe level, 9-10</td>
<td>114 (0.38)</td>
<td>0.29 (0.23-0.35)</td>
<td>__</td>
</tr>
<tr>
<td><strong>Self-assessed health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>754 (2.53)</td>
<td>1.63 (1.49-1.76)</td>
<td>__</td>
</tr>
<tr>
<td>Fair</td>
<td>4496 (15.07)</td>
<td>11.48 (11.11-11.86)</td>
<td>__</td>
</tr>
<tr>
<td>Good</td>
<td>11,313 (37.91)</td>
<td>37.10 (36.48-37.72)</td>
<td>__</td>
</tr>
<tr>
<td>Very good</td>
<td>10,162 (34.05)</td>
<td>37.98 (37.35-38.61)</td>
<td>__</td>
</tr>
<tr>
<td>Excellent</td>
<td>3116 (10.44)</td>
<td>11.81 (11.38-12.24)</td>
<td>__</td>
</tr>
<tr>
<td><strong>Chronic pain in last 12 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20,279 (67.96)</td>
<td>74.28 (73.75-74.81)</td>
<td>__</td>
</tr>
<tr>
<td>No</td>
<td>9562 (32.04)</td>
<td>25.72 (25.19-26.25)</td>
<td>__</td>
</tr>
</tbody>
</table>

\textsuperscript{a}NMURx: Survey of Non-Medical Use of Prescription Drugs Program.

\textsuperscript{b}ACS: American Community Survey.

\textsuperscript{c}These variables were used in weighting scheme, so marginal estimates will align with the ACS.

\textsuperscript{d}DAST-10: 10-item Drug Abuse Screening Test.

\textsuperscript{e}Not applicable.
Discussion

Principal Findings

While use of internet-based questionnaires for epidemiologic research has been previously described [31-33], our study illustrates a new approach to using nonprobability online panels to achieve national prevalence estimates for drug abuse. We were able to overcome challenges with using nonprobability internet samples [17,27,34,35], including misclassification due to careless or improbable responses. External validity of reweighted survey data demonstrated concurrent performance compared with large national probability surveys on demographics, health indicators, and drug use.

The value of internet samples is increasingly recognized [7,27,35,36], and our approach has strengths that may be relevant to drug use surveillance. Using calibration weights derived from two independent probability-sampled studies provided a hedge against overfitting [28,37]. The survey was fielded over the course of 8 weeks collecting at least 30,000 unique responses at a fraction of the cost of national probability samples. The entire process from fielding the survey to national estimates takes about 6 weeks. The ability to rapidly and inexpensively add new drugs to the survey is a considerable benefit against the background of the opioid crisis, which has evolved into its third phase, characterized by heroin-fentanyl deaths [38]. Beyond opioids, new drugs of abuse are being documented (eg, tianeptine, kratom) [39,40], while problematic drugs of the past are resurfing (eg, methamphetamine, cocaine) [41]. Noncontrolled (nonscheduled) prescription drugs with abuse potential such as antidepressants [42], anticonvulsants [43], and novel psychoactive substances are not currently tracked...
on national probability surveys but could easily be added to online questionnaires. Emerging novel routes of administration (eg, intra-arterial injection), fluctuations in infectious disease risk factors, and uptake of harm reduction strategies could be queried in-depth. Our results also suggest that randomization is useful in mitigating order effects on surveys and skip logic is required to prevent motivated underreporting, neither of which is common practice yet on many national surveys. The method presented here cannot replace traditional probability-based surveys; in fact, it intentionally relies on those surveys to create optimized estimates. But this method can bridge the information gap when there is a need for prompt, accurate national data.

Limitations

Ostensibly, the online-only setting creates the perception of anonymity between the respondent and researcher and reduces interviewer bias, but the role of the panel company as an intermediary and fears of data breaches may exert selection bias. There are putative gaps in the sampling frame since not all US adults use the internet. In terms of precision, 95% confidence intervals do not represent true 95% coverage probabilities because the exact selection probability from the sampling frame into the sample is not known, limiting statistical inferences within a purely frequentist context. Rather, the confidence intervals demonstrate precision of the estimates within the sampling framework, and inferences are useful when combined with an understanding of how the sample was obtained and weighted. Finally, a nonresponse adjustment was not included in this method. A drawback of using online panels is that information on nonresponding panelists is not available, and future extension of this work will be to obtain sufficient information in other ways to address this.

Conclusions

We describe a practical approach to providing a timely perspective on drug abuse in the United States, with results obtained within 6 weeks of questionnaire deployment. The approach presented mitigates many valid concerns about the use of nonprobability internet panels and could be of use to other subject domains.
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Abstract

Background: The opioid epidemic has ravaged rural communities in the United States. Despite extensive literature relating the physical environment to substance use in urban areas, little is known about the role of physical environment on the opioid epidemic in rural areas.

Objective: This study aimed to examine the reliability of Google Earth to collect data on the physical environment related to substance use in rural areas.

Methods: Systematic virtual audits were performed in 5 rural Kentucky counties using Google Earth between 2017 and 2018 to capture land use, health care facilities, entertainment venues, and businesses. In-person audits were performed for a subset of the census blocks.

Results: We captured 533 features, most of which were images taken before 2015 (71.8%, 383/533). Reliability between the virtual audits and the gold standard was high for health care facilities (>83%), entertainment venues (>95%), and businesses (>61%) but was poor for land use features (>18%). Reliability between the virtual audit and in-person audit was high for health care facilities (83%) and entertainment venues (62%) but was poor for land use (0%) and businesses (12.5%).

Conclusions: Poor reliability for land use features may reflect difficulty characterizing features that require judgment or natural changes in the environment that are not reflective of the Google Earth imagery because it was captured several years before the audit was performed. Virtual Google Earth audits were an efficient way to collect rich neighborhood data that are generally not available from other sources. However, these audits should use caution when the images in the observation area are dated.

(Keywords: opioid-related disorders; rural health; built environment)

Introduction

The opioid epidemic has had a devastating impact on Americans, resulting in increased levels of addiction and overdose, particularly among those who live in rural areas [1,2]. Although drug use has been historically perceived as an urban problem, the epidemiology of substance use and drug overdose has shifted substantially from cities to rural areas [3,4]. For example, in Kentucky alone, a state that is about 71% rural [5], synthetic opioid and heroin overdose deaths have increased to 780 deaths and 269 deaths in 2017, representing a 10-fold and 2-fold increase since 2013, respectively [6]. Moreover, the rate of drug overdose in rural areas has surpassed that of many urban areas [7,8], with Kentucky having the fourth highest overdose rate nationally [9].
Rural areas cover approximately 97% of the land area in the United States [10], and despite the salience of the physical environment for substance use and related harms in urban areas, its impact in rural areas has received significantly less attention by the scientific community [11]. There is an extensive body of literature in urban environments that has consistently shown how substance use, injection-risk behavior, and HIV transmission are related to the physical environment, which includes both built and natural elements [12-19]. This research is supported by broken windows and risk environment theories that describe how visible decay such as run-down housing in a neighborhood results in crime and disorder [20], which is consonant with the contextual environment where these risks occur [21]. In urban areas, researchers have relied on existing administrative geographical data [22], in-person audits, and, more recently, virtual audits from public data sources with video or satellite imagery to assess the physical environment [23-25].

Analysis of existing data from administrative sources such as the US Census allows researchers to bypass the efforts involved in primary data collection; however, these secondary data often fail to capture constructs that are critical for understanding many determinants of health. This is particularly true in rural and international settings where there is a unique context in which health and health behaviors are produced [26]. For example, our qualitative data suggest that self-service drive-through car washes, which are often a part of gas stations, are used as a private area for injection drug use in rural areas. Although existing business data might indicate that a gas station exists in an area, refined data on the presence of a car wash within that gas station are rarely available. In addition, administrative data sources often create measures for geographic units based on population size. Therefore, in rural areas where the population density is small, the geographic unit covers an expansive area that may lack precision and utility. Measuring characteristics of rural areas may thus require that we develop novel measures and innovative data collection strategies to fully capture the context in rural areas for the appropriate geographic exposure area.

In-person audits are commonly used when existing data sources fail to capture specific characteristics and tend to be the strongest at assessing features of the physical environment [22,27]. However, they require trained researchers who directly observe and document specific characteristics of the physical environment, and this process can be very time-consuming and costly [28,22], particularly for rural areas, which generally have a large landmass that requires long travel times [26,29]. Importantly, in-person audits in rural areas may also be limited because of poorly vascularized roads that make it difficult to identify features of the environment that are not directly off a driving path. In urban areas, there are often enough streets to connect areas that overcome this challenge.

Virtual audits using Google Earth have shown great promise in overcoming the inefficiency of in-person audits [22,26,30,31]. Google Earth is a free 3-dimensional geographic program that provides aerial, satellite, and street view imagery on the Web and covers a vast proportion of the world’s surface area [32]. Virtual walk arounds of an area in Google Earth have been performed systematically to capture specific characteristics of the physical environment. Recent studies using Google Earth audits have shown strong interrater reliability and concurrent validity for a number of characteristics in both national and international settings [22,33], including food environment, recreational facilities, and street characteristics. Yet, most of these studies have been conducted in urban environments, and the utility of this innovative tool for examining rural environments is unclear. In rural areas, virtual audits using Google Earth have provided measures that are comparable with in-person audits for a number of characteristics including the presence of sidewalks [34] and the number of objective housing characteristics related to healthy aging [35]. To our knowledge, no studies have examined how well Google Earth audits perform when examining characteristics that promote or reduce risks related to substance use in rural environments.

The purpose of this study was to describe the utility and reliability of performing virtual audits using Google Earth technology to measure features of the physical environment that might be related to nonmedical prescription opioid use, heroin use, injection drug use, health care use, and overdose in a rural area. We assessed interrater reliability of built environment audits using Google Earth technology and interrater reliability of Google Earth audits compared with in-person audits [36]. We use this information to make recommendations for the use of Google Earth technology in neighborhood data collection specific to rural areas.

Methods

Overview

Neighborhood audits via Google Earth and in-person took place within a larger study that examined the influence of the risk environment on opioid use among young adults (aged 18-35 years) in 5 counties in rural Kentucky through a partnership between the University of Kentucky and Emory University. These counties were chosen in the parent study because of high levels of nonmedical prescription opioid use, overdose, and poverty. Neighborhood audits were conducted between July 2017 and August 2018. Herein, we describe the virtual audit training, virtual audit data collection, virtual audit reconciliation, and the in-person audit.

Virtual Audit Training

Auditors underwent extensive training before data collection. All auditors were advanced graduate students who had taken coursework in spatial data. Auditors were required to review a step-by-step protocol of the audit methods. An in-depth discussion of the definition and appropriate classification of each neighborhood characteristic was reviewed with each auditor. Independent and supervised practice audits of sample areas were then performed. Weekly discussion and troubleshooting of the data collection were performed. Additional training of the auditors was performed as needed.

Virtual Audit Data Collection

Systematic auditing of 49 census blocks was performed for 5 rural Kentucky counties using cartographic boundary files from the 2016 US Census [37]. Census blocks are small geographical areas nested within census tracts, but larger than city blocks,
for which basic demographic data can be obtained for a population. Similar to in-person neighborhood audits, Google Street View audits were systematically initiated at the same location (eg, most southeastern point) for each county to capture physical environment characteristics that might be related to nonmedical prescription opioid use, heroin use, injection drug use, health care use, and overdose among young adults living in rural areas. Previous studies have examined each block face of an area to collect the desired measures [22]. Street view images were supplemented with aerial images in Google Earth for select characteristics.

To inform the functionality of Google Earth for virtual audits in rural areas, we also collected data on the date on which the images were captured for each block to understand how well these images matched with the present time frame and in-person audits. Auditors also maintained a log of the time required to audit each block. The auditors noted when they did not know whether a location fell within a physical environment category, experienced a visual problem with Google Earth (ie, resolution issue), or if a characteristic was visible in 1 view (aerial or street view) but not in another. Each block was audited by 2 independent, trained auditors.

**Virtual Audit Reconciliation**

We established a final virtual audit dataset after reconciling discrepancies between the 2 independent Google Earth auditors. Discrepancies were identified by comparing the quantity of each physical environment characteristic across the 2 independent auditors for each block. Then, a third independent Google Earth auditor, who was considered the gold standard, repeated the audit of the entire block to specifically identify the correct number of physical environment characteristics for which discrepancies were present. The third independent auditor was also able to compare the specific latitude and longitude, where the 2 independent auditors disagreed. Disagreements and reconciliation findings were reviewed daily between the third independent auditor and the senior author to finalize all discrepancies.

**In-Person Audits**

To validate the data obtained from the virtual audits, in-person audits were conducted for a subsample of the census blocks where virtual audits were performed. The subsample was selected by excluding census blocks with Google Street View images that were only collected before 2015 to ensure that the neighborhood characteristics were a good representation of the current environment, given that some features of the environment can disappear and appear. Then, we further excluded the sample based on counties with at least 800 residents to ensure that there was an adequate number of physical environment characteristics for comparison with the virtual audits. A total of 8 blocks were randomly selected across all 5 counties.

We hired a resident of 1 of the counties to perform in-person audits. We provided extensive training to the in-person auditor to ensure systematic and standardized collection of each characteristic similar to the virtual audit. Driving routes were created with physical maps of each block starting at the most southeastern point of each block. A data collection tool was developed using the Fulcrum app [38], which was installed on a mobile phone to capture the latitude and longitude of each neighborhood characteristic. The Fulcrum app is ideal for rural settings where internet connectivity may be limited as it can collect data without a constant internet connection and can automatically produce time stamps of the data collection session [39].

**Physical Environment Characteristics Assessed in Virtual and In-Person Audits**

Data were collected on various characteristics of the physical environment and categorized based on whether they represented land use, a health care facility, entertainment venue, or business. The specific features captured within each of these categories are shown in Textbox 1. In brief, land use characteristics are made up of features that describe the function of property, health care facilities represent buildings where an individual can obtain health care, entertainment venues represent businesses that individuals patron for pleasure, and businesses represent storefronts where individuals obtain day-to-day necessities. Importantly, categorization of each feature was based on the literature and our qualitative data that informed data collection of characteristics that were unique to the Kentucky area (eg, hollows). Existing literature has shown that land use, entertainment venues, and businesses (eg, those that allow open alcohol use or provide opportunities for sex) may promote opportunities to obtain and use illicit substances [17,40,41], whereas health care facilities may be protective and provide opportunities to reduce substance use and injection risk behaviors [13]. Given the small numbers of each feature, we combined them across each category for presentation. Disaggregated data that are deidentified for each county are available on request.
Textbox 1. Physical environment features assessed in virtual and in-person audits in each category.

<table>
<thead>
<tr>
<th>Land use</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Boarded up and dilapidated business [42]</td>
<td></td>
</tr>
<tr>
<td>• Boarded up and dilapidated homes [22,42]</td>
<td></td>
</tr>
<tr>
<td>• Defunct mines and industrial sites (captured using aerial views)</td>
<td></td>
</tr>
<tr>
<td>• Water recreation areas (captured using aerial views) [22,42]</td>
<td></td>
</tr>
<tr>
<td>• Hollows (captured using aerial views)</td>
<td></td>
</tr>
<tr>
<td>• Trailer parks (captured using aerial views)</td>
<td></td>
</tr>
<tr>
<td>Health care facilities</td>
<td></td>
</tr>
<tr>
<td>• Drug-related and HIV-related health care sites</td>
<td></td>
</tr>
<tr>
<td>• General health care sites [25]</td>
<td></td>
</tr>
<tr>
<td>• Pharmacies [22]</td>
<td></td>
</tr>
<tr>
<td>• Syringe/needle exchange programs</td>
<td></td>
</tr>
<tr>
<td>Entertainment venues</td>
<td></td>
</tr>
<tr>
<td>• Liquor store [22,43]</td>
<td></td>
</tr>
<tr>
<td>• Tobacco store</td>
<td></td>
</tr>
<tr>
<td>• Motel/hotel</td>
<td></td>
</tr>
<tr>
<td>Businesses</td>
<td></td>
</tr>
<tr>
<td>• Fast food restaurants [22,44]</td>
<td></td>
</tr>
<tr>
<td>• General restaurants [44]</td>
<td></td>
</tr>
<tr>
<td>• Gas stations [22,44]</td>
<td></td>
</tr>
<tr>
<td>• Car washes</td>
<td></td>
</tr>
<tr>
<td>• Cemeteries (captured using aerial views)</td>
<td></td>
</tr>
<tr>
<td>• Truck stops</td>
<td></td>
</tr>
</tbody>
</table>

Data Analysis

First, we calculated the frequencies of the images collected each year. Audit time from the virtual audits was summed for each block and averaged across all blocks in each county. We describe the median and interquartile range (IQR) for each physical environment category. Owing to the sparsity of the features measured in these rural communities and the small number of census blocks, traditional intraclass correlations (ICCs) were unstable and vastly underestimated between-auditor agreement [45,46]. Therefore, we calculated the percent agreement of each audit based on complete agreement between the 2 independent auditors.

We also calculated the percent at which each auditor overestimated or underestimated each feature based on the virtual gold standard. If an auditor identified the same number of a feature within a given block as the gold standard, this auditor’s scoring was coded a match. If the auditor identified a higher or lower number of a feature than the gold standard, the auditor’s scoring was coded over and under, respectively. The percentages were calculated as number of segments for which an auditor identified over, under, or matched with the gold standard. Percent agreement was also reconciled between the final virtual audit data, compared with the gold standard auditor, and the in-person audits.

Results

Textbox 1 describes each feature that was collected for each physical environment category in the virtual and in-person audits. A total of 533 data points were captured in the virtual audits, 383 (72%) of which were from images taken before 2015 with more than 40% of those dating back to 2009 (data not shown). Table 1 shows the median and IQR for each characteristic captured in the final (reconciled) virtual audit data. In general, the data for these rural areas are sparse. There was a median of 14 (IQR 9-25) features in each block in the land use category. Boarded up and dilapidated homes (median 8, IQR 3-8) were the most frequently observed feature in the land use category and overall. There was a median of 0 (IQR 0-1) health care facilities per block, where each feature was equally underrepresented in each block. There was a median of 1 (IQR 1-3) entertainment venue where each feature within this category was also equally sparse. There was a median of 6 businesses (IQR 2-9), which was mostly represented by cemeteries (median 2; IQR 1-2). There were no syringe/needle exchange programs identified in any county, and liquor stores
were only present in 1 county, which was the only county where alcohol could be sold in our geographic sample.

The median number of Google Earth images that were difficult to decipher because of poor resolution of the images or missing street view images where aerial images were available was also small, but the disaggregated data showed that missingness was more common in the least populated areas. The average audit time per block was 1.97 hours, ranging from 58 min to 227 min per block. In-person audits required about 8 hours of auditing time per block, not including the time required to map each area.

Table 2 shows the reliability of the physical environment characteristics for the virtual and in-person audits. The reconciled data comparing the 2 independent virtual audits with the gold standard show that agreement was high for health care facilities (>83%), entertainment venues (>95%), and businesses (>61%). Agreement was poor for land use features (>18%) and varied substantially between auditors (36.7% vs 18.4%). Land use features included boarded up and dilapidated homes, businesses and defunct mines and industrial sites, and hollows. The independent auditors tended to underestimate (range: 2%-73.5%) versus overestimate (range: 0%-8.2%) the presence of a feature compared with the gold standard. For features in the land use category, these overestimates were high (range: 61.2%-73.5%), whereas health care facilities (range: 10.6%-16.7%), entertainment venues (range: 2%-4.1%), and businesses (range: 18.4%-34.7%) had lower estimates.

When comparing the reconciled virtual audit data with the in-person audit data, reliability was high for health care facilities (83%) and entertainment venues (62%) but was poor for land use (0%) and businesses (12.5%). The in-person audit data generally underestimated features in the land use category (75%) and health care facilities (16.7%) compared with the reconciled virtual data. However, features in the entertainment venue and business categories were overestimated (25% and 62.5%, respectively) compared with the reconciled virtual data.

Table 1. Descriptive neighborhood characteristics collected using virtual audits for 5 counties in Kentucky (N=64,061).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All counties (n=64)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land use, mean (IQR(^a))</td>
<td>14 (9-25)</td>
</tr>
<tr>
<td>Health care facilities, mean (IQR)</td>
<td>0 (0-1)</td>
</tr>
<tr>
<td>Entertainment venues, mean (IQR)</td>
<td>1 (1-3)</td>
</tr>
<tr>
<td>Businesses, mean (IQR)</td>
<td>6 (2-9)</td>
</tr>
<tr>
<td>Do not know, mean (IQR)</td>
<td>1 (0-4)</td>
</tr>
<tr>
<td>Unclear, mean (IQR)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Missing images, mean (IQR)</td>
<td>2 (0-3)</td>
</tr>
<tr>
<td>Virtual audit time per block (hours), mean (SD)</td>
<td>1.97 (1.07)</td>
</tr>
<tr>
<td>In-person audit time per block (hours), mean (SD)</td>
<td>8 (1.92)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
### Table 2. Reliability of neighborhood characteristics collected in rural Kentucky using virtual and in-person audits versus the gold standard.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Virtual audits</th>
<th>In-person audits, % agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Audit 1, % agreement</td>
<td>Audit 2, % agreement</td>
</tr>
<tr>
<td><strong>Land use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over</td>
<td>2.0</td>
<td>8.2</td>
</tr>
<tr>
<td>Match</td>
<td>36.7</td>
<td>18.4</td>
</tr>
<tr>
<td>Under</td>
<td>61.2</td>
<td>73.5</td>
</tr>
<tr>
<td><strong>Health care facilities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Match</td>
<td>89.4</td>
<td>83.3</td>
</tr>
<tr>
<td>Under</td>
<td>10.6</td>
<td>16.7</td>
</tr>
<tr>
<td><strong>Entertainment venue</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Match</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>Under</td>
<td>2.0</td>
<td>4.1</td>
</tr>
<tr>
<td><strong>Businesses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over</td>
<td>6.1</td>
<td>4.1</td>
</tr>
<tr>
<td>Match</td>
<td>75.5</td>
<td>61.2</td>
</tr>
<tr>
<td>Under</td>
<td>18.4</td>
<td>34.7</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Virtual audits using Google Earth show strong potential for assessing the built environment in rural areas for objective features such as health care facilities, entertainment venues, and businesses. However, virtual audits are less reliable when the characteristic requires some judgment or may change within a short period such as dilapidated housing or features that are no longer in operation. Other studies have similarly encountered difficulties when assessing characteristics of the built environment that are more ambiguous, such as the amount of loitering on the street or graffiti [26,47]. In our study, virtual audit reliability was the lowest for the land use category, which included boarded up and dilapidated homes and businesses. This may reflect the difficulty in capturing subjective features that require some judgment to assess. However, the aerial imagery in Google did allow for better view of mines, which would have been difficult, if not impossible, to assess in street view. Thus, the flexibility of street and aerial imagery is a strength.

#### Challenges and Limitations

Our audits in rural environments revealed some unique challenges that should be considered in future virtual audits. First, older and missing images in Google Earth are an important limitation. Google states that street view audits are performed every 2 to 3 years to maintain updated imaging [33]. However, a substantial proportion (72%) of the images we analyzed were taken before 2015 and dated as far back as 2008, 9-10 years before the virtual audit was done. In these instances, specific issues were that the street view data were unavailable or incomplete, and for some characteristics, such as strip malls, they were also unavailable in the aerial view. It is unclear if Google Earth fails to update their images in places with smaller populations or other characteristics, but we found older images in all of the counties assessed in our virtual audit regardless of how populated the county was. Older images made it difficult to estimate reliability between our virtual and in-person audits. For example, lower agreement may reflect images that were not captured by an auditor because of auditor failure, or it could reflect that a characteristic appeared or disappeared in the years since the Google Earth image was taken. To attempt to reduce this bias, we performed in-person audits in census blocks with images captured post 2015. However, it is still possible that homes or businesses can become run-down or be torn down completely within just a couple of years [48]. In line with this hypothesis, the in-person auditor tended to report an underestimate of features in the land use category and overestimate of features in the business category. Of note, our audits could only identify features that were visible through external signage of the feature. In many areas, health services such as syringe exchange are often not advertised widely to avoid negative attention. Therefore, syringe exchange programs that were located in health departments were not captured through our audits. It is important to note that this would also be a limitation of in-person audits. By their very nature, rural environments will produce fewer observations than urban environments for many features that research shows are relevant to substance misuse and related harms. However, we must note that as research on physical environment and drug use expands, new influential features of rural areas may be identified that are more commonplace in these areas. The sparsity of the features assessed here poses
difficulty when calculating standard reliability measures. ICCs severely underestimate agreement when the data are sparse [45,46]. Therefore, we were only able to quantify percent agreement, but these estimates may also be affected by the small sample size.

In addition, Google Earth frequently crashed, which resulted in loss of work. Furthermore, auditor fatigue may be particularly salient in rural audits because rural areas have fewer features to assess, so the audits may be more cumbersome. Rural areas also generally have a larger landmass than urban areas and require more time to thoroughly review than an urban area. This may contribute to auditor turn over, resulting in the need for additional training and resources for new auditors.

Nevertheless, virtual audits are an efficient way to collect rich neighborhood data that are not routinely available through other sources. Google Earth is particularly viable in rural areas where there is a need to capture features that are distant from roads that are less connected than urban areas and would be difficult if not impossible to reach via in-person audits. Thus, Google Earth is a powerful tool that should be considered for future research and data collection in rural environments. These data will allow for research that elucidates key features of rural environments related to opioid use and points to critical points of intervention to reduce substance misuse and related harms.
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Abstract

Background: Many patients with cancer, including older patients (aged ≥65 years), consult the Web to prepare for their doctor’s visit. In particular, older patients have varying needs regarding the mode in which information is presented (eg, via textual, visual, or audiovisual modes) owing to age-related sensory (eg, impaired vision and hearing) and cognitive decline (eg, reduced processing speed). Therefore, Web-based information targeted at older patient populations is likely to be used and processed more effectively, and evaluated more positively, when tailored to age-related capabilities and preferences. This, in turn, may benefit patient outcomes.

Objective: This randomized controlled trial tested the effects of a Web-based tailored educational intervention among newly diagnosed younger (<65 years) and older (≥65 years) patients with cancer. We compared the intervention group who viewed a mode-tailored website (ie, enabling patients to tailor information using textual, visual, and audiovisual modes) with 3 control groups view a nontailored website (ie, text only, text with images, and text with videos). We examined website experience outcomes (ie, website satisfaction, website involvement, knowledge, anxiety, and communication self-efficacy) and consultation experience outcomes (ie, question asking during consultation, anxiety, and information recall).

Methods: Patients from a multidisciplinary outpatient clinic (N=232) viewed a mode-tailored or nontailored website as preparation before their hospital consultations to discuss diagnosis and treatment. Data were collected before (T1), during (T2), and after (T3) visitation. Website experience outcomes were assessed with questionnaires (T1). Patients’ question asking was coded from videotaped consultations, and anxiety was assessed through a questionnaire (T2). Telephone interviews were conducted to assess knowledge acquired from the website before (T1) and after consultation (T3), and information recall from the consultation (T3).

Results: The preparatory website was well used across all conditions (mean 34 min). Younger patients viewing the mode-tailored website were more satisfied before consultation (P=.02) and reported lower anxiety after consultation (P=.046; vs text only). This pattern was not found in older patients. Mode tailoring yielded no other significant differences in patient outcomes. Regression
analyses showed that website involvement (beta=.15; \( P = .03 \)) and, to a lesser extent, website satisfaction (beta=.15; \( P = .05 \)) positively associated with knowledge before consultation (T1). In turn, higher knowledge before consultation (beta=.39; \( P = .001 \)), together with time on the website (beta=.21; \( P = .002 \); T1), predicted information recall from consultations (T3). Patients with higher knowledge before consultation (T1) also reported higher knowledge from the website afterward (T3; beta=.22; \( P = .003 \)).

**Conclusions:** Offering preparatory online information before consultations benefits information processing and patient outcomes of both younger and older newly diagnosed patients with cancer. Younger patients benefit even more when information is offered in a mode-tailored manner. We discuss the theoretical, methodological, and practical implications for patient-provider communication research in an electronic health era.

**Clinical Trial:** Netherlands Trial Register NTR5904; https://www.trialregister.nl/trial/5750

(J Med Internet Res 2019;21(10):e14407) doi:10.2196/14407
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**Introduction**

**Background**

Cancer often occurs in people of older age (≥65 years), and this number is expected to grow globally [1]. Older patients with cancer constitute the majority of the cancer patient population and are also most at risk for poor communication with health care providers owing to age-related declines, such as in cognitive (eg, working memory) and physical functioning (eg, vision loss, hearing loss, and comorbidity) [2]. In general, older patients are less likely to express their information needs or preferences and participate less actively during consultations [2,3]. Moreover, they generally experience lower self-efficacy in obtaining relevant information from their provider [4] and have more difficulty remembering information from consultations than younger patients [5,6]. Therefore, particularly, older patients could benefit from support by communicating with providers. This study aimed to investigate whether tailored online health information can provide such support to older and younger patients by examining the effects on patient-reported and observed outcomes, including website satisfaction, communication self-efficacy, anxiety, question asking during consultation, and information recall.

The information society of today is characterized by the availability of and relatively easy access to cancer information on the internet. For many older adults, besides their health care provider, the internet is one of the first preferred health information sources [7]. Online health information (eg, a hospital website) is often used to prepare for a doctor’s visit [7] and may lead to better informed, more confident, and less anxious patients [8,9]. Moreover, the use of preparation tools can support patients to actively participate in consultations (eg, by asking questions) and process and recall information from their health care provider [10,11].

Unfortunately, many older patients experience difficulties in using online health information [12]. Although this problem could resolve itself as generations pass by and the digital divide closes, age-related sensory (eg, impaired vision and/or hearing) and cognitive decline (eg, reduced processing speed) remain a prominent reason preventing older adults from using the internet effectively [12,13]. Such age-related declines also explain why older adults have varying needs regarding how information should be presented, making it more challenging to develop user-friendly websites for this group [14,15]. Online health information distinguishes itself from traditional formats of health information (eg, print materials) because of its possibility to integrate different modalities (ie, modes), such as textual, visual, and/or audiovisual information. What is particularly relevant for older patients is that these information modes can be tailored to match individual preferences and abilities (eg, age-related factors) and thus facilitate information processing [16]. Mode tailoring refers to the possibility of individuals to adapt the modality of online information presentation to their preferences, using textual, visual, and audiovisual information [17]. Recent experimental research showed positive effects on the evaluation, processing, and recall of cancer-related information when people were able to self-tailor the mode of presentation on a health website, especially among older adults [17,18]. Hence, mode tailoring is a particularly promising strategy to optimize online health information for the older population.

This study extends this experimental mode tailoring research to a clinical population of newly diagnosed patients with cancer who viewed a previsit website to prepare for their hospital consultations to discuss diagnosis and treatment planning. In a randomized controlled trial (RCT), we investigated both pre- and postvisit effects of exposure to a previsit website that can be tailored to patients’ information mode preferences (by self-selecting text, images, and/or videos) compared with exposure to standardized, nontailored websites (with either text only, text with images, or text with videos). First, we examined the effects of mode tailoring on website experience outcomes before the consultation (T1), including patients’ website involvement, satisfaction with the website, anxiety, self-efficacy in communicating with the provider, and knowledge. We also investigated whether mode tailoring effects extend to the consultation and beyond. Consultation experience outcomes include patients’ question-asking behavior during consultation and anxiety (T2). Additionally, we considered knowledge gained from the website and information recall after the consultation (T3). Second, for all outcomes, we investigated how these effects differ between younger and older patients. Third, across all patients, we investigated how website experiences predict knowledge before the consultation (T1) and how website
experiences and consultation experiences predict knowledge and information recall after the consultation (T3). By looking into the interplay between online health information provision and offline patient-provider communication in the cancer context, this study has provided insights for both practice and theory regarding patient-provider communication in an electronic health (eHealth) era.

**Mode Tailoring: Catering to Older Patients’ Motivation and Ability**

The elaboration likelihood model (ELM) and the limited capacity model of motivated mediated message processing (LC4MP) state that information processing is highly dependent on an individual’s motivation (eg, attention) and ability (eg, cognitive resources) to process information [19,20]. Older adults often see themselves as less able and are less motivated to use online health information [21]. Moreover, many older adults who go online for health information are left unsatisfied [22]. A partial explanation is that many available health websites insufficiently consider age-related factors in their design [12,23]. Providing different information modes (eg, via text, visuals, and videos) in a tailored manner can increase both the motivation and ability to use and process online health information and may, therefore, be especially relevant for older users. For instance, when the mode of presentation matches with an individual’s preference for how to consume online health information, this is likely to increase their motivation to attend to the information. Additionally, tailoring the mode of information presentation caters to differences in individual processing styles and abilities—including age-related declines in vision, hearing, and cognition—which enables individuals to process the information better. Thus, when online health information is tailored to individual mode preferences, these preconditions (ie, motivation and ability) for successful processing are considered more optimal. Consequently, mode-tailored information has a greater likelihood to reach and affect patients than nontailored information, especially older patients. In the following sections, we have discussed the expected benefits of mode-tailored online health information for patient-reported outcomes surrounding a hospital visit in younger and older patients.

**Effects on Website Experience Outcomes Before Consultation: Involvement, Satisfaction, Anxiety, Communication Self-Efficacy, and Knowledge**

A (potential) diagnosis of cancer typically involves high levels of anxiety [24], which can hinder patients’ ability to process and remember information provided by their provider [18]. Although it can be overwhelming to receive information related to the disease [25], patients have a high need for information during this uncertain phase [26]. Providing patients with mode-tailored information might enable them to absorb the information in a dosed manner (eg, by reading the text first and saving a video for later) [27]. As mode-tailored information is more accessible to patients, it is expected to be evaluated and processed better too [17,18]. Furthermore, viewing tailored online information before a hospital visit is likely to decrease patients’ anxiety, as they are better informed and prepared for what can be expected [28]. Similarly, the use of tailored preparatory information might increase self-efficacy in communicating with the provider [29,30]. Given that mode tailoring is anticipated to cater to age-related declines, we expect that older patients will benefit more from a mode-tailored website than younger patients.

- **H1:** Exposure to a mode-tailored preparatory website (vs nontailored websites) will affect patients’ website experience outcomes before a consultation (T1), including enhanced website involvement (H1a); enhanced website satisfaction (H1b); decreased anxiety (H1c); enhanced communication self-efficacy (H1d); and improved knowledge (H1e).
- **H2:** These effects will be stronger for older patients (≥65 years) than for younger patients (<65 years) with regard to website involvement (H2a), website satisfaction (H2b), anxiety (H2c), communication self-efficacy (H2d), and knowledge (H2e).

**Effects on Consultation Experience Outcomes: Question Asking and Anxiety**

The abovementioned effects of mode-tailored online information might also extend to the consultation and beyond (eg, patients’ question asking and anxiety). Combining tailored preparatory information and interpersonal patient-provider communication can reinforce each other’s effectiveness [31]. For instance, viewing preparatory information may make patients aware of topics of information they would like to know more about or validate with their health care provider, causing them to be more actively involved during consultations by asking questions [30,32]. Alternatively, patients viewing preparatory information before consultation may feel better informed and prepared for their visit, resulting in fewer questions asked during consultation [29]. Regardless, providing preparatory information in a tailored manner could strengthen effects in both directions (ie, more or less questions). As it is unclear how viewing mode-tailored online information before consultation would affect patients’ question asking and how this differs by age, the following research questions were formulated:

**RQ1:** Does exposure to a mode-tailored preparatory website (vs nontailored websites) lead to more or less questions asked by patients during consultation (T2)?

**RQ2:** To what extent does the relation between exposure to a mode-tailored preparatory website and patients’ question asking during consultation differ between younger (<65 years) and older patients (≥65 years)?

Preparatory information can play a key role in limiting anxiety during cancer consultations, perhaps even more so for patients who tend to avoid information [24]. Bronner et al found that patients with cancer characterized by a monitoring coping style, that is, information seekers, became less anxious from pre- to postconsultation after receiving their diagnosis and treatment plan [24]. The opposite relation was found for patients identified more as information avoiders; this group became more anxious from pre- to postconsultation, especially when receiving bad news [24]. A possible explanation is that information seekers had already searched for information before their consultation and were prepared for the worst scenario. Thus, when hearing
their diagnosis and treatment advice, they felt relieved when hearing relatively good news or they were more prepared for bad news. This is in contrast with the less prepared information avoiders who became more distressed after their consultation when receiving bad news. Therefore, we expect that the use of preparatory information before hospital visits, especially when tailored, decreases anxiety immediately after consultation.

- **H3**: Exposure to a mode-tailored preparatory website (vs nontailored websites) will decrease anxiety immediately after consultation (T2).

Additionally, we expect the effect of mode-tailored preparatory information on anxiety to be especially visible in older patients. The socioemotional selectivity theory posits that as people age, goals associated with emotional meaning and well-being become more salient, whereas knowledge-related goals to prepare for future events become less important [33]. Consequently, older adults generally process information in such a way that it helps them regulate their emotions (eg, putting them at ease). Older patients may perceive more emotional gratification from information presented in visual and audiovisual modes because these modes often include more vivid and obvious personal elements (eg, a patient video) that appeal more to their emotion-oriented preferences and needs. For instance, previous research has shown that older adults often prefer visual and audiovisual information [15,34], and such information modes have been found to increase feelings of emotional support from online cancer-related information compared with text in older people [35,36]. However, studies have also shown high variability in older adults’ information mode preferences [12,37]. As such, providing older patients with the option to select their preferred information modes, including visual and audiovisual elements, is more likely to fulfill their emotional and informational needs, thereby limiting their anxiety.

- **H4**: The effect of mode tailoring on anxiety immediately after consultation will be stronger for older patients (≥65 years) than for younger patients (<65 years).

**Effects on Knowledge and Recall of Information After the Consultation**

Consulting online information before consultations might also improve knowledge from online information and information recall after the consultation. For instance, when patients are already informed about several topics before consultations, this could prime patients’ attention to these and related topics when being discussed by the provider during consultations (ie, a repetition effect) [38]. Additionally, being informed and knowing what to expect beforehand could leave patients with more cognitive capacity to attend to new information that they receive during consultations. In other words, providing information in a dosed manner over multiple occasions allows patients to process important information at a slower pace which may benefit information recall [39]. As older patients have more difficulty in remembering medical information, it is expected that they will benefit relatively more from mode-tailored preparatory information than younger patients.

- **H5**: Exposure to a mode-tailored preparatory website (vs nontailored websites) will improve knowledge from the website and information recall from the consultation (T3).

**Motivation- and Ability-Related Factors Explaining Patients’ Information Processing**

Besides the main effects of mode tailoring on patient-reported outcomes before, during, and after the consultations, different website experience outcomes (eg, website involvement) may independently explain knowledge before the consultation (T1) and, together with consultation experience outcomes (T2; eg, question asking and anxiety), predict knowledge from the website and information recall from the consultation (T3). The different processes explaining knowledge acquisition and information recall can be related to a patient’s motivation (eg, website involvement) or ability (eg, communication self-efficacy) to process information. Although ELM and LC4MP are useful frameworks in understanding how mode tailoring can enhance motivation and ability to process information, how these processes translate to specific variables explaining knowledge and recall of information in the cancer context has only been briefly explored [5,6,40]. For instance, Bol et al used ELM and LC4MP to identify motivation- and ability-related factors in the literature deemed relevant for processing of online cancer information [40]. They identified website involvement and website satisfaction as website experience outcomes positively associated with information recall, whereas perceived cognitive load was negatively related to information recall. However, Bol et al did not examine which consultation experience outcomes contribute to effective information processing in patient-provider encounters [40]. Thus, in addition to addressing the value of mode tailoring, this study sought to gain insight into which website experience outcomes and consultation experience outcomes explain the benefits of preparatory online information on knowledge acquisition from websites and information recall from consultations in patients with cancer, as well as how these concepts relate to each other over time. By doing so, we inform future research relying on theories such as the ELM and LC4MP to understand which specific motivation- and ability-related factors play a role in how online and offline cancer information is being processed. We explored the following research questions:

**RQ3**: Which website experience outcomes (eg, website use, website involvement, and anxiety) predict knowledge from the website before a consultation (T1)?

**RQ4**: Which website experience outcomes (T1) and which consultation experience outcomes (ie, question asking and anxiety; T2) predict knowledge from the website and information recall after the consultation (T3)?
Methods

Design

An RCT was conducted to compare the effectiveness of a mode-tailored website (with options to choose text, visuals, and/or videos) with 3 standardized, nontailored versions with text only, text with visuals, and text with videos. Patients were stratified into a younger group (<65 years) and older group (≥65 years) and randomly assigned to view one of the 4 website versions. An age cut-off of 65 years was selected, as cancer more frequently occurs in adults above this age [1] and as similar studies on older patients and online health information also used this cut-off age [12,35,36]. An a priori power analysis based on an analysis of variance (ANOVA) with 8 groups (condition × age group) revealed that a sample size of 237 was needed to detect a medium-sized effect (Cohen $f=0.25$) with an observed power of 0.80 and an alpha level of .05. The study was approved by the medical ethical review board of the Amsterdam University Medical Center (reference number: W13_053 #13.17.0069) and the ethics committee of the Amsterdam School of Communication Research (reference number: 2014-CW-110).

Participants

Participants were patients who were suspected of having colorectal, stomach, or esophageal malignancies or had received a preliminary cancer diagnosis (but were awaiting information on the tumor stage based on additional imaging or came for a second opinion) who were referred to the Gastro-Intestinal Oncological Centre Amsterdam (GIOCA). Patients were recruited from December 2015 through September 2018. The GIOCA is an academic multidisciplinary outpatient clinic in the Netherlands that specializes in fast-track diagnosis and treatment planning within a day [41], referred to as the GIOCA day. During the study, 691 patients visited the GIOCA; of these, 643 were successfully approached by telephone 1 to 5 days before their visit, depending on the day they received their referral. We informed patients about the purpose of the study (ie, to gain insight into information provision to patients with cancer) and offered them access to a website containing relevant information about GIOCA’s procedures, which could help them prepare for their visit. Of the 517 patients who had internet access and wanted to receive an email with access to the website, 241 consented to participate. As 9 of the included patients did not use the website, a total of 232 patients were included in the final analyses. Patients most often declined participation because they had no time or found it too burdensome. Only 8.0% (22/276) of declining patients explicitly mentioned that recording their consultation was a breach of their privacy, and only 8.0% (22/276) had no interest in additional (online) information. A nonresponse analysis revealed no differences between participating and nonparticipating patients in age, $t_{689}=1.52$; $P=.13$, and gender, $\chi^2_{1}=3.2$; $P=.07$. An overview of participant inclusion, reasons for nonresponse, randomization procedure, and dropout rates is presented in Figure 1.

Figure 1. Flowchart of participant recruitment and drop-out.
Website Intervention

A total of 4 website versions were developed containing the same information but presented in different modalities (via text, images, and/or patient videos). The nontailored website versions contained either text only, text with images, or text with videos. The text with videos version contained 6 videos featuring patients who narrated the textual information on the website (ranging from 1:30 to 3:00 min in length). As the images and videos were based on the textual content, they offered similar information. The information on the nontailored websites was offered in a standardized manner and could not be adapted by patients. The mode-tailored website version allowed patients to self-tailor the information presentation to their preferred mode at any moment during viewing. We did not include a nontailored version with all modalities, as we previously found that too much information on one Webpage can be detrimental for patient outcomes [18].

The website contained different pages with information about the fast-track clinic, how to prepare for consultations, and when to contact the clinic. Furthermore, the website contained information about the conditions (colorectal, stomach, or esophageal cancer), medical tests, treatment options, and practical information, such as a list of health care providers, frequently asked questions, and contact and location information. The content on the websites was similar for both patients with colorectal cancer and patients with stomach and esophageal cancer, except for the information concerning the condition and treatment options. Details on the development and content of these websites are published elsewhere [27]. Examples of the mode-tailored website and the nontailored websites are given in Figures 2 and 3.

Figure 2. Example of the mode-tailored website with all modes switched on (text, images, videos).
Figure 3. Example of a non-tailored website with text and video.

Procedure

Consenting patients were stratified by age group and then randomized to one of the 4 conditions using randomization software. After the first telephone contact (1-5 days before visit), patients received a link to one of the 4 website versions by email from the study coordinator. Patients were not aware that there were other website versions than the one they received. Patients were free to use the website as they wished (how often, how long, and which pages). After viewing the website, consenting patients completed an online questionnaire to record website experience outcomes and background variables such as sociodemographic information, health background information, and information preference characteristics (T1a). One day before their visit to the clinic, patients’ knowledge acquired from the website was assessed by telephone (T1b). On the day of the patients’ visit to the clinic, a research assistant was present in the hospital to video record all consultations to assess question asking during consultations (T2). The fast-track program (GIOCA day) started with 2 intake consultations (medical specialist and nurse) to evaluate symptoms and medical history (T2). At noon, a multidisciplinary team discussed the diagnosis and formulated a treatment plan. In the afternoon, the diagnosis and treatment advice were discussed with the patient by the physician and nurse who conducted the intake consultations (T2). Depending on the treatment plan, patients also visited a surgeon, oncologist, or radiation oncologist on the same day to discuss treatment details (T2). Patients usually had 4 to 7 consultations during the GIOCA day, all of which were video recorded for this study. Immediately after the last consultation, a paper questionnaire was used to measure anxiety (T2). Patients were contacted by telephone within 36 to 48 hours after their visit to assess their knowledge from the website and information recall from the consultation (T3).

We took extensive measures to limit the overall participant burden. We had a trained research assistant who informed patients at the start of the study by telephone to ensure they knew exactly what the participation would entail, including how their privacy was safeguarded. Then, we sent out an information letter over email and contacted patients after 2 days again. Every patient was in contact with 1 research assistant who conducted telephone interviews before and after consultation and accompanied the patient in the hospital for data collection (hanging out the questionnaires at the right time and installing the video recorder). This ensured that both patients and providers dealt with 1 person only and did not have to memorize when to fill out which questionnaire or turn on the video recording.

Perceived Level of Tailoring of the Website

We measured to what extent patients felt the website was tailored to their situation with 2 items. The items comprised “the way I viewed information on the website (via text; text with images; text with video; text, images, and/or video) corresponded to my preference to receive health information” and “the presentation of the information on the GIOCA website was tailor-made for me.” The answer options ranged from 1 (totally disagree) to 7 (totally agree), with higher scores indicating higher levels of perceived tailoring (Pearson $r=0.74; P<.001$).
Website Experience Outcomes (T1)

Website use patterns were recorded using a built-in Web tracker that logged every action on the website, including the number of clicks, time spent on each page, video viewing behavior, mode selections, and number of visits.

Website involvement was measured with 5 items, including “I was highly involved in evaluating the website” and “I carefully viewed the information on the website” [42]. Answer options ranged from 1 (totally disagree) to 7 (totally agree), of which mean scores were calculated (alpha=.81).

The 10-item version of the Website Satisfaction Scale [18,43] was used to assess the degree to which patients were satisfied with the (1) attractiveness of the website (3 items, eg, the website looks nice; alpha=.86), (2) comprehensibility of the website (3 items, eg, “the website is understandable”; alpha=.97), and emotional support from the website (4 items, eg “the website helps me with my emotions”; alpha=.92). Answer options ranged from 1 (totally disagree) to 7 (totally agree), of which mean scores were calculated.

Communication self-efficacy was measured with the short-form Perceived Efficacy in Patient-Physician Interactions questionnaire [44]. A total of 5 questions assessed the patient’s confidence in their ability to communicate with their provider on a scale from 1 (very confident) to 5 (not confident at all). A sum score was calculated (range 5-25; alpha=.88).

Patients’ current state of anxiety was measured with the 6-item version of the State-Trait Anxiety Inventory (STAI-6) [45]. Patients rated whether they experienced the presence (tense, upset, or worried) or absence (calm, relaxed, or content) of anxiety from 1 (not at all) to 4 (very much so). On the basis of the guidelines, the scores were recoded to range from 20 to 80, with scores >44 indicating high anxiety (alpha=.80) [46].

Knowledge acquired from the website was measured using the protocol of the Netherlands Patient Information Recall Questionnaire (NPIRQ) via telephone interviews [6,47]. We asked patients 12 standardized open questions based on the website content (eg, about the goal and course of the fast-track program and which medical specialists they will see). On the basis of a predeveloped code book, for 9 questions, patients could score 2 points, and for 3 questions, the correct answers contained fewer or more elements, and thus, these questions accounted for 1, 2.5, and 3 points. Thus, the maximum knowledge score at T1 for 12 questions (9×2 + 1×1 + 1×2.5 + 1×3) was 24.5. A standardized score was calculated by taking the percentage correctly answered according to the NPIRQ guidelines. The first author (MHN) coded all the answers. Additionally, answers from 14 patients were double coded by a second coder (FY), showing good intercoder reliability (mean kappa=.951).

Recall of Information and Knowledge After the Consultation (T3)

Information recall from the consultation and knowledge from the website were measured with the NPIRQ (similar to measurement of knowledge before the consultation; T1). Regarding information recall from the consultation, each participant was asked 13 standardized open questions (eg, about the proposed treatment plan, logistic planning of treatment, possible risks and side effects of treatment, and recommendations for daily life). To improve the validity of the recall measure, a maximum of 5 additional open questions were formulated, tailored to each patient’s videotaped consultations (eg, about details of treatment and additional medical tests). The correct answers were derived from the videotaped consultations. Each answer as provided by the participant during the interview was scored as not recalled (0), partially recalled (1), and completely recalled (2) based on a predefined code book. In theory, patients could receive a maximum of 18 questions (13 standardized + 5 tailored questions). However, as the content of consultations varied between patients, not all standardized open questions were applicable to all patients. Similar to T1, a standardized score was calculated by taking the percentage of correctly recalled information, based on the patient’s total sum score (1-23) and the maximum obtainable recall score (range 4-34; mean 56.37, SD 15.21).

The website contained information on 10 of the 13 standardized open questions asked. Hence, a separate knowledge score about topics on the website was calculated from these 10 questions. For this knowledge score, the website content was used as a guideline to score patients’ answers (similar to knowledge at T1). Again, a standardized score was calculated by taking the percentage correctly answered, based on the total sum score (0-9) and maximum obtainable score (range 10-19; mean 15.05, SD 11.76). The first author (MHN) coded all answers. A second coder (MA) coded answers from 14 participants from a different dataset with the exact same code book (mean kappa=.816; P<.001) [6].

Background Variables

Sociodemographic Information

Sociodemographic information included age, gender, and education level. Education level was divided into lower (ie, primary education, general secondary education, and middle vocational education) and higher education level (ie, higher vocational education and university).
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Health Background Information

Health background information included cancer type (coded as colorectal cancer=0 and esophageal/stomach cancer=1) and whether patients came in for a second opinion (no=0 and yes=1). The treatment goal (palliative or unclear=0 and curative=1) was derived from the medical file. Health literacy was measured with the comprehension test of the Short Assessment of Health Literacy in Dutch that consists of 22 health-related words (eg, biopsy, ventricle, and palliative) [49]. For each word, people were asked to select the correct meaning out of 3 multiple choice options or an “I don’t know” option. The sum score of correct answers reflects their health literacy level and could range between 0 and 22. Patients’ frailty (ie, functioning in the physical, cognitive, social, and psychosocial domain) was assessed with the 15-item Groningen Frailty Indicator [50]. The quality of life was measured with 2 items from the European Organisation for Research and Treatment of Cancer Quality of Life Questionnaire [51] with answer options ranging from 1 (very bad) to 7 (excellent; Pearson r=0.75; P<.001).

Information-Seeking Characteristics

Internet use was measured in hours per week. Monitoring coping style refers to the degree to which patients seek information in a threatening medical situation. This was assessed with an adapted version of the Threatening Medical Situation Inventory (eg, “I intend to get as much information as possible about my treatment”) [24,52], using 3 items with answer options from 1 (not applicable to me at all) to 5 (very applicable to me; Cronbach alpha=.83). We assessed information preference with an adapted item from the Information Satisfaction Questionnaire [53], asking whether patients prefer to receive (1) “as much information as possible, both positive and negative,” (2) “as much information as possible, both positive and negative, but bit by bit,” (3) “not much information,” and (4) “only positive information”. In conformity with previous research [54], the items were dichotomized by merging category (2), (3), and (4) into “not all information (at once)” (0) versus “as much information as possible, both positive and negative” (1). Finally, we assessed whether patients received information about the clinic from other sources (eg, health care providers and brochures) besides our website (no=0 and yes=1).

Statistical Analyses

Chi-square tests, t tests, and ANOVAs were conducted to check for unequal distribution of background variables over conditions. Descriptive analyses were used to explore patterns of website use. Main and interaction effects of mode tailoring (H1-H6, RQ1-2) were tested with ANOVAs. Additional simple effects analyses were conducted to examine differences between conditions within age groups. The significance level was set at P<.05. To test which website experience outcomes predicted knowledge before the consultation (T1) and how these, together with consultation experience outcomes (T2), predicted information recall from the consultation and knowledge from the website after the consultation (T3; RQ3-4), 3 multistage linear regression models were estimated. All analyses started with a baseline model (Model 1) of individual background variables (with age as a continuous variable). Website experience outcomes were added as predictors in Model 2. For information recall from the consultation and knowledge from the website at T3, relevant consultation experience outcomes (T2) were included as predictors in Model 3. To reduce the number of predictors, only variables that were at least marginally correlated with knowledge or information recall were included in the models (P<.10). Assumptions of linearity, normality, homoscedasticity, independent errors (Durbin-Watson values for Model 1, 2, and 3 are 1.95, 1.89, and 1.75, respectively) and multicollinearity (variance inflation factor<10) were met for all variables. Standardized coefficients (betas) are reported for comparisons of predictive power.

Results

Patient Characteristics

Participating patients were aged, on average, 63.50 years (SD 9.06; range 36-86), with 46.1% (107/232) aged ≥65 years. The majority were male (68.1%, 158/232) and lived together with their spouse, children, or other family members (82.8%, 192/232). The majority were advised a curative treatment plan (73.2%, 170/232), whereas 13.4% (31/232) entered a palliative trajectory, and 13.4% (31/232) were scheduled for additional imaging studies to formulate a clear diagnosis and treatment plan. Of the 232 participating patients, 74 viewed the mode-tailored website, 53 viewed the text-only website, 54 viewed the text with images website, and 51 viewed the text with video website. Background information of the patients is given in Table 1.
Table 1. Patient background characteristics.

<table>
<thead>
<tr>
<th>Background variables</th>
<th>Older patients (n=107)</th>
<th>Younger patients (n=125)</th>
<th>All patients (n=232)</th>
<th>Total (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>71.44 (4.23)</td>
<td>56.81 (6.18)</td>
<td>63.50 (9.06)</td>
<td>232</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>77 (72.6)</td>
<td>81 (64.3)</td>
<td>158 (68.1)</td>
<td>232</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>29 (27.4)</td>
<td>45 (35.7)</td>
<td>74 (31.9)</td>
<td>232</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower, n (%)</td>
<td>71 (67.0)</td>
<td>75 (59.5)</td>
<td>146 (62.9)</td>
<td>231</td>
</tr>
<tr>
<td>Higher, n (%)</td>
<td>35 (33.0)</td>
<td>50 (39.7)</td>
<td>85 (37.1)</td>
<td>231</td>
</tr>
<tr>
<td><strong>Health background information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal, n (%)</td>
<td>77 (72.6)</td>
<td>110 (87.3)</td>
<td>187 (77.9)</td>
<td>232</td>
</tr>
<tr>
<td>Esophageal/stomach, n (%)</td>
<td>29 (27.4)</td>
<td>16 (12.7)</td>
<td>45 (22.1)</td>
<td>232</td>
</tr>
<tr>
<td><strong>Second opinion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>90 (84.9)</td>
<td>99 (78.6)</td>
<td>189 (81.5)</td>
<td>232</td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>16 (15.1)</td>
<td>27 (21.4)</td>
<td>43 (18.5)</td>
<td>232</td>
</tr>
<tr>
<td><strong>Treatment goal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palliative, n (%)</td>
<td>13 (12.3)</td>
<td>18 (14.3)</td>
<td>31 (13.4)</td>
<td>232</td>
</tr>
<tr>
<td>Curative, n (%)</td>
<td>81 (76.4)</td>
<td>89 (70.6)</td>
<td>170 (73.2)</td>
<td>232</td>
</tr>
<tr>
<td>Unclear, n (%)</td>
<td>12 (11.3)</td>
<td>19 (15.1)</td>
<td>31 (13.4)</td>
<td>232</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td>16.50 (4.99)</td>
<td>16.82 (4.38)</td>
<td>16.66 (4.66)</td>
<td>182</td>
</tr>
<tr>
<td>Frailty**</td>
<td>2.19 (1.86)</td>
<td>2.69 (2.05)</td>
<td>2.46 (1.98)</td>
<td>182</td>
</tr>
<tr>
<td>Quality of life**</td>
<td>5.24 (1.17)</td>
<td>4.99 (1.36)</td>
<td>5.11 (1.28)</td>
<td>229</td>
</tr>
<tr>
<td><strong>Information characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use**</td>
<td>12.02 (10.30)</td>
<td>17.98 (17.74)</td>
<td>15.27 (15.10)</td>
<td>229</td>
</tr>
<tr>
<td>Information coping style**</td>
<td>3.74 (0.87)</td>
<td>3.76 (0.87)</td>
<td>3.75 (0.87)</td>
<td>229</td>
</tr>
<tr>
<td><strong>Information preference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not all information, n (%)</td>
<td>25 (24.0)</td>
<td>31 (24.8)</td>
<td>56 (24.5)</td>
<td>229</td>
</tr>
<tr>
<td>As much information as possible, n (%)</td>
<td>79 (76.0)</td>
<td>94 (75.2)</td>
<td>173 (75.5)</td>
<td>229</td>
</tr>
<tr>
<td><strong>Additional information received</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No, n (%)</td>
<td>30 (30.9)</td>
<td>38 (31.4)</td>
<td>68 (31.2)</td>
<td>218</td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>67 (69.1)</td>
<td>83 (68.6)</td>
<td>150 (68.8)</td>
<td>218</td>
</tr>
</tbody>
</table>

aNo differences were found between conditions.

bN refers to the entire population under study and n refers to a sample population under study. Not all cells add up to 100% owing to missing data.

cDiffers significantly between younger and older patients at P<.01.

dA higher score indicates higher levels of health literacy (maximum range: 0-22; reported range 0-22).

eA higher score indicates higher frailty (maximum range 1-15; reported range 0-10).

fA higher score indicates higher quality of life (maximum range 1-7; reported range 2-7).

gMeasured in hours per week.

hA higher score indicates a higher information monitoring coping style (maximum range 1-5; reported range 1-5).

Perceived Level of Tailoring

Patients viewing the mode-tailored website version had equally high perceptions of the degree to which the information presentation was tailored to them as compared with those viewing the nontailored versions (mean 5.24, SD 1.22; $F_{3,225}$=0.19; $P=.91$; $\eta^2_p=0.00$).
Website Use Patterns

Of the 232 participating patients, 74 viewed the mode-tailored website (31.9%), 53 viewed the text-only website (22.8%), 54 viewed the text with images website (23.3%), and 51 viewed the text with video website (23.0%). Patients spent an average of 34 min and 45 seconds on the website (SD 00:32:56; range 00:00:34-03:50:42). Patients who received the website a day before their visit did not spend less time on the website than those who received it earlier (t_{230}=1.79; P=.07) and this did not differ between conditions (χ²=1.1; P=.76). The majority of patients (62.1%, 144/232) visited the website twice or more in the days before their visit (mean 2.78, SD 2.28; range 1-22). Patients mostly consulted information about the GIOCA day (90.9%, 211/232), how to prepare for their visit (86.6%, 201/232), their condition (colorectal, stomach, or esophageal cancer; 80.6%, 187/232), and how to deal with cancer in daily life (ie, nutrition, fatigue, and psychosocial care; 67.2%, 156/232), and with which symptoms to contact the hospital (65.1%, 151/232). Almost half of the patients viewed information on diagnostic tests (40.5%, 94/232) and frequently asked questions (48.3%, 112/232). Contact information (27.2%, 63/232), information about which medical specialists work at GIOCA (19.8%, 46/232), and information on additional websites (25.0%, 58/232) were least often consulted. An overview of website use patterns is presented in Table 2.

Videos were available for patients in the text with video condition and mode-tailored condition (total n=125). Of these patients, 41 (32.8%; n_{tailored}=18; n_{video}=23) watched a total of 96 videos on the website. Within the conditions, 28% (21/74) of patients in the tailored condition watched a video compared with 39% (20/51) in the text with video condition. Within age groups, 29% (16/54) of older patients watched a video compared with 35% (25/71) of younger patients. These differences were not significant. Most patients who watched a video, watched it almost completely (total video time: mean 00:06:52, SD 00:05:19; range 00:15:22:35). The majority of patients who watched videos, watched more than one (61%; 25/41).

Patients in the mode-tailored condition spent an average of 43:07 min on the website, compared with 30:59 min for patients in the text condition, 33:52 min for patients in the text with images condition, and 26:26 min for patients in the text with video condition. However, this difference was not significant (F_{3,224}=2.52; P=.06; η_p²=0.03). There were no differences between age groups in terms of time spent on the website (F_{3,224}=0.00; P=.96; η_p²=0.00). All patients in the mode-tailored condition chose at least text, but the majority supplemented this with additional images or videos spread over multiple visits to the website. The majority of patients (77%, 57/74) in the mode-tailored condition selected all 3 modalities (text, images, and video); 16% of patients (12/74) chose text and images; 1% of patients (4/74) chose text only; and only 1/74 patient chose text with video. Regarding the first time on the website, most patients first chose text (79%, 59/74); 13% of patients first chose images (10/74); and 6% of patients first chose video (5/74). During subsequent Web sessions, patients were more likely to choose images and video first. On average, patients took 01:15 min to select their first mode (SD 02:10; 39%, 29/74 <30 seconds, 66%, 50/74 <1 min, and 86.5%, 64/74 <2 min). Regarding the second visit, the first mode was selected on average at 29 seconds (SD 00:51; 84%, 32/38 <30 seconds, 94.7%, 36/38 <2 min).
Table 2. Patterns of website use.

<table>
<thead>
<tr>
<th>Website use variables</th>
<th>Older patients (n=106)</th>
<th>Younger patients (n=126)</th>
<th>All patients (n=232)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time spent on website (mm:ss), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mode-tailored (31.9%, n=74)</td>
<td>34:27 (32:09)</td>
<td>35:00 (33:42)</td>
<td>34:45 (32:56)</td>
</tr>
<tr>
<td>Text-only (22.8%, n=53)</td>
<td>41:35 (40:55)</td>
<td>44:14 (43:01)</td>
<td>43:07 (41:53)</td>
</tr>
<tr>
<td>Text with images (23.3%, n=54)</td>
<td>30:25 (39:34)</td>
<td>31:31 (22:11)</td>
<td>30:59 (25:49)</td>
</tr>
<tr>
<td>Text with video (23.0%, n=51)</td>
<td>34:09 (30:34)</td>
<td>33:35 (35:23)</td>
<td>33:52 (32:51)</td>
</tr>
<tr>
<td><strong>Web pages, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The GIOCA(^a)-day</td>
<td>90 (84.9)</td>
<td>121 (96)</td>
<td>211 (90.9)</td>
</tr>
<tr>
<td>Preparing for the GIOCA-day</td>
<td>84 (79.2)</td>
<td>117 (92.9)</td>
<td>201 (86.6)</td>
</tr>
<tr>
<td>Information about cancer types</td>
<td>84 (79.2)</td>
<td>103 (81.7)</td>
<td>187 (80.6)</td>
</tr>
<tr>
<td>Diagnostic tests</td>
<td>49 (46.2)</td>
<td>45 (35.7)</td>
<td>94 (40.5)</td>
</tr>
<tr>
<td>When to contact the hospital</td>
<td>62 (58.5)</td>
<td>89 (70.6)</td>
<td>151 (65.1)</td>
</tr>
<tr>
<td>Daily life recommendations</td>
<td>65 (61.3)</td>
<td>91 (72.2)</td>
<td>156 (67.2)</td>
</tr>
<tr>
<td>Additional relevant websites</td>
<td>23 (21.7)</td>
<td>35 (27.8)</td>
<td>58 (25.0)</td>
</tr>
<tr>
<td>Frequently asked questions</td>
<td>48 (45.3)</td>
<td>64 (50.8)</td>
<td>112 (48.3)</td>
</tr>
<tr>
<td>Medical specialists at GIOCA</td>
<td>23 (21.7)</td>
<td>23 (18.3)</td>
<td>46 (19.8)</td>
</tr>
<tr>
<td>Contact information</td>
<td>31 (29.2)</td>
<td>32 (25.4)</td>
<td>63 (27.2)</td>
</tr>
<tr>
<td><strong>Watched at least one video(^b,) n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mode-tailored</td>
<td>16 (29.6)</td>
<td>25 (35.2)</td>
<td>41 (32.8)</td>
</tr>
<tr>
<td>Text with video</td>
<td>9 (29.0)</td>
<td>12 (27.9)</td>
<td>21 (28.4)</td>
</tr>
<tr>
<td><strong>Number of videos watched(^c,) n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mode-tailored</td>
<td>2.50(^d) (2.50)</td>
<td>2.24(^d) (1.30)</td>
<td>2.34(^d) (1.84)</td>
</tr>
<tr>
<td>Text with video</td>
<td>3.00(^d) (3.28)</td>
<td>2.50(^d) (1.57)</td>
<td>2.71(^d) (2.39)</td>
</tr>
<tr>
<td><strong>Number of mode actions(^b,) mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time until first mode (mm:ss(^b), mean (SD)</td>
<td>01:00 (00:48)</td>
<td>01:25 (02:45)</td>
<td>01:15 (02:10)</td>
</tr>
<tr>
<td>First mode ≤1 min (%)</td>
<td>64.5</td>
<td>67.4</td>
<td>66.2</td>
</tr>
<tr>
<td>First mode ≤2 min (%)</td>
<td>87.1</td>
<td>86</td>
<td>86.5</td>
</tr>
<tr>
<td>First mode ≤4 min (%)</td>
<td>100</td>
<td>95.3</td>
<td>97.3</td>
</tr>
<tr>
<td><strong>First mode chosen(^b,) n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>27 (87.1)</td>
<td>32 (74.4)</td>
<td>59 (79.7)</td>
</tr>
<tr>
<td>Illustrations</td>
<td>4 (12.9)</td>
<td>6 (14.0)</td>
<td>10 (13.5)</td>
</tr>
<tr>
<td>Video</td>
<td>0 (0.0)</td>
<td>5 (11.6)</td>
<td>5 (6.8)</td>
</tr>
<tr>
<td><strong>Mode combination(^b,) n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All 3 modes</td>
<td>23 (74.2)</td>
<td>34 (79.1)</td>
<td>57 (77.0)</td>
</tr>
<tr>
<td>Text and illustrations</td>
<td>8 (25.8)</td>
<td>4 (9.3)</td>
<td>12 (16.2)</td>
</tr>
<tr>
<td>Text and video</td>
<td>0 (0.0)</td>
<td>1 (2.3)</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>Text only</td>
<td>0 (0.0)</td>
<td>4 (9.3)</td>
<td>4 (5.4)</td>
</tr>
</tbody>
</table>

\(^a\)GIOCA: Gastro-Intestinal Oncological Centre Amsterdam

\(^b\)Only applicable to patients viewing the mode-tailored (n=74) and text with video website (n=51).

\(^c\)Only includes patients who watched at least one video.

\(^d\)Range: 1-11.

\(^e\)Range: 1-6.
Effects on Website Experience Outcomes Before Consultation (T1)

Table 3 shows the summary statistics of all outcomes. We hypothesized that exposure to a mode-tailored website (vs nontailored websites) would positively affect patients’ website involvement, website satisfaction, anxiety, communication self-efficacy, and knowledge before the consultation (H1). Our data showed no significant differences between the conditions for these website experience outcomes. We also hypothesized differential effects of mode tailoring for younger and older patients, with stronger effects for older patients (H2). Although no significant interaction effects were present, a simple effects analysis revealed that, in contrast with our hypothesis, for younger patients the mode-tailored website (mean 5.12, SD 0.97; P<.02) and text with images website (mean 5.30, SD 0.91; P=.009) resulted in higher satisfaction with the attractiveness of the website compared with the text-only website (mean 4.46, SD 1.08). In general, older patients had lower knowledge levels (mean 22.70, SD 12.57) than younger patients (mean 30.16, SD 13.00; F_{3,218}=17.91; P<.001; \eta^2=0.08). Overall, the data showed no support for H1 and H2.

Table 3. Means and standard deviations of patient outcome variables.

<table>
<thead>
<tr>
<th>Patient outcome variables</th>
<th>Mode-tailored, mean (SD)</th>
<th>Text-only, mean (SD)</th>
<th>Text with images, mean (SD)</th>
<th>Text with video, mean (SD)</th>
<th>Total, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T1: Website experience outcomes</strong></td>
<td>Young</td>
<td>Old</td>
<td>Young</td>
<td>Old</td>
<td>Young</td>
</tr>
<tr>
<td>Website involvement</td>
<td>4.9 (11.0)</td>
<td>4.7 (1.1)</td>
<td>4.5 (1.0)</td>
<td>4.7 (1.21)</td>
<td>4.8 (1.1)</td>
</tr>
<tr>
<td>Website attractiveness</td>
<td>5.1^{a,b} (1.0)</td>
<td>5.1 (1.2)</td>
<td>4.5 (1.1)</td>
<td>5.2 (1.4)</td>
<td>5.3^{a,c} (0.9)</td>
</tr>
<tr>
<td>Website comprehension</td>
<td>6.4 (1.4)</td>
<td>6.2 (0.8)</td>
<td>6.2 (0.7)</td>
<td>6.0 (1.2)</td>
<td>6.6^{b,d} (0.5)</td>
</tr>
<tr>
<td>Website emotional support</td>
<td>3.9 (1.3)</td>
<td>4.1 (1.2)</td>
<td>3.7 (1.2)</td>
<td>4.1 (1.7)</td>
<td>4.1 (1.3)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>20.4 (2.5)</td>
<td>20.0 (3.4)</td>
<td>19.7 (3.8)</td>
<td>20.7 (3.0)</td>
<td>20.2 (2.7)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>48.4 (11.2)</td>
<td>48.1 (11.1)</td>
<td>48.5 (10.1)</td>
<td>43.6 (11.0)</td>
<td>48.0 (11.2)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>32.1 (12.2)</td>
<td>25.4 (13.4)</td>
<td>32.7 (13.5)</td>
<td>20.8 (11.6)</td>
<td>27.6 (11.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>T2: Consultation experience outcomes</strong></th>
<th>Question asking</th>
<th>Anxiety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>Old</td>
<td>Young</td>
</tr>
<tr>
<td>24.8 (21.3)</td>
<td>19.7 (14.9)</td>
<td>19.8 (13.1)</td>
</tr>
<tr>
<td>39.6^{a,b} (11.0)</td>
<td>44.1^{a,b} (12.6)</td>
<td>45.8 (12.8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>T3: Outcomes after consultation</strong></th>
<th>Knowledge from website</th>
<th>Information recall consultation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>Old</td>
<td>Young</td>
</tr>
<tr>
<td>19.1 (12.1)</td>
<td>12.4 (10.8)</td>
<td>21.2 (13.4)</td>
</tr>
<tr>
<td>57.4 (11.4)</td>
<td>56.2 (15.2)</td>
<td>51.9 (13.4)</td>
</tr>
</tbody>
</table>

---

^{a}Differs from text-only condition.

^{b}Significant at P<.05.

^{c}Significant at P<.10.

^{d}Differs from text with video condition.

^{e}Differs from younger patients.

^{f}Significant at P<.001.
Effects on Consultation Experience Outcomes (T2)

We explored whether exposure to a mode-tailored website would influence the number of questions asked by patients during consultations (RQ1) and whether this would differ between younger and older patients (RQ2). Results showed no significant differences between condition and no interaction effects between condition and age for the number of questions asked during consultations. Additionally, we hypothesized that exposure to a mode-tailored website (vs nontailored websites) would decrease anxiety immediately after consultation (H3), with stronger effects for older patients (H4). Although we found no main effect of condition, a significant interaction between condition and age group was revealed ($F_{3,204}=3.16; P=.03$; $\eta^2_p=0.04$). However, in contrast with our expectations, older patients reported higher anxiety in the mode-tailored condition ($mean=44.14, SD=12.62; P=.04$) compared with the text condition ($mean=37.36, SD=10.86$). On the contrary, younger patients reported lower levels of anxiety in the mode-tailored condition ($mean=39.59, SD=10.97; P=.046$) compared with the text condition ($mean=45.80, SD=12.80$). Overall, the data showed no support for H3 and contrasting results for H4.

Effects on Information Recall and Knowledge After Consultation (T3)

We hypothesized that exposure to a mode-tailored (vs nontailored) website would increase patients’ knowledge from the website and information recall from the consultation (H5), with differential effects for younger and older patients (H6). For both outcomes, we found no significant differences between conditions and no interaction effects. Overall, older patients acquired less knowledge from the website ($mean=11.78, SD=9.88$) than younger patients ($mean=17.96, SD=13.12$; $F_{1,194}=12.89; P<.001; \eta^2_p=0.06$). There were no age differences in recall from the consultation ($mean_{younger}=57.29, SD=14.15$; $mean_{older}=55.35, SD=16.33$).

What Motivation- and Ability-Related Factors Explain Knowledge and Information Recall Before and After Consultation?

Table 4 summarizes all regression models. Regarding knowledge from the website before the consultation (T1), the baseline model with individual background variables (Model 1; $n=211$) revealed that younger age ($beta=-0.23; P=.001$) and higher education levels ($beta=.22; P=.002$) were associated with higher knowledge. Patients who received information about the clinic from other sources also reported higher knowledge ($beta=13; P=.06$); however, this effect was not significant. Extending this model with website experience outcomes (Model 2) significantly improved the model ($AR^2=0.06; P=.006$; total adjusted $R^2=0.17$). Higher perceived website involvement ($beta=15, P=.03$) and higher satisfaction with the comprehensibility of the website ($beta=.15, P=.05$), although the latter borderline significant, are associated with higher knowledge at T1.

Regarding information recall from the consultation (T3), no background variables were associated with information recall (Model 1, $n=194$). Extending the model with website experience outcomes revealed that knowledge before the consultation ($beta=.22; P=.003$), whether the patient had watched a video on the website ($beta=.14; P=.07$), and communication self-efficacy ($beta=.12; P=.09$) explained a significant additional proportion of variance in information recall ($AR^2=0.12; P=.001$; total adjusted $R^2=0.09$). The latter 2 variables were however not significantly related to information recall. No consultation experience outcomes were associated with information recall from the consultation at T3.

Regarding knowledge from the website after the consultation (T3), the baseline model with control variables (Model 1, $n=185$) revealed that younger age ($beta=-0.18; P=.02$) and higher education levels ($beta=.16; P=.03$) were associated with higher knowledge. Extending this model with website experience outcomes significantly improved the model ($AR^2=0.19; P<.001$; total adjusted $R^2=0.27$). Specifically, more time spent on the website before the consultation ($beta=.21; P=.002$) and higher knowledge at T1 ($beta=.39; P<.001$) were associated with higher knowledge at T3. Age ($beta=-0.08; P=.23$) and education level ($beta=.10; P=.12$) became insignificant predictors of knowledge. No consultation experience outcomes were associated with knowledge at T3.
### Table 4. Regression models predicting knowledge and information recall.

<table>
<thead>
<tr>
<th>Regression outcomes</th>
<th>Website knowledge (T1; n=211)</th>
<th>Information recall consultation (T3; n=194)</th>
<th>Website knowledge (T3; n=185)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 1</td>
</tr>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
</tr>
<tr>
<td>Individual background characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.23</td>
<td>.001</td>
<td>-0.23</td>
</tr>
<tr>
<td>High education level</td>
<td>0.22</td>
<td>.002</td>
<td>0.22</td>
</tr>
<tr>
<td>Internet use</td>
<td>-0.02</td>
<td>.75</td>
<td>-0.02</td>
</tr>
<tr>
<td>Coping style</td>
<td>0.11</td>
<td>.11</td>
<td>0.04</td>
</tr>
<tr>
<td>Additional information received</td>
<td>0.13</td>
<td>.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Quality of life</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Website experience characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Website involvement</td>
<td>—</td>
<td>—</td>
<td>0.15</td>
</tr>
<tr>
<td>Website attractiveness</td>
<td>—</td>
<td>—</td>
<td>-0.01</td>
</tr>
<tr>
<td>Website comprehension</td>
<td>—</td>
<td>—</td>
<td>0.15</td>
</tr>
<tr>
<td>Watched a video</td>
<td>—</td>
<td>—</td>
<td>0.08</td>
</tr>
<tr>
<td>Knowledge (T1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Website emotional support</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Communication self-efficacy</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Time on website</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Anxiety (T1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Consultation experience characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question asking</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*a* Only variables marginally significant (P < .10) that correlated with the predicted outcome variable were included. As no consultation characteristics correlated with information recall from the consultation (T3), only 2 models were predicted. Model 1 shows a simple linear regression model assessing the relationship between control variables and knowledge/information recall. Website experience characteristics were added to Model 2. Consultation experience was included in Model 3. We report the models without controlling for health literacy owing to missing data. Repeating the analyses with health literacy in the models did not change results, although health literacy significantly related to website knowledge (T3). \( R^2 \) indicates the adjusted explained variance of the model; \( \Delta R^2 \) shows the change in \( R^2 \) by adding predictors in Model 2 and 3; significant \( \Delta F \) shows whether the difference in the \( F \) value for model expansion is significant.

\( b \) Adjusted \( R^2 \): Model 1=0.12, Model 2=0.17. Adding website experience characteristics to Model 2 improved the model (\( \Delta R^2=0.06, P=.006 \)).

\( c \) Adjusted \( R^2 \): Model 1=0.00, Model 2=0.09. Adding website experience characteristics to Model 2 improved the model (\( \Delta R^2=0.12, P=.001 \)).

\( d \) Adjusted \( R^2 \): Model 1=0.09, Model 2=0.27, Model 3=0.27. Adding website experience characteristics to Model 2 improved the model (\( \Delta R^2=0.19, P<0.001 \)). Additional consultation experience characteristics to Model 3 did not improve the model (\( \Delta R^2=0.00, P=.96 \)).

\( e \) Not applicable.

### Discussion

#### Principal Findings

This RCT tested the effectiveness of a mode-tailored preparatory website (ie, by self-selecting text, images, and/or videos) versus nontailored websites (ie, with either text only, text with images, or text with videos) in a clinical population of older (≥65 years) and younger (<65) patients visiting a fast-track clinic for diagnosis and treatment planning for colorectal, esophageal, or stomach cancer. The main research question was whether mode tailoring is more effective than nontailored information on patient-reported outcomes before, during, and after consultation. Moreover, we investigated whether older patients benefited proportionally more from mode-tailored information than younger patients. To advance theoretical models on information processing and the interplay between online information provision and offline patient-provider communication, we...
additionally explored which website experience outcomes and consultation experience outcomes contributed to patients’ knowledge acquisition from online health information and information recall from consultations. Following is a review of the study results in light of the unexpected findings, discuss the implications for theory, and suggest directions for future research.

**Review of Findings**

The first main and unexpected finding of this study was that younger patients were more satisfied with the mode-tailored website (vs text only), whereas this was not the case for older patients. Moreover, younger patients who viewed the mode-tailored website reported lower anxiety levels immediately after consultation (vs text only). In contrast with our hypothesis, older patients reported higher anxiety in the mode-tailored condition (vs text only). Posthoc analyses revealed that younger patients also showed greater anxiety reduction from pre- to postconsultation, after viewing the mode-tailed website (vs the nontailored websites), whereas the anxiety levels of older patients in the mode-tailored condition remained the same. Both younger and older patients had equal anxiety levels before consultation. On the basis of the socioemotional selectivity theory, we expected that older patients would perceive more emotional gratification if they had the option to select information presented in visual/audiovisual modes, thereby limiting their anxiety. Alternatively, we now discuss a different explanation for our findings, from an uncertainty management theory perspective combined with the socioemotional selectivity theory. Generally speaking, younger adults are less tolerant to uncertainty than older adults [55] and, therefore, more likely to seek information as a strategy to reduce uncertainty [56,57]. It could be that, in our study, younger patients were more intolerant to the uncertainty that came with their cancer diagnosis and, therefore, exhausted all their information sources (ie, different information modes) to reduce uncertainty and, thereby, their anxiety. Older adults, on the contrary, are generally better at tolerating and managing uncertainty [55] and could be less urged to reduce it by means of information. Information might even have reversed effects and increase anxiety in this group, especially among older-old patients with cancer (≥70 years), who more often prefer to leave information disclosure up to the health care provider [58]. Even though younger and older patients did not differ in information seeking/avoidance in this study, age-related differences in uncertainty tolerance might explain why providing information in tailored multiple modes particularly benefited younger patients, while it had no effect on older patients. The socioemotional selectivity theory also presents an explanation for this finding. Namely, younger adults attach greater importance to emotionally meaningful goals [33]. It is possible that being able to view information in different (visual) modalities in a tailored manner accommodated to younger patients’ information needs (ie, knowledge-related goals) and supported them in lowering their anxiety, which was less so for older patients. Future research is warranted to understand the role of uncertainty intolerance and information seeking/avoidance, as well as knowledge- versus emotional-related goals, in elucidating whether and how online tailored health information might accommodate the needs of and benefit younger and older patients with cancer.

Overall, we did not find that mode tailoring proportionally benefitted older patients more than younger patients. Possibly, older patients had more difficulty using the mode tailoring functionality, whereas this was more intuitive for younger patients, because of differences in internet experience (see Table 1). More long-term use and experience with the tailoring tool could make the mode-tailored website become beneficial for older patients as well. Alternatively, in our study sample, many patients were in their 60s (41.8%). Despite the significant age difference of younger and older patients, many patients were aged around the cut-off of 65 years. This could explain why the age groups did not differ on age-related background variables and why no age differences were found in outcome variables.

To illustrate, older patients in this study were not trailer than younger patients. In fact, the mean frailty score was 2.46 (SD 1.98), with less than a quarter of patients (23.6%) reporting a score higher than 4, a cut-off used to identify patients as (moderately) frail [49]. Recent work found that age-related factors (eg, frailty, health literacy, and future time perspective) are more predictive of information recall from cancer websites than chronological age [40]. Moreover, older adults are a highly heterogeneous group in fundamental domains such as biological, cognitive, and personality characteristics [59], which could influence how online health information is used, processed, and evaluated [60]. Therefore, when investigating website use behaviors and intervention effects on patient outcomes, it might be meaningful to consider age-related variables as moderators of effects.

The second main finding of this study is that certain website experience outcomes (eg, website involvement and time spent on the website) increased patients’ knowledge before and after the consultation. Higher previsit knowledge in turn supports patients in recalling information from the consultation. This suggests that offering information to help patients prepare for their hospital visit can improve past knowledge, which is important for how they process information during consultations, and remember this afterward. This is an important outcome, as knowledge is one of the key prerequisites for patients to be able to be involved in making treatment decisions and manage their illness [61]. Moreover, the website was widely used by patients across all website conditions (mean 34 min), and this was not affected by age, gender, or education level. The majority of patients even used the website multiple times before their hospital visit. This underlines a desire for information before a hospital visit, perhaps even more so in emotionally charged contexts such as the diagnosis and treatment planning phase. What makes these findings particularly noteworthy is that in this study, we did not find a relationship between anxiety during consultation and information recall from the consultation. In a previous observational field study among the same patient population, at the same outpatient clinic, but without a preparatory website intervention, anxiety during consultation negatively predicted information recall from consultations [6]. Interestingly, in this RCT, anxiety was not found to be a barrier for information recall. A comparison between the 2 samples
reveals that patients in both studies reported equally high anxiety levels. This raises the question: Could it be that offering patients’ preparatory online information before their hospital visit helped them to attend to and process information from the consultation despite their anxiety levels? Previous studies showed that highly anxious patients with cancer have higher information needs [62] and that patients with fulfilled information needs are less anxious [63]. These findings, together with the results from our previous observational study and this RCT, suggest that knowledge (ie, by means of online health information) may play an important role in patients’ anxiety management overall, especially for younger patients. However, to answer this question with more accuracy, future research is warranted to understand the added value of offering online preparatory information (vs no information) on patients’ fulfillment of information needs, knowledge/information recall, and the anxiety-recall relationship.

Although no differences were found on main outcome variables, our data showed that patients spent more time on the mode-tailored website than on the nontailored website versions. This difference was not significant, but it suggests that mode tailoring may trigger patients to attend to the website information longer, which in this study proved to be important for knowledge acquisition from the website and information recall from consultations. The results align with earlier experimental findings that mode tailoring online information can increase attention to website information and consequently enhance information recall [17]. Although it is possible that the extra time spent on the mode-tailored website was because patients needed more time to figure out how the mode tailoring tool worked, it is more likely that patients spent this time viewing the website content. Namely, the time range that patients needed to select their first mode does not weigh up to the extra time patients spent on the mode-tailored website (vs the nontailored websites). Moreover, posthoc analyses revealed that viewing the mode-tailored website required comparable levels of cognitive effort as the nontailored versions for both younger and older patients (mean 2.65, SD 1.05; range 1-7 with higher scores indicating higher cognitive load, $F_{1,229} = 0.23; P = .88; \eta^2 = 0.00$). In addition, even though no clear differences were found between conditions on the hypothesized outcome variables, the mode-tailored website kept patients online for a slightly longer period of time, which is likely to be important for knowledge gain. Together, the results suggest that offering online information to patients as a preparation tool might benefit patient outcomes.

**Theoretical Implications**

This study aimed to gain insight into which website experience outcomes and consultation experience outcomes explain the benefits of preparatory online information on knowledge acquisition from websites and information recall from consultations in the cancer communication context. As such, the results of this study are helpful in refining existing theoretical frameworks that conceptualize the interplay between mediated health communication and offline patient-provider communication in an eHealth era. At present, new information technologies open up a wide range of possibilities for patients to obtain health information outside of the consultation room. Scholars have conceptualized models of patient-provider communication that consider the role of mediated health communication to explain how communication can affect health outcomes via different pathways, such as by increasing patient knowledge, enhancing patients’ ability to manage emotions, and enhancing patient empowerment and agency [64,65]. Although such overviews are a useful starting point, our findings help further specify which specific pathways, considering both online information provision and offline patient-provider communication, are key in improving patient health outcomes. Specifically, we identified variables related to attention (ie, time spent online) and website involvement as important motivational website experience outcomes that contribute to processing of online information, thereby increasing patients’ knowledge. Although not one of the consultation experience outcomes (ie, question asking and anxiety) was related to information recall from consultations, we identified increased knowledge levels before consultation as an ability-related website experience outcome that benefitted patients’ recall of information from the consultations. These results also inform future research relying on theories such as the ELM and LC4MP to understand which specific motivation- and ability-related factors play a role in how online cancer information is processed and how this may impact patient outcomes. This is important, as a critique on the ELM has been that its mediating variables are not clearly defined, leaving room for further specification of which variables contribute to motivation and ability to process information in different situational contexts [66]. We conclude with an integrated model visualizing how the use of online health information and patient-provider communication may lead to website experience outcomes and consultation experience outcomes, which may reinforce each other and ultimately explain knowledge and information recall (Figure 4). The process should be seen as a cycle, where each outcome can in turn influence the use of online health information and shape interactions between patients and providers. We note that this model is merely a starting point, and future research should complement this with relevant theoretical concepts that were unconsidered in our study.

This study also adds to the existing literature on computer-tailored health communication. Tailored online health information tools, typically providing recipients with content adapted to their individual characteristics, needs, and/or preferences have shown to be more effective than nontailored information on a wide range of patient outcomes, however typically with small effects [67-71]. Such tailored communication interventions may have provided personally relevant content but have possibly overlooked individual preferences for how this information should be presented. Moreover, the way in which content is processed highly depends on how this information is delivered [72]. Even though effects were small, this study suggests that tailoring the mode of information presentation to individual preferences, abilities, and/or learning styles could enhance the effectiveness of online health information interventions. Future research combining different tailoring strategies, such as content tailoring and mode tailoring, is warranted to tell whether effect sizes of tailored health communication interventions can be improved.
Strengths, Limitations, and Future Research Directions

This study is the first to translate mode tailoring research to a clinical population of patients with cancer. Major strengths are its longitudinal character (ie, following patients from before to during and after their hospital visit) and the combination of observational data (ie, website tracking data and video observations) and patient-reported outcomes. We were able to include over 240 patients in our trial, which is highly unique given the emotional burden that newly diagnosed patients with cancer experience and including patients at this stage is challenging. About half (53.3%, 276/517) of patients declined participation. Although there was no age and gender difference between participating and nonparticipating patients, it is possible that those with varying education or health literacy levels were more or less likely to participate. Other RCTs employing educational interventions in cancer care report inclusion rates approximately between 25% and 60% [73-75]. Given that our inclusion rate was 47%, we believe that our carefully crafted inclusion protocol made it possible to reach the desired sample size in a difficult-to-reach population (see the Methods section).

Previous tailoring studies examining modes of information presentation have been useful in identifying which message features yield effects on outcomes and in unraveling the theoretical mechanisms explaining these effects [17,18,76]. However, these findings must be translated to different clinical contexts to establish whether such interventions have added value in different real-life settings. Several null findings in this study, concerning website experience outcomes (eg, communication self-efficacy) and consultation-related outcomes (eg, question asking), cannot be compared with the previous research. Below we discuss possible reasons why mode tailoring did not produce similar effects in this study’s clinical setting compared with previous experimental studies [17,18].

The first explanation is the age discrepancy between our previous experimental work and this RCT. Younger patients, that is, those aged younger than 65 years, were for the greater part not represented in the experimental studies as they included younger adults between the ages of 25 and 45 years [17,18]. Moreover, as participants in the experimental studies were recruited via an online research panel, these older participants were likely to be healthier and have more internet experience than clinical older patients in this RCT.

The second explanation is the high topic involvement of patients and therefore high personal relevance of the website content, irrespective of how it was presented. The ELM suggests that information is more likely to be processed deeply when a person’s interest for certain information is high, resulting in greater effects on outcomes (eg, information recall) [20]. Our sample consisted of newly diagnosed patients who were directed to a website about the specific clinic they were referred to, with information about their specific condition. Additionally, information avoiders might be underrepresented in our sample, as they might be less inclined to participate in our study. This might explain why the website was well used across all conditions (with only 9 patients not viewing the website) and why the perceived relevance of information did not differ between conditions. Consequently, it is possible that information was processed equally well from all website versions, revealing no differences in outcomes between conditions. Relatedly, it could be that some patients in the nontailored conditions received information in a way that coincidentally matched their preferences, attenuating effects of the mode-tailored website on outcomes. A previous tailoring study showed that when standardized information (by chance) corresponded to individual information needs, this was just as effective as tailored information [77]. Alternative explanations could be that the life-threatening nature of the disease (cancer), the emotionally charged moment (diagnosis), or a combination of these two elevated the perceived relevance and, consequently, website use. In this study, patients received the information while awaiting a final diagnosis and treatment plan, which is a phase in which information needs are the highest [26]. Future research

Figure 4. Integrated model of website experience outcomes and consultation experience outcomes explaining knowledge/information recall.
could investigate whether mode tailoring has added value for clinical patients with a less life-threatening disease (eg, asthma, diabetes, and hypertension).

The third explanation is the uncontrolled setting of a field trial. In experimental studies, participants are exposed to stimulus materials, such as websites, and asked about these materials immediately afterward. In our field study, patients received a link to the website and the baseline questionnaire several days before their hospital visit. This allowed for patients to fill out the baseline questionnaire assessing website experience variables (eg, website satisfaction, anxiety, and communications self-efficacy) on different days before their visit. Moreover, patients varied in how often and how long they consulted the website. The variability concerning when their answers were recorded and how they used the website could have diluted the observable effects (eg, knowledge scores), if present. Although it would have been ideal to standardize study procedures even more, this is difficult, and perhaps unfruitful, in a clinical field study with patients with cancer.

In a similar vein, our sample consisted of a heterogeneous group of patients dealing with different cancer types (ie, colorectal, esophageal, or stomach cancer) with varying health trajectories before their appointment at the outpatient clinic. Although we imposed a strict randomization procedure that showed that patients did not differ on patient background characteristics, the sample heterogeneity could have attenuated the observable effects. We managed to recruit a relatively large sample for a difficult-to-reach clinical population, but it remains possible that we were unable to detect some of the hypothesized effects owing to a lack of statistical power. As a solution, qualitative approaches (eg, observations of or interviews with patients who have used the website intervention) might give a more meaningful and in-depth analysis of how the website was used, by whom, and whether this had added value for patients. This might be especially true for health communication interventions where small effect sizes are expected, and it remains difficult to obtain large, relatively homogeneous samples.

This study design did not include a no-information control group. A no-information control group would be useful to examine whether offering online preparatory information in general would have added value, but we considered that it would add little insight into mode tailoring effects. Furthermore, including a no-information control group would significantly reduce the number of patients in each condition given that data collection was limited to a maximum period of 3 years, further limiting statistical power to detect group differences. Although a no-information control group was not included, the results show that all the variables that predicted knowledge and recall were associated with the website (website involvement, website comprehension, and time spent on the website) and, therefore, imply that additional information sources surrounding the consultation can benefit patients.

In conclusion, we believe that there are many fruitful directions for future research. In addition to the suggestions we have already made, future research could for instance explore the relative importance of online information provision compared with offline, more traditional methods of information provision in different contexts and patient populations. To optimize information provision to all patients, researchers should continue to explore the added benefit of providing online preparatory information to patients (eg, in the form of hospital websites and patient portals), how specific features of the internet (eg, modality and interactivity) can be used to tailor information to patients, and whether different tailoring strategies (eg, content, mode, and cultural tailoring) are effective for patients regarding different types of patient outcomes (eg, evaluative, cognitive, psychosocial and behavioral) and in different patient populations (eg, high emotionally charged settings and non–life-threatening chronic diseases).

Conclusions
This RCT showed that higher use of online health information to prepare for consultations benefits patients’ knowledge levels before a hospital visit. Higher knowledge, in turn, facilitates information processing and results in better information recall from medical consultations and knowledge acquisition from online information after their visit. Moreover, viewing online health information in a tailored presentation mode (ie, textual, visual, and/or audiovisual) increased younger patients’ satisfaction with the health website and reduced their anxiety after consultation, but not for older patients. The results are important in refining existing theoretical frameworks of patient-provider communication in an eHealth era.
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Abstract

Background: Patient portals are frequently used in modern health care systems as an engagement and communication tool. An increased focus on the potential value of these communication channels to improve health outcomes is warranted.

Objective: This paper aimed to quantify the impact of portal use on patients’ preventive health behavior and chronic health outcomes.

Methods: We conducted a retrospective, observational cohort study of 10,000 patients aged 50 years or older who were treated at the University of Pennsylvania Health System (UPHS) from September 1, 2014, to October 31, 2016. The data were sourced from the UPHS electronic health records. We investigated the association between patient portal use and patients’ preventive health behaviors or chronic health outcomes, controlling for confounders using a novel cardinality matching approach based on propensity scoring and a subsequent bootstrapping method to estimate the variance of association estimates.

Results: Patient-level characteristics differed substantially between portal users, comprising approximately 59.32% (5932/10000) of the cohort, and nonusers. On average, users were more likely to be younger (63.46 years for users vs 66.08 years for nonusers), white (72.77% [4317/5932] for users vs 52.58% [2139/4068] for nonusers), have commercial insurance (60.99% [3618/5932] for users vs 40.12% [1632/4068] for nonusers), and have higher annual incomes (US $74,172/year for users vs US $62,940/year for nonusers). Even after adjusting for these potential confounders, patient portal use had a positive and clinically meaningful impact on patients’ preventive health behaviors but not on chronic health outcomes.

Conclusions: This paper contributes to the understanding of the impact of patient portal use on health outcomes and is the first study to identify a meaningful subgroup of patients’ health behaviors that improved with portal use. These findings may encourage providers to promote portal use to improve patients’ preventive health behaviors.

(J Med Internet Res 2019;21(10):e13146) doi:10.2196/13146
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Introduction

Background

Chronic conditions are the leading causes of death and disability and key drivers of total health care costs in the United States [1-3]. According to the Centers for Disease Control and Prevention, 7 of the top 10 causes of death in the United States were chronic conditions. As of 2012, more than half of all the adults in the United States suffered from at least one chronic condition, with approximately 25% of adults having 2 or more chronic conditions; moreover, these proportions are expected to increase in the next decade [4-6]. Chronic conditions also account for the vast majority of health spending in the United States. Each year, 86% of the nation’s total health care costs were for patients with at least one chronic condition and 71% were for patients with multiple conditions. In regard to public insurance, treatment of chronic conditions accounts for an even higher proportion of spending: 96% for Medicare and 83% for Medicaid [7-9].

From a public health perspective, primary prevention and screening for early-stage chronic conditions are considered the best strategies to prevent chronic conditions and to facilitate detection of disease at a milder stage of severity, thus incurring lower medical costs. Many chronic conditions could be prevented, delayed, or alleviated through simple lifestyle changes and other noninvasive interventions. In addition, it has been shown that preventive screening tests can reduce the death and comorbidity rates related to chronic conditions. For example, it has been reported that increased screening rates can reduce colorectal cancer deaths by 15% to 33% [10,11], and blood pressure checks for cardiovascular risk assessment can reduce cardiovascular morbidity of the population [12-14].

In the past few years, patient portals have been widely used in health care systems and have gained increasing attention for their potential values in improving health [15-22]. As a secure internet-based channel that provides patients with convenient access to personal health records, management of health services, and communication with health professionals, patient portals are considered as promising tools in promoting patient health outcomes, especially for chronic conditions, through promoting preventive behaviors, for example, taking screening tests, improving patient engagement in health outcomes, and facilitating self-management of chronic conditions [17,20,21].

Recently, several studies have investigated a variety of research questions related to portal use, including the characteristics of early portal users [23,24], the information being communicated through portals [25], patients’ and clinicians’ attitudes toward the use of patient portals [26], and the impact of patient portals on medication adherence and patient follow-up behaviors [20,27]. These important studies have contributed to the understanding of the role of patient portals in promoting communications between patients and health care providers in primary care and reducing health care cost by providing remote consultation as a low-cost alternative to physical office visits. Despite these successes, evidence is still scarce on whether the use of patient portals can ultimately improve patient health outcomes or modify patient preventive health behaviors positively [28,29].

Significance of This Study

A major challenge in evaluating the impact of the portal use on patient health outcomes using electronic health record (EHR) data is the inherent selection bias. Specifically, the use of patient portals can be related to patients’ or health care providers’ characteristics, which may confound the associations between the portal use and patient health outcomes. Naïve regression analysis of the health outcomes on patient portal use is biased upward if patients adopted the portal because they have higher health motivations and better strategies of managing health conditions.

As patient portals are expected to improve patient experience and engagement, we hypothesized that portal use may have a clinically meaningful impact on patients’ preventive health behaviors, such as annual flu vaccination and blood pressure checks. Such an impact could be because of the benefit from better patient experience and engagement. Specifically, in this paper, we evaluated the impact of patient portal use on patients’ preventive health behaviors and chronic health outcomes using EHR data from a well-defined patient cohort within the University of Pennsylvania Health System (UPHS).

Methods

Study Population

We conducted a retrospective observational cohort study using data from the Penn Data Store (PDS) [30]. There were 2 inclusion criteria for this study: (1) the patient was aged 50 years or older and (2) the patient had been seen by a Penn-employed primary care provider at least once within the time window from September 1, 2014, to October 31, 2016. The study population consisted of 10,000 patients randomly selected from the PDS. On the basis of these criteria, we assumed the study population was representative of the middle-aged patient population of greater Philadelphia. This study was reviewed and approved by the institutional review board at the University of Pennsylvania.

UPHS is a diverse research and clinical care organization located in Philadelphia, Pennsylvania. Founded in 1993, it currently operates under the direction and auspices of Penn Medicine, a division of the University of Pennsylvania. A total of 6 hospitals, including the flagship Hospital of the University of Pennsylvania, with over 5000 clinical care providers in the Greater Philadelphia Area, constitute the UPHS. UPHS serves over a million unique patients a year. Although most of these patients are located in the 28 counties in Southeast Pennsylvania, Central and Southern New Jersey, and Delaware, as a nationally recognized leader in care, UPHS provides care to patients in all 50 states, the District of Columbia, Puerto Rico, Guam, and the Virgin Islands. The average patient age is 50 years, and 60% of the patients are female. UPHS serves a diverse patient population where 62% of the patients are white, 21% are black or African American, 3% are Hispanic, and 3% are Asian. The patient payer mix is 44% commercial, 41% Medicare, 14% Medicaid, and 1% other.
**myPennMedicine**

*myPennMedicine* is a Penn Medicine–branded version of Epic’s MyChart patient-facing electronic medical record. It is a patient portal that provides users with real-time information about medical records and test results, prescriptions, and appointments and other important health information. Patients may use the site to schedule appointments and laboratory tests, communicate with care teams, request prescription renewals and referrals, pay bills, and share records with other health care providers. It is available as a desktop Web portal and as an app for download from the Apple Store and Google Play. Patients must register, create an account, and log in to use these features. A screenshot of the *myPennMedicine* Web portal is shown in Figure 1. We defined patient portal users as patients who had registered for *myPennMedicine*. By May 2019, *myPennMedicine* had 591,784 unique and alive users. Among them, more than 66% had at least one activity in the past 365 days and approximately 45% and 28% had at least one activity in the past 90 and 30 days, respectively.

**Figure 1.** A screenshot of the myPennMedicine Web portal.

### Health Outcomes of Interest

Health information of the study population was extracted from the PDS. The preventive health behaviors were measured by 4 binary (yes or no) variables contained in the EHR: annual flu vaccination, blood pressure check, colorectal cancer screen, and lipid level screen. We also calculated an overall summary variable, hereafter referred to as the composite prevention score, as the sum of the 4 binary variables, ranging from 0 to 4 (higher is better). For patients’ chronic health outcomes, we studied 2 continuous and 2 binary variables from the EHR: systolic blood pressure, low-density lipoprotein, diabetes status (yes or no), and hypertension status (yes or no).

### Patient- and Provider-Level Characteristics

We also extracted demographics of the patients and their health care providers from the PDS. Our analyses included 5 patient-level characteristics—age (in years), annual income (in US $), sex, race/ethnicity (white, black, Hispanic, and others), and insurance type (commercial, Medicaid, and Medicare)—and 3 provider-level characteristics—sex, research type (faculty vs nonfaculty), and certification type (physician vs advanced care provider).

### Statistical Analysis

We evaluated the impact of the portal use on patient health outcomes by comparing the 4 preventive health behaviors and 4 chronic health outcomes between the portal users and nonusers. To control for potential confounders, including patient-level and health provider–level characteristics, we used a recently developed cardinality matching approach to match patient portal users to nonusers without replacement [31].

The cardinality matching procedure consists of 2 steps: balancing and pairing. First, this procedure maximizes the size of a match with prespecified requirements for balance on covariates, using integer programming. Specifically, we specified the differences in means of continuous covariates to be at most 0.05 SDs apart (moment balance) and required distributional balance on nominal covariates, without constraining users and nonusers to be matched within each category of each nominal covariate (fine balance) [32]. Then, with the groups determined and fixed, pairs were formed using...
minimum distance pair matching for a robust rank-based Mahalanobis distance computed based on the propensity score [31]. The major advantage of the cardinality matching approach, compared with traditional matching approaches, is that it finds the maximal number of matched samples (ie, the maximum cardinality) with balanced covariates in the 2 groups as a whole. Traditional matching algorithms find matched groups that are balanced for covariates at the same time as they find pairs that are close in their covariates. By doing this, typical algorithms do not usually find the largest number of matched samples that balance observed covariates. More importantly, the cardinality matching method was shown to have greater efficiency and lower sensitivity to unmeasured biases [31-33].

In the second step of cardinality matching, that is, to find the matched pairs using propensity score–based distance, there are multiple options of distance measures. The commonly used distances calculated from the propensity score include Euclidean distance [34,35], weighted sum of absolute differences [36,37], and Mahalanobis distance [38-40]. In our analyses, we used a rank-based Mahalanobis distance with a caliper for penalty violations on the propensity score to constitute a robust distance for matching [31]. The rank-based Mahalanobis distance reduces the influence of outliers in the matching, and the penalty for caliper violations ensures good balance on propensity scores.

After matching, we evaluated the association between the portal use and patient health outcomes by comparing the difference in means for continuous variables and difference in proportions for binary variables, and we used a bootstrap method to compute the SEs of the estimates [41]. Although the standard testing procedures, for example, paired t test and McNemar test, have been widely used in practice to test the statistical significance of the association after propensity score matching, it has been shown that such procedures can be misleading with underestimated variances [42,43]. Specifically, in addition to sampling variation, the variance of the estimators after matching should also account for the variability because of the estimation of the propensity score, the imputation of the covariates, and possibly also the order in which individuals are matched [44].

In addition, standard nonparametric bootstrap procedures based on resampling fail to be consistent in this context [42] as the standard bootstrap procedure fails to reproduce the distribution of the true matching function. To properly account for the variation in the matching procedure, a large sample approximation to the normal distribution using the variance estimate suggested by Abadie and Imbens [45] or a novel bootstrap approach [41] can be used. We have adopted the latter strategy to obtain the variances of the effect size estimates after matching.

Results

Patient- and Provider-Level Characteristics

Among the 10,000 patients extracted from the PDS, a total of 5932 patients were registered to use the myPennMedicine patient portal. After matching, we obtained 3465 pairs (ie, 6930 patients) of patient portal users and nonusers. Table 1 summarizes the patient- and provider-level characteristics between the portal users and nonusers before the propensity score matching. We found that the patient-level characteristics were significantly different between the 2 groups. Compared with nonusers, users were more likely to be younger (63.46 years for users vs 66.08 years for nonusers; P<.001) and have higher income (US $74,172 for users vs US $62,940 for nonusers; P<.001). The percentage of white race in users was substantially higher among portal users (72.77% (4317/5932) for users vs 52.58% (2139/4068) for nonusers; P<.001). The percentage of payment by commercial insurance was also substantially higher (60.99% (3618/5932) for users vs 40.12% (1632/4068) for nonusers; P<.001), and the percentage of payment by Medicare or Medicaid was substantially lower (Medicare: 34.91% (2071/5932) for users vs 48.72% (1982/4068) for nonusers; P<.001 and Medicaid: 3.49% (207/5932) for users vs 10.08% (410/4068) for nonusers; P<.001). The difference in sex between users and nonusers was not statistically significant. We did not find a significant difference in any provider-level characteristic between the 2 groups. The statistical significance was adjusted using Bonferroni correction to control type I error.

We applied the cardinality matching procedure using variables of both patient- and provider-level characteristics listed in Table 1. After matching, we compared the summary statistics of these variables between the patient portal users and nonusers, shown in Table 2, and the variables were balanced.
Table 1. Summary of patient- and provider-level characteristics in patient portal users and nonusers before propensity score matching.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Users</th>
<th>Nonusers</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics(^a)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.46 (9.22)</td>
<td>66.08 (11.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Income (US $), mean (SD)</td>
<td>74,171.99 (29,150.87)</td>
<td>62,939.74 (30,017.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>2393 (40.34)</td>
<td>1592 (39.13)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>4317 (72.77)</td>
<td>2139 (52.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black</td>
<td>1134 (19.12)</td>
<td>1564 (38.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>64 (1.08)</td>
<td>115 (2.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>417 (7.03)</td>
<td>250 (6.14)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Insurance type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>3618 (60.99)</td>
<td>1632 (40.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicaid</td>
<td>207 (3.49)</td>
<td>410 (10.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicare</td>
<td>2071 (34.91)</td>
<td>1982 (48.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No insurance</td>
<td>36 (0.61)</td>
<td>44 (1.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physician characteristics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faculty</td>
<td>2035 (34.31)</td>
<td>1217 (29.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physician</td>
<td>4466 (75.29)</td>
<td>3154 (77.53)</td>
<td>.01</td>
</tr>
<tr>
<td>Male</td>
<td>2458 (41.44)</td>
<td>1661 (40.83)</td>
<td>.53</td>
</tr>
</tbody>
</table>

\(^a\)Categorical characteristics are given as the percentage of patients, and numerical characteristics are given as mean (SD).

Table 2. Summary of patient- and provider-level characteristics in patient portal users and nonusers after propensity score matching.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Users</th>
<th>Nonusers</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics(^a)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.16 (9.97)</td>
<td>64.21 (10.00)</td>
<td>.89</td>
</tr>
<tr>
<td>Income (US $), mean (SD)</td>
<td>67,128 (29,609.13)</td>
<td>66,807 (30,726.53)</td>
<td>.62</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>1375 (39.68)</td>
<td>1380 (39.83)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2015 (58.15)</td>
<td>2002 (57.78)</td>
<td>.79</td>
</tr>
<tr>
<td>Black</td>
<td>1168 (33.71)</td>
<td>1184 (34.17)</td>
<td>.85</td>
</tr>
<tr>
<td>Hispanic</td>
<td>59 (1.70)</td>
<td>62 (1.79)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Other</td>
<td>223 (6.44)</td>
<td>217 (6.26)</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Insurance type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>1745 (50.36)</td>
<td>1719 (49.61)</td>
<td>.86</td>
</tr>
<tr>
<td>Medicaid</td>
<td>235 (6.78)</td>
<td>249 (7.19)</td>
<td>.74</td>
</tr>
<tr>
<td>Medicare</td>
<td>1464 (42.22)</td>
<td>1475 (42.57)</td>
<td>.72</td>
</tr>
<tr>
<td>No insurance</td>
<td>22 (0.64)</td>
<td>22 (0.63)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Physician characteristics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Faculty</td>
<td>1112 (32.09)</td>
<td>1116 (32.21)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Physician</td>
<td>2660 (76.77)</td>
<td>2661 (76.79)</td>
<td>.91</td>
</tr>
<tr>
<td>Male</td>
<td>1396 (40.29)</td>
<td>1390 (40.12)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

\(^a\)Categorical characteristics are given as the percentage of patients, and numerical characteristics are given as mean (SD).
Impact of Portal Use on Patient Health Outcomes

Table 3 presents the results from our analysis on matched patients. We found that patients' preventive health behaviors were significantly associated with portal use. Specifically, the proportions of annual flu vaccination, blood pressure check, and lipid level screen were substantially higher in portal users compared with nonusers (odds ratios, OR=1.58, 1.13, and 1.50, respectively; \( P<.001 \) for all 3 outcomes). The average composite prevention score was also significantly higher among portal users compared with nonusers (mean difference=0.22; \( P<.001 \)).

Table 3. Estimated difference of health outcomes between patient portal users and nonusers after propensity score matching.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>n</th>
<th>Effect size</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prevention health behaviors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu shot</td>
<td>6930</td>
<td>1.58 (1.30 to 1.70)(^a)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blood pressure test</td>
<td>6930</td>
<td>1.13 (1.08 to 1.29)(^a)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LDL(^b) test</td>
<td>6930</td>
<td>1.50 (1.38 to 1.67)(^a)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Colorectal cancer test</td>
<td>6930</td>
<td>0.99 (0.82 to 1.21)(^a)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Composite prevention score (0-4)</td>
<td>6930</td>
<td>0.22 (0.18 to 0.26)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic health outcomes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>5692</td>
<td>-1.19 (−2.00 to 0.03)(^c)</td>
<td>.06</td>
</tr>
<tr>
<td>LDL</td>
<td>3756</td>
<td>-2.34 (−3.65 to 1.20)(^c)</td>
<td>.50</td>
</tr>
<tr>
<td>Diabetes status</td>
<td>6930</td>
<td>0.98 (0.79 to 1.20)(^a)</td>
<td>.92</td>
</tr>
<tr>
<td>Hypertension status</td>
<td>6930</td>
<td>0.97 (0.84 to 1.12)(^a)</td>
<td>.69</td>
</tr>
</tbody>
</table>

\(^a\) Odds ratio (95% CI) for binary variables.  
\(^b\) LDL: low-density lipoprotein.  
\(^c\) Mean difference (95% CI) for continuous variables.

Discussion

Principal Findings and Comparison With Previous Work

We investigated the association between the use of patient portal and patient- or provider-level characteristics. We found large differences between the portal users and nonusers in patient-level characteristics but not in provider-level characteristics. As both patient- and provider-level characteristics can potentially confound the associations between portal use and patient health outcomes, we adjusted for these potential confounders by adopting a recently developed cardinality matching approach based on propensity scores. After matching, the patient- and provider-level characteristics between portal users and nonusers were found to be balanced. We then quantified the impact of the portal use on patient health outcomes by comparing 4 different preventive health behavior variables and 4 chronic health outcome variables between the 2 groups. To ensure valid CIs and \( P \) values for the effect size estimates, we adopted a novel bootstrap method to estimate correct variances of the estimated impact of the patient portal.

Using EHR data from UPHS, our study contributed independent evidence to the impact of patient portal use on health outcomes, especially on preventive health behavior outcomes. This new evidence can lead to a better understanding of the value of patient portals in promoting patient health care of the highest quality.

With the implementation of EHR systems in almost all large health care systems in the United States and the availability of patient portals in many health systems, quantifying the impact of the portal use on patient health outcomes is important to patients, health care providers, policy makers, and other stakeholders. Patient portals hold great promise in improving communication between health care providers and patients, improving patients’ ability for self-management, enhancing their experience, improving health outcomes, and reducing medical costs. Recently, several investigators have published studies on understanding patient portal usability and satisfaction among users [15-29]. Investigators have found that the use of patient portals has significantly improved patients’ ability to contact their providers directly, bypassing the usual gatekeepers in the practice, such as office staff and nurses in primary care; moreover, patient portals have also increased the follow-up rate in treatment of Crohn disease [17,20,25,27]. However, until now, very few studies have investigated the impact of portals on health outcomes. A very recent study of patient portals on...
hospital outcomes found that patient portals might not change hospital outcomes, for example, 30-day readmissions, inpatient mortality, and 30-day mortality, by comparing hospitalized patients who used portals with those who did not [29].

As discussed in the study by Dumitrascu et al [29], an important area for future research was to investigate the impact of patient portal use on more immediate outcomes. Our study aimed to fill this important evidence gap by investigating the impact of portal use on patients’ preventive health behaviors and chronic health outcomes using EHR data from UPHS. We chose preventive health behaviors and chronic health outcomes because they arguably create the greatest burden in health care and drive increases in medical costs. On the basis of our study on 10,000 adults (aged 50 years or older) recruited from an urban primary care system at Philadelphia, our investigation revealed that the use of patient portals significantly promoted preventive health behaviors, for example, taking flu vaccination and colorectal cancer screening tests, but it did not improve chronic health outcomes, for example, diabetes and hypertension status. We also found that the patients who have used patient portals have significantly different characteristics compared with patients who have never used patient portals. These patient portal users were more likely to be younger, have higher income, and use commercial insurance.

In this paper, we quantified the impact of patient portal use on preventive health behavior and chronic health outcomes based on the effect sizes (CIs) and their clinical meaningfulness. Given the large sample size of this study, we do not interpret statistical significance as clinical significance. For example, the mean difference of systolic blood pressure between portal users and nonusers was 1.19 mm Hg, which is close to statistically significant at .05 level but not clinically meaningful. In addition, interpretation of the study results may require caution in inferring causality. It should be noted that the diabetes and hypertension status in our study refer to the patients having the disease or not. The diseases could develop before or after the hospital admission, such that for a subset of the study sample, the disease or not. The diseases could develop before or after the hospital admission, such that for a subset of the study sample, the disease variables may be considered as baseline patient demographics rather than health outcomes. In this study, the comparisons of these disease statuses between portal users and nonusers are evaluations of cross-sectional associations between the portal usage and the disease status. Moreover, the observed preventive health behaviors may also be associated with specified chronic health outcomes. To reduce the potential confounder effect of the disease status on the association between the portal usage and prevention health behaviors, we also conducted the same analysis in subgroups defined by patients with hypertension, patients without hypertension, patients with diabetes, and patients without diabetes. We compared the same outcome variables between portal users and nonusers, except for the variable that was used to define the subgroup, and we obtained the same conclusion in these subgroup analyses as in the analysis using the entire dataset. We observed a statistically significant difference between portal users and nonusers in preventive health behaviors but not in chronic health outcomes.

**Limitations**

Our study also has a few limitations that deserve further investigation. First, the study focused on relatively healthy patients aged 50 years or older. The conclusion may not be applicable to younger patients or patients with severe disease. It would be interesting to see whether similar investigations conducted in different patient cohorts result in the same or different conclusions. Second, the time window for this study was constrained from 2014 to 2016. Future research with a longer time window could be conducted to study the temporal relationship between portal usage and the risk of developing chronic conditions. Moreover, the frequencies of portal usage among the portal users were unknown in this study. The estimated effects could be attenuated if the frequencies were very heterogenous across portal users. In this study, patient data with log-in statistics were not available to study the effect of portal usage frequency on health behaviors or outcomes.

**Conclusions**

The introduction of patient portals is widespread, and their success in promoting communication between patients and health care providers in primary care and reducing health care cost is being documented. This study is among the first to demonstrate that patient portal use is positively associated with patient preventive health behavior outcomes but not with chronic health outcomes. These findings contribute to the understanding and quantification of the impact of patient portal use on patient health outcomes. Additional research is required to confirm these findings. A future research direction is to understand the longitudinal impact of portal use on the trajectory of chronic health outcomes, which can provide new insights to patients, health care providers, policy makers, and other stakeholders on how patient portals can ultimately improve chronic health conditions.
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Abstract

Background: Patient adherence is defined as the extent to which a patient complies with medical or health advice. At present, there is a lack of reliable and valid measures specifically designed to measure adherence to internet-delivered behavioral interventions.

Objective: The objective of this study was to develop and psychometrically evaluate a novel measure of adherence to guided internet-delivered behavioral interventions.

Methods: In collaboration with experienced clinicians and researchers in the field, a 5-item, clinician-rated internet intervention Patient Adherence Scale (iiPAS) was developed. The initial scale was tested in a sample of children and adolescents (N=50) participating in internet-delivered cognitive behavioral therapy (ICBT) studies. A revised version of the iiPAS was then administered to a larger sample of children and adolescents (N=148) with various behavioral problems participating in ICBT trials. The scale was evaluated according to a classical test theory framework.

Results: The iiPAS demonstrated excellent internal consistency. Factor analyses revealed one underlying factor, explaining about 80% of the variance, suggesting that the scale captures a homogeneous adherence construct. The iiPAS was strongly associated with objective measures of patient activity in ICBT (number of logins, number of written characters, and completed modules). Furthermore, mid- and posttreatment ratings of the iiPAS were significantly correlated with treatment outcomes. By contrast, objective measures of patient activity in the Web-based platform did not correlate with treatment outcomes.

Conclusions: The iiPAS could be a useful tool to measure adherence in a broad range of internet-delivered behavioral interventions.

(J Med Internet Res 2019;21(10):e13602) doi:10.2196/13602
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Introduction

Background
Patient adherence, sometimes also termed compliance, is most broadly defined as “the extent to which the patient’s behavior (in terms of taking medications, following diets, or executing other lifestyle changes) coincides with medical or health advice” [1]. Within the field of psychotherapy, adherence is usually conceptualized within the therapeutic tradition or according to the target condition that is being studied [2]. Accordingly, adherence is measured in various ways, for example, as qualitative or quantitative aspects of homework compliance [3], in-session engagement [4], or patient-therapist alliance [5]. Absence of patient adherence, on the other hand, is often referred to as resistance or ambivalence [6,7], and there are various therapeutic strategies that are specifically designed to target such resistance or ambivalence, such as motivational interviewing [8].

One important aspect of patient adherence is the logical assumption that adherent patients will have better treatment outcomes than nonadherent patients, though the evidence has not always supported this assumption. There is, for example, evidence that adherence to homework assignments in cognitive behavioral therapy (CBT) is associated with better outcomes, with a small to large effect of homework quality and quantity, but with substantial heterogeneity between studies [3,9]. Similarly, adherence to exposure and response prevention homework has been shown to be a strong predictor of short- and long-term outcome in CBT for obsessive-compulsive disorder (OCD) [10,11]. However, results from the field of pediatric anxiety have failed to establish a clear relationship between homework adherence and treatment outcome [12]. For example, in 1 study, neither the number of attended CBT sessions nor completed homework assignments predicted treatment outcome but a 1-item clinician-rated adherence measure did [13]. One study of CBT for anxiety disorders applied a combined measure of adherence, consisting of a weekly clinician rating of homework completion and a rating of engagement in the therapy session. The authors found that a combination of high treatment dose (high session attendance and completed exposure exercises) and high engagement predicted better treatment outcomes [14]. Importantly, it has been suggested that the adherence-outcome relationship could be affected by the quality of the adherence measure, and thus, reliable and valid measures are essential as research and clinical tools [15].

Internet-Delivered Interventions and Adherence
Internet-delivered behavioral interventions have emerged as an interdisciplinary development of psychotherapy and modern information technology. Internet-delivered behavioral interventions share common features as they mirror face-to-face psychotherapy regarding content and therapeutic techniques but are presented online via a personal login to a website or internet portal. The format usually resembles an online course, with instructive texts, pictures, videos, and written exercises, with the content structured similar to a book with chapters or modules. When therapist contact and feedback are involved, the treatment is referred to as guided or clinician-supported and otherwise as unguided or self-help [16]. Internet-delivered CBT (ICBT) has been one of the most prominent formats of this novel branch of interventions, with over 100 randomized controlled trials (RCTs) conducted in adults [17] and currently 19 RCTs in children and adolescents [18].

Adherence may be particularly difficult to measure in internet-delivered behavioral interventions [19]. In face-to-face treatment, many of the proposed active treatment components, such as behavioral or cognitive strategies, are conducted in-session together with a clinician. In internet-delivered behavioral interventions, the key therapy components are delivered online and practiced without the physical presence of the clinician. Depending on the intervention, the engagement in the active treatment components of the intervention may have low correlation with the number of completed chapters. For instance, patients may go on practicing their homework assignments without necessarily needing to log into the system periodically. Therefore, the number of completed chapters in internet-delivered behavioral interventions is not comparable with the number of completed sessions in face-to-face interventions and, thus, may not be a reliable measure of treatment adherence. As pointed out by Sieverink et al [20], the concept of “intended usage” could be a helpful extension of the traditional definition of adherence. Intended usage is defined as “the extent to which individuals should experience the content (of the intervention) to derive maximum benefit from the intervention, as defined or implied by its creators” [21].

Thus, defining and measuring the core therapeutic concepts and minimal effective use of those strategies may be a vital aspect of any measure of adherence to internet-delivered interventions. However, less than half of the studies in the field apply such a definition, and only few provide a justifiable definition of minimal required usage [20]. Currently, the most prevalent operationalizations of adherence are number of treatment modules completed by patients and number of logins [20,22]. The relationship between adherence and clinical outcome has thus far been limited by inconsistent reporting of adherence and a lack of agreement on measures [18,22].

In summary, there is an important research gap and a need for reliable and valid measures of patient adherence to internet-delivered interventions. We take the perspective that a useful measure of adherence to internet-delivered behavioral interventions should (1) not only capture the structural aspects of the internet format (such as completed chapters or modules) but also consider the intended usage of its central therapeutic aspects (such as use of behavioral strategies) and (2) include relevant, observable behaviors that represent the patients’ adherence in a way that guides clinically meaningful decisions. Thus, the aim of this project was to construct and validate an adherence measure, evaluate its psychometric properties, and establish whether this new measure correlates better with treatment outcome than other traditional measures of adherence (eg, number of logins and completed chapters).
Methods

Scale Construction
A novel, clinician-rated measure called internet intervention Patient Adherence Scale (iiPAS) was constructed in a 4-step process following recommendations from the psychometric literature [23].

Step 1: Definition of Construct and Context
The first author (FL) conceptualized the scale and drafted a first version with the aim to measure patient adherence as one homogeneous construct. To ensure feasibility, usability, and precision, the scale was intended to be a short and time-efficient measure and assess patient behaviors that would be observable by clinicians. The context of the scale was defined as a clinician-rated measure to be used within clinician-supported, internet-delivered behavioral interventions. The advantage of a clinician-rated scale, compared with a self-rated measure, was justified by the ability of the clinician to assess the adherence of the patient relative to the intended, optimal use of the intervention, which was assumed crucial for the reliability of the instrument [20]. Building on the available evidence presented in the introduction, the scale should include items that capture structural aspects of internet-delivered interventions, equivalent to number of completed chapters, as well as content-related aspects, equivalent to the patients’ engagement in the therapeutic content of the intervention.

Step 2: Response Format and Initial Item Formulation
To ensure optimal content validity, experienced clinicians and researchers with relevant competence (see “Expert Sample”) were involved in choosing the response format and initial item formulation. The initial draft was circulated among the experts in 2 review rounds and edited iteratively by the first author according to suggestions and comments. The preliminary version of the iiPAS included 5 clinician-rated items rated on a 3-point Likert scale, including anchor labels for the end points of the scale (see description under “Measures”).

Step 3: Preliminary Data Collection
The preliminary iiPAS was tested in a small sample (“Patient Sample 1”) to provide basic psychometric information as well as to give clinicians the possibility to test the scale and give feedback regarding usability and applicability.

Step 4: Preliminary Examination of Psychometric Properties and Scale Revision
On the basis of additional feedback from step 3, the wording of the items was minimally revised for improved clarity. In addition, the 3-point Likert scale was extended to a 5-point scale to increase response variance. A preliminary psychometric analysis was carried out; results are presented below. For the full psychometric evaluation, the revised iiPAS was then administered to participants in several clinical trials of internet-delivered behavioral interventions (“Patient Sample 2”).

Participants

Expert Sample
The expert sample consisted of 8 experienced researchers and clinicians who had been involved in clinical trials of internet-delivered behavioral interventions (coauthors FL, SV, MJ, MN, PA, KA, TW, and JH) within a Swedish research network called the Child Internet Project or Barninternetprojektet (BiP). The experts were involved in the initial scale development.

Patient Sample 1
Initial data were collected from 50 patients, of whom 33 (66%) were children participating in a study of ICBT for pediatric anxiety [24], and 17 (34%) were adolescents participating in a study of ICBT for pediatric OCD [25]. Main inclusion criteria were a primary diagnosis of separation anxiety disorder, social anxiety disorder, generalized anxiety disorder, panic disorder, or specific phobia according to Diagnostic and Statistical Manual of Mental Disorders, 4th edition (DSM-IV) and a clinical severity score above 3 on the Clinician Severity Rating (CSR) [26] or a primary diagnosis of OCD with a score of 16 or above on Children’s Yale Brown Compulsive Scale [27].

Clinicians scoring the iiPAS were the same licensed clinical psychologists (N=13) who provided online support as a part of the ICBT interventions. For more detailed information, see the original publications of the respective trials [24,25]. The regional ethical review board in Stockholm, Sweden, approved both studies.

Patient Sample 2
Patient sample 2 consisted of 148 children and adolescents with various mental disorders, who together with their primary caretakers participated in different clinical trials. Common inclusion criteria within all trials were (1) age within the age interval for the respective trial (see “Interventions”), (2) internet access, (3) absence of suicidality or another severe condition that required immediate attention or higher priority, and (4) the clinical presentation of a mental disorder that was targeted in the specific trial (tic disorder, social anxiety disorder, generalized anxiety disorder, agoraphobia, panic disorder, specific phobia, separation anxiety disorder, OCD, and nonsuicidal self-injury). All conditions were diagnosed by experienced psychologists using semistructured diagnostic interviews based on DSM-5 criteria [28]. The iiPAS was scored by the treating clinicians (N=21), of whom 20 were licensed psychologists and a licensed nurse. For more detailed information, see the original publications of each trial [24,29-32]. The regional ethical review board in Stockholm, Sweden, approved all trials.

Interventions
All interventions were provided by researchers and clinicians associated to the BiP network, a collaboration between the Karolinska Institutet and the Child and Adolescent Mental Health Service in Stockholm, with a main research focus on development and evaluation of internet-delivered interventions for childhood mental disorders. All interventions in the current evaluation were clinician-guided ICBT interventions that also included parent support. Clinician advice, support, and feedback...
were given predominantly via written messages within the secure internet platform or via occasional telephone calls. For a short summary of the interventions, see Table 1. More detailed descriptions can be found in the original publications [29-33].

Table 1. Summary of the included internet-delivered cognitive behavior therapy interventions.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Target age (years)</th>
<th>Target condition</th>
<th>Number of modules/weeks</th>
<th>Main features</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiP TIC [29]</td>
<td>7-17</td>
<td>Tourette syndrome/chronic tic disorder</td>
<td>10/10</td>
<td>Habit reversal training or exposure with response prevention</td>
</tr>
<tr>
<td>BiP SoFT [30]</td>
<td>13-17</td>
<td>Social anxiety disorder</td>
<td>9/12</td>
<td>Exposure training and cognitive strategies</td>
</tr>
<tr>
<td>BiP OCD [25,31]</td>
<td>7-17</td>
<td>OCD</td>
<td>12/12</td>
<td>Exposure with response prevention and parental coping strategies</td>
</tr>
<tr>
<td>BiP Anxiety [33]</td>
<td>8-12</td>
<td>Mixed anxiety disorders</td>
<td>12/12</td>
<td>Exposure training and child coping strategies</td>
</tr>
</tbody>
</table>

aBiP: Barninternetprojektet.  
bOCD: obsessive-compulsive disorder.  
cSoFT: Social Fobi Tonåring.  
dERITA: Emotion Regulation Individual Therapy for Adolescent.

Procedure

The included clinical trials applied similar but not identical procedures. A description of the common aspects of the procedures is provided here; for a detailed description, see the respective trial publications. Participants in patient samples 1 and 2 were recruited via clinician- or self-referrals. Selection of eligible participants included both telephone screenings with a clinician and an in-person assessment with the child or adolescent and at least one caregiver. Fulfillment of diagnostic criteria was established by a clinician (most often a clinical psychologist) using the Mini-International Neuropsychiatric Interview child version (MINI Kid [34]) or the Anxiety Disorder Interviews Schedule Child and Parent versions (ADIS C/P [26]). Decision about inclusion or exclusion of participants was made after the in-person assessment, followed by treatment allocation.

The BiP TIC and BiP Anxiety trials had a randomized controlled design [24,29]. In BiP TIC, participants were randomized to either habit reversal training or exposure and response prevention. In BiP Anxiety, participants were randomized to either ICBT or an active control condition. The remaining trials had an open, within-group design.

The clinical outcome measures were assessed at pre- and posttreatment. Activity data from the use of the internet platform (number of logins, written characters, login time duration, and completed treatment chapters) were automatically collected during the treatments. The iiPAS was administered by the clinicians participating in the trials, on 2 separate occasions: halfway through the treatment (iiPAS-mid) and at posttreatment (iiPAS-post).

Measures

Internet Intervention Patient Adherence Scale

The iiPAS is a 5-item, clinician-rated measure of patient adherence to internet-delivered behavioral interventions. The 5 items are rated by treating clinicians and cover 5 central aspects of adherence: the patient’s work pace, engagement, communication with the clinician, motivation for change, and login frequency. Each item is rated on a 0 to 4 Likert scale. Thus, the iiPAS-total score ranges from 0 to 20, with 0 indicating no adherence and 20 perfect adherence. The items are designed to generally suit different types of internet-delivered behavioral interventions. A prerequisite, however, is that the intervention is guided, that is, clinician-supported, as opposed to unguided or entirely self-help. The scale is constructed to be applicable to children and adolescents as well as adults. In the case where caregivers are involved in the patient’s treatment, the iiPAS is primarily intended to evaluate the patient’s adherence to treatment rather than the parent’s or carer’s involvement. See Multimedia Appendices 1 and 2 for a full copy of iiPAS in Swedish and English and scoring instructions. For permission requests to use or translate the scale, please contact the corresponding author.

Clinical Global Impression-Severity

Clinical Global Impression-Severity (CGI-S [35]) is a commonly used clinician-rated measure of global illness severity. Clinical severity is rated on a 7-point Likert scale, ranging from “normal, not ill” to “severely ill.” The CGI-S is validated as a measure of clinical effectiveness within clinical trials as well as within routine clinical practice [36].

Clinician Severity Rating

CSR is rated in conjunction with the clinician-administered ADIS [26], which is a semistructured interview and is considered the gold standard in the assessment of pediatric anxiety disorders. The CSR is a clinician rating of clinical severity between 0 and 8, with 0 indicating absence of symptoms (or no disturbance in functioning and/or disability), 8 maximal severity, and 4 the cut-off for clinical severity (ie, meeting diagnostic criteria for the disorder). ADIS has previously shown excellent interrater reliability [37] and test-retest reliability [38].
Platform Usage Variables

The internet treatment platform that the patients logged in to for accessing treatment material (texts, videos, and exercises) provided user data on number of logins to the platform, duration of logged in time, and number of completed chapters and written characters by the patients in communication and exercises. The number of completed chapters was expressed in percentage relative to total number of chapters because of the different number of chapters in different interventions.

Statistical Analyses

Reliability Analyses

Cronbach alpha was calculated as a measure of internal consistency. An exploratory factor analysis (EFA) was conducted regarding the factor structure of the iiPAS, including the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy to determine the adequacy of the data for factor analysis as well as a Bartlett Test of Sphericity to determine the factorability of the five items.

Validity Analyses

Pearson correlations were used to explore convergent validity, defined as the association of the iiPAS with platform usage variables. In variables where outliers with large leverage were identified, Spearman correlation coefficient was used. The intercorrelations of iiPAS between the halfway treatment time point (iiPAS-mid) and at the end of treatment (iiPAS-post) were calculated. For some calculations, an iiPAS total score was used, which is the sum of iiPAS-mid and iiPAS-post, to obtain a measure of adherence that represents the whole treatment period from start to end of treatment. Regarding criterion validity, the association between iiPAS and symptom severity change from pre- to posttreatment was calculated. Because the available measures, CSR (in the BiP Anxiety group) and CGI-S (in the remaining groups), are similar clinician-rated, 1-item Likert scales, but not identical, the CSR and CGI-S change scores were z-transformed and then combined into a single new variable (“symptom severity change”), which was then further used in the analyses. There were only a few missing values in the dataset (2.7%), and missingness was, therefore, not further handled but listwise excluded from the respective analyses. Analyses were conducted in SPSS Statistics version 24 (IBM Corp) and R (R Core Group [39]).

Results

Study 1: Initial Evaluation

An initial version of the iiPAS was administered to 50 children and adolescents, aged between 7 and 17 years, receiving ICBT for OCD or anxiety disorders. Preliminary analyses of Cronbach alpha indicated excellent internal consistency (alpha=.93).

Study 2: Full Psychometric Evaluation

Sample Characteristics

The majority of the 148 participants were female (n=89, 60%), with a mean age of 12.7 years. Table 2 displays a detailed description of the characteristics of the participants in each trial.

Table 3 presents descriptive statistics for iiPAS at the 2 time points midtreatment and posttreatment and for the summary value, iiPAS-total, as well as platform usage variables.
Table 2. Sample characteristics (N=148).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BiP TIC (n=23)</th>
<th>BiP SoFT (n=30)</th>
<th>BiP OCD (n=24)</th>
<th>BiP Anxiety (n=46)</th>
<th>BiP ERITA (n=25)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years:months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>12:3 (2.56)</td>
<td>15:0 (1.22)</td>
<td>11:5 (2.75)</td>
<td>9:11 (1.36)</td>
<td>15:9 (1.31)</td>
<td>12:7 (2.94)</td>
</tr>
<tr>
<td>Min-max</td>
<td>8-17</td>
<td>13-17</td>
<td>8-17</td>
<td>8-12</td>
<td>13-17</td>
<td>8-17</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8 (35)</td>
<td>25 (83)</td>
<td>14 (58)</td>
<td>23 (50)</td>
<td>19 (76)</td>
<td>89 (60.1)</td>
</tr>
<tr>
<td>Male</td>
<td>15 (65)</td>
<td>5 (17)</td>
<td>10 (42)</td>
<td>23 (50)</td>
<td>1 (4)</td>
<td>55 (37.1)</td>
</tr>
<tr>
<td>Other/Nonbinary sex</td>
<td>N/Aa</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>5 (20)</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>Principal diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tourette syndrome/chronic tic disorder</td>
<td>23 (100)</td>
<td></td>
<td></td>
<td></td>
<td>23 (15.5)</td>
<td></td>
</tr>
<tr>
<td>Social anxiety disorder</td>
<td>—</td>
<td>30 (100)</td>
<td>5 (11)</td>
<td>35 (23.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCDc</td>
<td>—</td>
<td>24 (100)</td>
<td>12 (26)</td>
<td>17 (11.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separation anxiety disorder</td>
<td>—</td>
<td>—</td>
<td>17 (37)</td>
<td>12 (8.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>—</td>
<td>—</td>
<td>3 (7)</td>
<td>3 (2.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific phobia</td>
<td>—</td>
<td>—</td>
<td>9 (20)</td>
<td>9 (6.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3 (0.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsuicidal self-injury</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>25 (100)</td>
<td>25 (16.8)</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bNo occurrence.
cOCD: obsessive-compulsive disorder.

Table 3. Descriptive statistics for internet intervention Patient Adherence Scale and platform usage variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Total score percentiles</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5th</td>
<td>25th</td>
<td>50th</td>
<td>75th</td>
<td>95th</td>
</tr>
<tr>
<td>iiPAS-mid</td>
<td>13.43 (4.98)</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>iiPAS-post</td>
<td>11.27 (6.01)</td>
<td>0</td>
<td>7</td>
<td>12</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>iiPAS-total</td>
<td>24.74 (10.39)</td>
<td>7</td>
<td>17</td>
<td>26</td>
<td>34</td>
<td>39</td>
</tr>
<tr>
<td>Number of logins</td>
<td>32 (16.49)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Logged in time (min)</td>
<td>2277c (5673.92)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Number of written charac-</td>
<td>18,135d (50,624.17)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ters (%)</td>
<td>74.4 (25.8)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aiiPAS: internet intervention Patient Adherence Scale.
bPercentiles not calculated.
cMedian=762.
dMedian=5510.

Internal Consistency

Table 4 displays Cronbach alpha for iiPAS-mid and iiPAS-post across the included clinical studies. The internal consistency of the iiPAS was excellent at midtreatment as well as at posttreatment.
Table 4. Cronbach alpha for internet intervention Patient Adherence Scale.

<table>
<thead>
<tr>
<th>Study</th>
<th>iiPAS\textsuperscript{a}-mid</th>
<th>iiPAS-post</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiP\textsuperscript{b} TIC</td>
<td>.90</td>
<td>.95</td>
</tr>
<tr>
<td>BiP SoFT\textsuperscript{c}</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td>BiP OCD\textsuperscript{d}</td>
<td>.91</td>
<td>.92</td>
</tr>
<tr>
<td>BiP Anxiety</td>
<td>.96</td>
<td>.94</td>
</tr>
<tr>
<td>BiP ERITA\textsuperscript{e}</td>
<td>.94</td>
<td>.97</td>
</tr>
<tr>
<td>All trials combined</td>
<td>.93</td>
<td>.95</td>
</tr>
</tbody>
</table>

\textsuperscript{a}iiPAS: internet intervention Patient Adherence Scale.
\textsuperscript{b}BiP: Barninternetprojektet
\textsuperscript{c}SoFT: Social Fobi Tonåring
\textsuperscript{d}OCD: Obsessive Compulsive Disorder
\textsuperscript{e}ERITA: Emotion Regulation Individual Therapy for Adolescents

**Factor Structure**

For iiPAS-mid, a KMO=0.89 and Bartlett Test of Sphericity $\chi^2_{10}=578.5$, $P<.001$ indicated factorability. The results of the EFA indicated a single factor with an eigenvalue of 3.97 that explained 79.3% of the variance. For iiPAS-post, KMO was 0.85 and Bartlett Test of Sphericity $\chi^2_{10}=787.0$, $P=.001$, again indicating factorability. The EFA resulted in a single factor with an eigenvalue of 4.18 that explained 83.6% of the variance. Multimedia Appendix 3 presents communalities and factor loadings in both EFAs.

**Convergent Validity**

iiPAS-mid, iiPAS-post, and iiPAS-total scores were positively and significantly correlated with platform usage variables ($r=0.25-0.79$), apart from nonsignificant correlations between iiPAS and logged in time. There was also a substantial and significant correlation between iiPAS-mid and iiPAS-post ($r=0.78$). Visual inspection of the scatterplots did not indicate any nonlinear associations. Table 5 presents convergent validity correlations.

**Criterion Validity**

iiPAS-mid, iiPAS-post, and iiPAS-total scores correlated positively and significantly with the standardized symptom severity change score ($r=0.17-0.19$; Table 5). In contrast, number of logins, logged in time, written characters, and percentage of completed chapters were not significantly correlated with symptom severity change. A post hoc item-per-item analysis of the iiPAS-mid items regarding the symptom severity change score revealed a significant correlation with 2 of the 5 items, item 2 (“engagement with exercises”; $r=0.21$, $P=.01$), and item 4 (“motivation for change”; $r=0.19$, $P=.02$).

Table 5. Internet intervention Patient Adherence Scale correlations ($P$ values) with platform usage variables and symptom severity change.

<table>
<thead>
<tr>
<th>Measure</th>
<th>iiPAS\textsuperscript{a}-mid ($P$ value)</th>
<th>iiPAS-post ($P$ value)</th>
<th>iiPAS-total ($P$ value)</th>
<th>Number of logins ($P$ value)</th>
<th>Logged in time ($P$ value)</th>
<th>Written characters ($P$ value)</th>
<th>Completed chapters ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iiPAS-post</td>
<td>.78\textsuperscript{b} (&lt;.001)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>iiPAS-total</td>
<td>.93 (&lt;.001)</td>
<td>.95 (&lt;.001)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Number of logins</td>
<td>.53 (&lt;.001)</td>
<td>.57 (&lt;.001)</td>
<td>.59 (&lt;.001)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Logged in time</td>
<td>.15 (.07)</td>
<td>.06 (.47)</td>
<td>.11 (.21)</td>
<td>.19 (.03)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Written characters</td>
<td>.25 (.003)</td>
<td>.31 (&lt;.001)</td>
<td>.31 (&lt;.001)</td>
<td>.36 (&lt;.001)</td>
<td>.10 (.24)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Completed chapters</td>
<td>.70 (&lt;.001)</td>
<td>.79 (&lt;.001)</td>
<td>.79 (&lt;.001)</td>
<td>.58 (&lt;.001)</td>
<td>.09 (.29)</td>
<td>.26 (&lt;.001)</td>
<td>—</td>
</tr>
<tr>
<td>Symptom severity change</td>
<td>.17 (.04)</td>
<td>.19 (.02)</td>
<td>.18 (.04)</td>
<td>.07 (.40)</td>
<td>—0.04 (.61)</td>
<td>—0.01 (.94)</td>
<td>.10 (.25)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}iiPAS: internet intervention Patient Adherence Scale.
\textsuperscript{b}Italicized values indicating significant correlations at the <.05 level.
\textsuperscript{c}Not applicable.
Discussion

Principal Findings
The objective of this project was to develop and psychometrically evaluate a novel measure of patient adherence in internet-delivered behavioral interventions. The measure was designed in close collaboration with experienced clinicians and researchers within the field and resulted in a clinician-rated, 5-item scale that was tested in a sample of children and adolescents with various behavioral disorders. Descriptive statistics indicated an appropriate range and variability of the iiPAS. The scale demonstrated excellent internal consistency. Consistently, factor analyses showed that the iiPAS measures one underlying factor, in agreement with the theoretical assumption that patient adherence within the context of internet interventions can be understood as one homogeneous construct.

Objective behavioral data were available through automatically registered internet platform data of number of logins, logged in time, written characters, and percentage of completed chapters. The iiPAS was significantly associated with those objective variables, apart from logged in time, which strongly suggests that the iiPAS indeed measures key aspects of patient adherence. The iiPAS was also significantly associated with symptom severity changes after treatment. Post hoc analyses revealed that 2 of the 5 items at midtreatment, engagement and motivation to change, were particularly associated with a decrease in symptoms. The midtreatment administration of the iiPAS may be especially interesting from a clinical point of view, as half of the internet treatment is still ahead. For example, a low iiPAS midtreatment score could inform the clinician that the adherence of the patient should be addressed for optimal outcome. The strong correlation of the iiPAS mid and iiPAS post suggests that little change in adherence is to be expected in the second half of the treatment. This could mean that other interventions such as motivational interventions might be needed to increase adherence, or that the intervention might need to be intensified or augmented with telephone, video calls or in-person therapist support.

Interestingly, none of the objective platform usage variables were associated with symptom severity change at posttreatment. This could possibly indicate that the mere adherence to the formal structure of an internet intervention (logging in, writing text, and completing chapters) is less important for the clinical outcome than actively engaging with the therapeutic content that is presented in the intervention (such as testing new behavioral or cognitive strategies and delivering homework exercises with high quality). The existing literature on patient adherence supports that quality of homework exercise completion is a better predictor of treatment outcome than number of completed exercises [10,13]. However, studies that are specifically designed to clarify the importance of adhering to the formal structure of a treatment in comparison with adhering to the therapeutic content are needed.

Limitations and Future Directions
Our analyses included diverse conditions, ranging from anxiety disorders, OCD, tics/Tourette’s disorder, and self-harming behaviors. Future studies should aim for an even broader evaluation of the iiPAS in additional diagnoses and symptoms that are currently treated with internet interventions, especially in the behavioral medicine field, where about half of the internet treatment trials are conducted [18]. Moreover, although the scale was designed to be used across the life span, the age range of the participants is limited. Further validation work in adult samples is warranted. In addition, the iiPAS was evaluated in clinical trials in Sweden and, albeit, with projects from different research groups, all were located at the same university and used the same internet platform, limiting the generalizability to other contexts. Future studies should evaluate the iiPAS in other languages as well as in different cultural, health care, and academic environments.

Importantly, the iiPAS was designed to be useful in a wide range of internet-delivered, clinician-supported internet interventions of different therapeutic schools. However, the interventions in this study are all based on a CBT framework. An important next step would be to test the iiPAS in different internet-delivered behavioral interventions. Regarding the reliability analyses, an important aspect that was omitted in this study was the calculation of interrater reliability. Due to the scoring format of the iiPAS, this would require 2 clinicians for each patient, which was not feasible at the current stage of evaluation but would be important to take into account in future studies.

Finally, the sample size in this study was big enough for a global evaluation but too small to conduct detailed separate analyses for each specific condition or age group. A larger sample would allow analysis of the association between patient adherence and clinical outcomes in greater detail with regards to specific patient characteristics such as age, comorbidity, and symptom severity at baseline.

Conclusions
To summarize, the iiPAS demonstrated sound psychometric characteristics in a clinical sample of children and adolescents with a broad range of psychiatric and behavioral problems. The iiPAS appears to be a valuable tool to measure and study different aspects of adherence within the context of clinician-guided, internet-delivered behavioral interventions. Further evaluations within different age groups, types of internet-delivered interventions, and patient populations are warranted.
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Abstract

Background: E-learning is rapidly growing as an alternative way of delivering education in nursing. Two contexts regarding the use of e-learning in nursing are discussed in the literature: (1) education among nursing students and (2) nurses’ continuing education within a life-long learning perspective. A systematic review of systematic reviews on e-learning for nursing and health professional students in an academic context has been published previously; however, no such review exists regarding e-learning for registered nurses in a continuing education context.

Objective: We aimed to systematically summarize the qualitative and quantitative evidence regarding the effects of e-learning on nursing care among nurses in a continuing education context.

Methods: We conducted a systematic review of systematic qualitative, quantitative, and mixed-studies reviews, searching within four bibliographic databases. The eligibility criteria were formulated using the population, interventions, comparisons, outcomes, and study design (PICOS) format. The included population was registered nurses. E-learning interventions were included and compared with face-to-face and any other e-learning interventions, as well as blended learning. The outcomes of interest were derived from two models: nursing-sensitive indicators from the Nursing Care Performance Framework (eg, teaching and collaboration) and the levels of evaluation from the Kirkpatrick model (ie, reaction, learning, behavior, and results).

Results: We identified a total of 12,906 records. We retrieved 222 full-text papers for detailed evaluation, from which 22 systematic reviews published between 2008 and 2018 met the eligibility criteria. The effects of e-learning on nursing care were grouped under Kirkpatrick’s levels of evaluation: (1) nurse reactions to e-learning, (2) nurse learning, (3) behavior, and (4) results. Level 2, nurse learning, was divided into three subthemes: knowledge, skills, attitude and self-efficacy. Level 4, results, was divided into patient outcomes and costs. Most of the outcomes were reported in a positive way. For instance, nurses were satisfied with the use of e-learning and they improved their knowledge. The most common topics covered by the e-learning interventions were medication calculation, preparation, and administration.
**Conclusions:** The effects of e-learning are mainly reported in terms of nurse reactions, knowledge, and skills (ie, the first two levels of the Kirkpatrick model). The effectiveness of e-learning interventions for nurses in a continuing education context remains unknown regarding how the learning can be transferred to change practice and affect patient outcomes. Further scientific, methodological, theoretical, and practice-based breakthroughs are needed in the fast-growing field of e-learning in nursing education, especially in a life-learning perspective.

**Trial Registration:** International Prospective Register of Systematic Reviews (PROSPERO) CRD42016050714; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=50714

**Keywords**
- continuing education
- e-learning
- nurses
- nursing care
- systematic review of systematic reviews

**Introduction**

**Background**

E-learning is rapidly growing as an alternative way of delivering education [1,2]. Nicoll et al [3] used the term technology-enhanced learning and stated that “it is a means by which learners can be provided with enhanced or transformed educational experiences.” Many other terms have been used synonymously and interchangeably to designate e-learning, such as computer-assisted learning, online learning, or Web-based learning [4]. For the purpose of this paper, we will use e-learning as an umbrella term to entail a variety of electronic, digital, or mobile devices used to support learning [5]. Clark and Mayer [6] specify elements about the what, how, and why of e-learning. The what includes content and instructional methods. The how encompasses elements such as the format (eg, asynchronous and webinars) and the use of multimedia (eg, video, animation, and printed words). The why is about, for instance, the achievement of learning objectives and/or the performance of skills applied in a workplace context.

In the literature targeting the use of e-learning in nursing, two populations and contexts are discussed. The first one is education among nursing students (eg, in Voutilainen et al [7]) who participate in educational programs mainly offered in academic settings. For instance, undergraduate nursing students have to develop entry-level competencies to meet the practice expectations required in getting their registered nurse (RN) licensure in order to “provide safe, competent, compassionate, and ethical nursing care in a variety of practice settings” [8]. The second context is continuing education (CE), also called continuing professional development [9] or continuing competency [8], targeting a life-long learning perspective and staff development (eg, Knapp and Byers [10]). RNs have to meet CE expectations to be eligible to renew their licensure and registration each year, with the goals of acquiring new competencies, maintaining the acquired ones, enhancing their practice, and keeping their skills relevant and up-to-date [8]. We refer here to CE programs that are applicable in workplace settings. The use of e-learning by nurses in a CE context is the one that retained our attention [11] for two main reasons: much more attention has been given to nursing students than to RNs [5,12] and this CE context will be informative to lay the groundwork for a wider research project.

A previous systematic review of systematic reviews (SRSRs) of e-learning for nursing and health professional students in an academic context has been conducted [5,12]. The findings show that e-learning is equivalent to traditional learning. However, e-learning has proven to have large effects compared to no intervention in health professions [13]. To the best of our knowledge, we found no SRSRs about e-learning used by RNs in a CE context.

**Objective**

We aimed to systematically summarize the qualitative and quantitative evidence that comes from systematic qualitative, quantitative, and mixed-studies reviews regarding the effects of e-learning on nursing care among nurses in a CE context.

**Methods**

The protocol was registered in the International Prospective Register of Systematic Reviews (PROSPERO) (number: CRD42016050714) and was published elsewhere [11].

**Design**

We conducted a systematic review (SR) of systematic qualitative, quantitative, and mixed-studies reviews with the intent of bringing together, summarizing, and enhancing accessibility of existing evidence [14]. We combined outcomes from various types of SRs and synthesized qualitative and quantitative evidence. This type of synthesis is useful in identifying existing e-learning interventions used by RNs in their workplace settings and in describing the range of outcomes of interest measured, documented, and informed by the Nursing Care Performance Framework (NCPF).

We used the Cochrane Collaboration methodology [15] and other relevant works in this domain [16, 17] to structure and report the SRSRs.

**Nursing Care Performance Framework**

We planned to use the NCPF to guide our synthesis. The NCPF is based on Henriksen et al’s work [18], which depicts a conception of nursing care as a complex, whole entity; this entity is encompassed by many interrelated and interdependent subsystems and components that are logically coordinated and oriented toward the achievement of optimal outcomes for patients [19]. The NCPF is a systemic and organizational model aimed to measure the performance of nurses in the health care system through a set of indicators sensitive to various aspects.
of nursing care. The rationale for using the NCPF was based on our previous work [20]. We conducted an SRSRs of the effects of information and communications technologies on nursing care. We then categorized these effects based on the following nursing care subsystems pertaining to the NCPF: nursing care structure (eg, nursing staff supply and profiles, work conditions, and nursing staff stability), nursing services (eg, professional practice environment, nursing processes, and interventions), and patient outcomes (eg, patient functional status and care safety). Our first intent in this current SRSRs was to use the NCPF for guidance and as a starting point for data extraction and analysis, while remaining open to the emergence of new data (ie, outcomes) that were not part of the framework. We expected to get a comprehensive portrait of how dimensions and indicators of nursing care, as developed in the NCPF, could be influenced by the use of e-learning interventions in a nursing CE context. In other words, we identified, from the NCPF, a pre-established range of possible outcomes and indicators related to nursing care, for which data would be sought in this SRSRs [11].

**Eligibility Criteria**

The scope was formulated using the population, intervention, comparison, outcomes, and study design (PICOS) format [15,21]. Eligibility criteria are presented in Table 1.

<table>
<thead>
<tr>
<th>SR(^a) components</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population</strong></td>
<td>RNs(^b), according to the professional legislation of each country</td>
<td>Undergraduate nursing students in an academic context</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td>E-learning (ie, use of electronic, digital, or mobile devices to support learning) used in a continuing education context</td>
<td>Any type of simulation with a physical mannequin</td>
</tr>
<tr>
<td><strong>Comparison</strong></td>
<td>Face-to-face learning, any other e-learning intervention, or blended learning</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td>Primary outcomes: effects of e-learning on nursing care, including (1) nursing resources (eg, working conditions, nursing staff supply, and staff maintenance) and (2) nursing services (eg, nurses' practice environments, nursing processes and interventions, and professional satisfaction)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Secondary outcomes: Effects of e-learning on patient outcomes (eg, patients' empowerment, comfort, and quality of life)</td>
<td></td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td>Systematic qualitative, quantitative, and mixed-studies reviews published in French, English, or Spanish</td>
<td>Grey literature and non-SR, such as literature reviews</td>
</tr>
</tbody>
</table>

\(^a\)SR: systematic review.

\(^b\)RN: registered nurse.

\(^c\)N/A: not applicable.

**Search Strategy and Selection Criteria**

We searched for articles that were published between January 1, 2006, and January 26, 2017, in the following electronic databases: PubMed, Embase, Cumulative Index of Nursing and Allied Health Literature (CINAHL), and Joanna Briggs Institute (JBI). We updated the search strategy to include articles published between January 1, 2017, and November 11, 2018. The search strategy time frame was partially informed by the work of de Caro et al [5,12], who conducted an SRSRs on a similar topic. They performed search strategies on articles published between 2003 and 2013. Included SRs were published between 2008 and 2013. We extended our search strategy to include articles published from 2006 onward to capture SRs that could have been missed in previous work.

We developed a structured search strategy that was validated by a health information specialist. We used the thesaurus terms from each database and used free text to target the title and abstract fields. An example of the search strategy in PubMed has been presented elsewhere [11]. For the JBI database, we hand searched the whole database for relevant literature. We collected the results of each database search in EndNote reference manager, version X7.7.1 (Clarivate Analytics) and we removed duplicate citations. Furthermore, we hand searched for relevant SRs, contacted authors to find other relevant works in this domain, and consulted the reference lists of included SRs.

**Selection of Systematic Reviews**

We used DistillerSR (Evidence Partners), a Web-based SR software, to perform the screening and selection of SRs as well as the data extraction. A group of three reviewers (GR, JPG, and EH) independently screened the title and abstract of the papers in order to assess their eligibility. Each paper was reviewed twice, by two of the three reviewers. When consensus was not reached, arbitration was done with the third reviewer who was not involved in the selection of a specific SR. After the first round of screening, we retrieved full-text copies of publications that met the pre-established inclusion criteria and we assessed them twice.
Methodological Quality Assessment of Included Systematic Reviews

The methodological quality assessment is defined as the critical appraisal of each SR and the extent to which authors of each SR met the highest possible standards in conducting and reporting their research process. Methodological quality also refers to risk of bias (ie, deviations of findings from the truth); flaws in design, conduct, analysis, and/or reporting can be the cause of these deviations [17].

Methodological quality was done independently by two reviewers (GR and JBP) using two critical appraisal tools in order to cover a wider and complementary range of criteria: Assessment of Multiple Systematic Reviews (AMSTAR) 2 [22] and Risk Of Bias In Systematic Reviews (ROBIS) [23]. AMSTAR 2 is a 16-item instrument that provides detailed and comprehensive assessment of SRs that include randomized or nonrandomized studies of health care interventions. ROBIS contains 21 signaling questions divided into three phases:

1. The assessment of relevance (optional).
2. The identification of concerns with the review process, in which bias can be introduced from within four domains:
   a. Study eligibility criteria.
   b. Identification and selection of studies.
   c. Data collection and study appraisal.
   d. Synthesis and findings.
3. Overall judgment about risk.

These tools are best suited for quantitative SRs and were not designed for systematic qualitative and mixed-studies reviews. However, because there was no consensus on how to assess methodological quality of qualitative and mixed-studies reviews at the time we began the SRSRs, we used both tools: AMSTAR 2 and ROBIS. Any disagreements that arose between the reviewers during the methodological quality assessment process were resolved through discussion.

Data Extraction

A team of three authors (GR, JPG, and EH) conducted data extraction. Each paper was extracted independently by two of the three reviewers. We extracted the following data: (1) general characteristics of the SRs (eg, purpose, type of SR, number of primary studies included, populations, and settings); (2) details about e-learning interventions, comparisons, and the use of theories (ie, in the development and evaluation processes); and (3) outcomes, including their nature (ie, qualitative and/or quantitative) and direction (ie, positive, negative, or no effect). We used the adapted version of the NCPF [19] as a guide to extract outcomes. The dual extraction of outcomes data is particularly important, since these data are directly used in synthesizing the evidence that informs the conclusions of the review [23].

As recommended by Higgins et al [24], all the steps mentioned before (ie, selection of SRs, methodological quality assessment, and data extraction) were done by two authors working independently in order to minimize the risk of making mistakes and of being influenced by a single person’s biases. In total, four authors were involved in performing these steps (GR, JPG, EH, and JBP).

Data Synthesis

The first author (GR) performed a qualitative thematic synthesis using a data-based convergent synthesis design [25,26]. We qualified quantitative data by using a narrative synthesis to describe the effect of e-learning on nursing care. We transformed the numerical data in specific themes and subthemes. This approach in conducting the data synthesis was chosen considering the mixed nature of evidence (ie, qualitative and quantitative) and the exploratory lens of this SRSRs. Two reviewers (EH and JPG) were involved in validating the data synthesis.

Overlap in Systematic Reviews

As mentioned in the protocol [11], one of the challenges encountered when conducting SRSRs is the identification of overlap in SRs [27-29] (ie, “when the primary studies included within the SRs had multiple related publications that were referenced differently across SRs” [29]). Authors of SRSRs need to closely examine the content of the SRs and their included primary studies to accurately assess the extent and nature of the overlap. The ways of managing overlap in SRs depend on the purpose of the SRSRs and the method of data analysis [17]. Pollock et al [17] suggest that when the purpose of the SRSRs is to present and describe the body of knowledge that comes from SRs, it may be appropriate to include the results of all relevant SRs, regardless of the overlap across primary studies. Considering the exploratory lens of our SRSRs and our intent to draw a broad picture of the effects of e-learning interventions used by nurses in a CE context, we created a citation matrix [17] (see Multimedia Appendix 1) to visually represent the overlap between primary studies within included SRs. The implications of these overlaps do not have consequences on, for example, overestimating the effects of e-learning interventions that would bias recommendations to use a specific intervention over the others. The purpose of this SRSRs is not prescriptive and is not intended to inform or guide decision making, policy, or practice recommendations.

Deviation From the Protocol

As previously mentioned, we used the NCPF to extract and classify the outcomes but we did not use it, as we had planned, to synthesize data regarding the effects of e-learning on nursing care. Indeed, this framework offers a broad perspective of the nursing care system, considering the diversity of nursing-sensitive indicators that are centered on structure and resources, nursing services and processes, and patient outcomes. However, most of these indicators do not reflect the current state of knowledge deriving from the effects of e-learning reported in the literature. These effects are rather circumscribed around nurses’ level of satisfaction, knowledge, or skills acquisition, which fit more with the Kirkpatrick model [30]. This model proposes four distinct levels as a sequence of ways to evaluate the effectiveness of an educational program: (1) reactions, (2) learning, (3) behavior, and (4) results. Level 1 (ie, reactions) is about nurses’ satisfaction with e-learning interventions. Level 2 (ie, learning) refers to the extent to which
nurses change or improve attitudes, knowledge, skills, and/or self-efficacy as a result of attending the e-learning interventions [30]. Level 3 (ie, behavior) is the extent to which nurses’ learning has been translated into their postlearning behavior or their clinical performance [9]. Level 4 (ie, results) can be seen as patients’ health outcomes resulting from the influence of e-learning interventions on nurses’ behavior changes, which was adapted from Légaré et al [9]; this level can also be seen as other outcomes, such as costs [30]. In Figure 1, the Kirkpatrick model is presented, supported by some concrete examples provided by Shen et al [31].

Figure 1. The Kirkpatrick model.

Other frameworks could have been selected to extract and synthesize data, including the Expanded Outcomes Framework [32] or the Jeffries simulation model [33], since the outcomes component of the latter model can be potentially applicable to e-learning. However, we chose the Kirkpatrick model because it is well documented and extensively used in many educational contexts, including e-learning in the CE context [31,34].

Once we performed the first extraction using the NCPF, the data were read several times by three authors (GR, EH, and JPG). The first author built a thematic tree based on the reading of all material through line by line coding (ie, the inductive part) and based on existing works [19,30] (ie, the deductive part). This SRSRs was then guided by these two models [19,30] at different points in time: the use of the NCPF [19] was preplanned, and the use of the Kirkpatrick model [30] was decided during the process of data analysis and synthesis. The presentation of findings are supported by the four levels of evaluation [30].

Finally, we did not calculate the corrected covered area [27] in order to measure the actual degree of overlap in the SRSRs. We simply illustrated the overlap in a matrix (see Multimedia Appendix 1), as explained earlier.

Results

Search Results and Eligibility of Systematic Reviews

The overall process of SR selection is illustrated with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram [35] (see Figure 2). We identified a total of 12,906 records. After removing duplicate references, we assessed 11,775 records for eligibility. We retrieved 222 full-text papers for detailed evaluation, from which 22 SRs published between 2008 and 2018 met the eligibility criteria. The list of included SRs is presented in Multimedia Appendix 2. In Multimedia Appendix 3, we provide the references of excluded papers as well as the reasons for exclusion.
Methodological Quality Assessment Results

We did not exclude papers based on methodological grounds, considering the scope of the SRSRs, which was not intended to inform action or decision making in terms of the most effective e-learning to impact nursing care. The assessment of methodological quality is presented individually for each SR (see Table 2) and globally (ie, all included SRs) using ROBIS (see Figure 3) and AMSTAR 2 (see Figure 4). Out of 22 SRs, 9 (41%) were at low risk of bias, 8 (36%) were at high risk of bias, and 5 (23%) had an unclear risk of bias. The assessment with AMSTAR 2 yielded the following results: out of 22 SRs, 6 (27%) had a high level of confidence, 4 (18%) had a moderate level of confidence, 10 (45%) had a low level of confidence, and 2 (9%) had a critically low level of confidence. The findings regarding the risk of bias and the level of confidence for the same SR were consistent across the two tools. For example, an SR [36] at high risk of bias according to the ROBIS tool was rated as having a low level of confidence using the AMSTAR 2.
Table 2. Methodological quality assessment for each individual SR included in this study using a combination of the ROBIS tool and the AMSTAR 2.

<table>
<thead>
<tr>
<th>Author, year (type of SR)</th>
<th>Study eligibility criteria</th>
<th>Identification and selection of studies</th>
<th>Data collection and study appraisal</th>
<th>Synthesis and findings</th>
<th>Risk of bias using the ROBIS tool, Phase 2: Identifying concerns with the review process—the four domains of bias</th>
<th>Risk of bias using the ROBIS tool, Phase 3: Judging overall risk of bias in the review</th>
<th>Level of confidence using the AMSTAR 2: final judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bloomfield, 2008 [36] (QT)</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Brunero, 2012 [37] (MSR)</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Byrne, 2008 [38] (QT)</td>
<td>High</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Carroll, 2009 [39] (MSR)</td>
<td>High</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Critically low</td>
</tr>
<tr>
<td>Chippes, 2012 [40] (QT)</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Coyne, 2018 [41] (MSR)</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Du, 2013 [42] (QT)</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Feng, 2013 [43] (QT)</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Freire, 2013 [44] (MSR)</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Harkanen, 2016 [45] (QT)</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Hegland, 2017 [46] (QT)</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Hines, 2015 [47] (QT)</td>
<td>Low</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Kakushi, 2016 [48] (MSR)</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Kang, 2017 [49] (QT)</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Knapp, 2008 [10] (MSR)</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lahti, 2014 [1] (QT)</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Lam-Antoniades, 2009 [50] (QT)</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Lawn, 2017 [51] (MSR)</td>
<td>Unclear</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Nicoll, 2018 [3] (MSR)</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Philips, 2012 [52] (MSR)</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
</tr>
<tr>
<td>Tomlinson, 2013 [53] (QT)</td>
<td>Low</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

aSR: systematic review.
bROBIS: Risk Of Bias In Systematic Reviews.
cAMSTAR: Assessment of Multiple Systematic Reviews.
dPhase 1 is optional and consists of assessing the relevance of SRs. It was not performed nor described.
General Characteristics of Systematic Reviews and Participants

General characteristics of included SRs are shown in Multimedia Appendix 4. The first authors of the included SRs were from various countries: Australia (n=7), United Kingdom (n=4), Brazil (n=2), South Africa (n=1), China (n=1), Taiwan (n=1), Korea (n=1), Finland (n=2), Norway (n=1), United States (n=1), and Canada (n=1). In 8 SRs out of 22 (36%), there was an overlap regarding primary studies (see Multimedia Appendix 1).

We included any SRs that contained one or many primary studies focusing on RNs using e-learning interventions in a CE context, which means that SRs with populations other than RNs (eg, nursing students and other health care providers) were included as long as information about RNs was clearly retrievable. The ratio of primary studies targeting nurses in a CE context to the total number of primary studies pertaining to an SR was very low. For example, from Brunero et al [37], we extracted only 2 out of the 25 (8%) primary studies that met all of the eligibility criteria. Only 1 SR [10] included all primary studies (n=5) that concerned the population of interest (ie, RNs), the e-learning intervention, the outcomes of interest, and the CE context. When reported, the number of RNs across the SRs varied from 15 [53] to 658 [3]. RNs had different job titles (eg, nurse specialists, practice nurses, community nurses, and school nurses) and worked in different settings (eg, intensive care units, emergency departments, coronary critical care, medical-surgical, pediatrics, mental health, palliative care, geriatric hospitals, and primary care).
E-Learning Interventions and Comparison Groups
There were a variety of e-learning interventions targeting nurses in a CE context (see Multimedia Appendix 5). Some examples are an online learning module regarding the use of brief motivational interviewing as a communication style to influence health behavior change [51] and online and interactive CD-ROM programs on medication administration skills and safety [45]. Other e-learning interventions were presented in terms of configuration, such as computer-assisted instructions [36], computer-based simulation [38], videoconferencing [53,52], and situated e-learning [43], while few had details on the instructional method, such as case-based learning [37].

Examples of comparison interventions included the following: electronic intervention, face-to-face intervention, no intervention, and blended learning. In four SRs [3,40,47,50], information about the theories or models used was reported regarding the engagement of stakeholders and the development or evaluation of e-learning interventions. These theories and models included engagement models [54,55], adult learning theory [56], the Kirkpatrick model [30], and the effects of information systems quality on nurses’ acceptance of the e-learning system [57].

Effects of E-Learning
Overview
The outcomes are presented under different formats. First, the findings are grouped per systematic review along with a description of the interventions and the comparisons (see Multimedia Appendix 5). Second, they are described under a frequency table (see Table 3). Overall, positive outcomes (ie, effects reported in favor of e-learning interventions) are overrepresented compared to negative outcomes and those with no effect. Finally, the outcomes are synthesized and presented narratively under four main themes, informed by the Kirkpatrick model [30].
Table 3. Frequency and direction of outcomes.

<table>
<thead>
<tr>
<th>Levels of evaluation from the Kirkpatrick model and subthemes</th>
<th>Number of documented outcomes from primary studies and direction of the effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
</tr>
<tr>
<td><strong>1. Nurse reactions with e-learning (n=11 SRs)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
</tr>
<tr>
<td>General</td>
<td>0</td>
</tr>
<tr>
<td>Anonymity</td>
<td>0</td>
</tr>
<tr>
<td>Authentic scenario</td>
<td>0</td>
</tr>
<tr>
<td>Computer and internet experience</td>
<td>1</td>
</tr>
<tr>
<td>Confidence in e-learning</td>
<td>0</td>
</tr>
<tr>
<td>Content</td>
<td>0</td>
</tr>
<tr>
<td>Discussion</td>
<td>0</td>
</tr>
<tr>
<td>Information sharing</td>
<td>1</td>
</tr>
<tr>
<td>Interactions</td>
<td>2</td>
</tr>
<tr>
<td>Learners' experience</td>
<td>0</td>
</tr>
<tr>
<td>Overall satisfaction</td>
<td>0</td>
</tr>
<tr>
<td>Person-centered approach</td>
<td>0</td>
</tr>
<tr>
<td>Satisfaction with interactive case studies</td>
<td>0</td>
</tr>
<tr>
<td>Scope of reflection</td>
<td>0</td>
</tr>
<tr>
<td>Sense of belonging</td>
<td>0</td>
</tr>
<tr>
<td>Technical support</td>
<td>0</td>
</tr>
<tr>
<td>Technology characteristics</td>
<td>3</td>
</tr>
<tr>
<td><strong>2. Nurse learning (n=18 SRs)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3</td>
</tr>
<tr>
<td>Knowledge (n=13 SRs)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1</td>
</tr>
<tr>
<td>General</td>
<td>0</td>
</tr>
<tr>
<td>Acute Physiology and Chronic Health Evaluation III scoring system</td>
<td>0</td>
</tr>
<tr>
<td>Arterial blood gas interpretation</td>
<td>0</td>
</tr>
<tr>
<td>Assessment (ability of neurological function)</td>
<td>0</td>
</tr>
<tr>
<td>Assessment (general)</td>
<td>0</td>
</tr>
<tr>
<td>Emergency preparedness</td>
<td>0</td>
</tr>
<tr>
<td>Hospital quality</td>
<td>0</td>
</tr>
<tr>
<td>Intravenous injections</td>
<td>0</td>
</tr>
<tr>
<td>Medication administration</td>
<td>0</td>
</tr>
<tr>
<td>Medication calculation</td>
<td>1</td>
</tr>
<tr>
<td>Neonatal care</td>
<td>0</td>
</tr>
<tr>
<td>Pain, physical and psychological symptoms, and loss</td>
<td>0</td>
</tr>
<tr>
<td>Palliative care</td>
<td>0</td>
</tr>
<tr>
<td><strong>Attitude and self-efficacy (n=3 SRs)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0</td>
</tr>
<tr>
<td>Confidence postintervention</td>
<td>0</td>
</tr>
<tr>
<td>Perceived effectiveness of e-learning</td>
<td>0</td>
</tr>
</tbody>
</table>
### Level 1: Nurse Reactions With E-Learning Interventions

Nurse reactions with e-learning interventions have been described in 11 of the 22 SRs (50%) [3,10,36,39-42,44,50,51,52]. Positive outcomes were described in 8 out of 22 SRs (36%) [10,36,39,40,42,44,48,51], mostly in terms of nurse satisfaction with using e-learning for the following reasons: quality of content [44], importance of social interactions [40,48], active learning [48], flexibility [10,51], effectiveness and convenience of the technology, as well as quality of support received [10]. Other sources of nurse satisfaction were reported as follows: patient-centered approach, time-saving, and self-directed learning. Nurses stressed the importance of authentic scenarios and of practicing skills in the work context [51]. Nurses found higher satisfaction with e-learning than from videotaped courses [42], while in the SR by Lam-Antoniades et al [50], nurses found that there were advantages of e-continuing education over lecture courses. Otherwise, nurses felt satisfied with both e-learning programs and traditional in-classroom programs [3].

In 3 out of 22 SRs (14%), nurse dissatisfaction with e-learning interventions was explained by the following reasons: technical difficulties [10,40], a lack of computer experience and internet literacy, slower information exchange [10], and a preference for face-to-face format [52]. In one SR [51], nurses identified access, navigation, and time as challenges.

### Level 2: Nurse Learning

#### Overview

Nurse learning outcomes were reported in 18 of 22 SRs (82%) [1,3,4,10,36-38,40-47,49,51]. We divided learning into three subthemes: knowledge, attitude and self-efficacy, and skills.

<table>
<thead>
<tr>
<th>Levels of evaluation from the Kirkpatrick model and subthemes</th>
<th>Number of documented outcomes from primary studies and direction of the effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
</tr>
<tr>
<td>Personal and professional development</td>
<td>0</td>
</tr>
<tr>
<td>Stress in nurse-patient relationship</td>
<td>0</td>
</tr>
<tr>
<td>Self-efficacy (general)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Skills (n=10 SRs)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
</tr>
<tr>
<td>General</td>
<td>0</td>
</tr>
<tr>
<td>Assessment (depression)</td>
<td>0</td>
</tr>
<tr>
<td>Cannulation</td>
<td>1</td>
</tr>
<tr>
<td>Cardiopulmonary resuscitation-defibrillation</td>
<td>1</td>
</tr>
<tr>
<td>Care practice changes</td>
<td>0</td>
</tr>
<tr>
<td>Child abuse detection</td>
<td>0</td>
</tr>
<tr>
<td>Communication</td>
<td>0</td>
</tr>
<tr>
<td>Critical appraisal of research literature</td>
<td>0</td>
</tr>
<tr>
<td>Emergency preparedness skills performance</td>
<td>0</td>
</tr>
<tr>
<td>Intravenous injections</td>
<td>0</td>
</tr>
<tr>
<td>Medication preparation and administration</td>
<td>0</td>
</tr>
<tr>
<td>Motivational interviewing</td>
<td>0</td>
</tr>
<tr>
<td>Monitoring</td>
<td>0</td>
</tr>
<tr>
<td>Neonatal care</td>
<td>0</td>
</tr>
<tr>
<td>Universal precautions-related behaviors</td>
<td>0</td>
</tr>
<tr>
<td>Scheduling activities</td>
<td>0</td>
</tr>
<tr>
<td><strong>3. Behavior (change in practice) (n=0 SRs)</strong></td>
<td>0</td>
</tr>
</tbody>
</table>

4. Results (n=2 SRs)

| Patient outcomes (n=1 SR)                                    |          |           |          |       |
| Total                                                         | 0        | 0         | 1        | 1     |

| Nurses’ perceptions of care for older adults                  | 0        | 0         | 1        | 1     |
| Cost (n=2 SRs)                                                | 0        | 0         | 2        | 2     |
| Total                                                         | 10       | 10        | 70       | 90    |

*SR: systematic review.*
Knowledge
In 13 SRs out of 22 (59%) [1,3,10,37,53,40-45,49,52], nurses improved their knowledge with the help of e-learning interventions on many topics, including assessment of ability of neurological function [42], medication administration and calculation [45], physiology and chronic health evaluation [10], arterial blood gas interpretation, intervention focusing on a rare disease [3], and palliative care [52]. With the help of e-learning, nurses improved their knowledge compared to no intervention [43]. However, nurse acquisition of knowledge in a classroom was superior to e-learning for drug dose calculations [45].

In 7 SRs out of 22 (32%) [10,36,53,40,46,49,52], no effects were reported on nurse knowledge. There were nonsignificant differences in knowledge scores on drug dose calculation between groups [46] and in learning effectiveness outcomes between the face-to-face versus videoconference formats [53,52]. The effect size difference reported was not significant in these 2 SRs [10,49]. There were no significant outcomes related to learning on the topics of intravenous (IV) injections and medication administration and preparation [36]. No significant change was found in nurse knowledge related to pain, physical and psychological symptoms, and loss [40].

Attitude and Self-Efficacy
Higher self-efficacy and performance scores were generally found among nurses using the e-learning intervention [42]. Nurses had positive attitudes toward effectiveness of online learning modules for motivational interviewing [51]. They perceived benefits of e-learning on their personal and professional development [52]. Other nurses improved their confidence in reducing stress in the nurse-patient relationship [37].

Skills
In 9 SRs out of 22 (41%) [3,4,36,37,42-44,46,47], positives outcomes were documented related to the increase of skills following nurses’ participation in e-learning.

Nurses had better performance outcomes with e-learning compared to no intervention [42,43]. Nurses improved their skills after attending a 1-hour, e-learning-based, mental health education program on self-harm, demanding behavior, manipulation, and splitting and attention-seeking behavior [37]. These nurses also had positive comments regarding assessment, monitoring, communication, and interventions such as scheduling pleasant activities [37]. Furthermore, they rated items highly that were related to the extent to which training changed their care practices [37].

Nurses using e-learning interventions experienced positive outcomes related to universal precautions, IV injections, and medication administration [36,45]. The meta-analysis on computer-based simulation compared to other learning strategies showed significant effect in favor of e-learning for medication administration and preparation [46]. Nurses’ perceived skills in performing, and clinical use of, brief motivational interviewing were more favorable postintervention [3]. Nurses had better emergency preparedness as a result of e-learning than with no intervention and they improved child abuse detection with e-learning compared to no intervention [4]. An increase in nurses’ skills scores with e-learning related to neonatal care has been reported [44]. In terms of cognitive skills, nurses self-assessed their critical appraisal competencies positively regarding research literacy [47].

Negative outcomes were reported in 2 out of 22 SRs (9%). Cardiopulmonary resuscitation-defibrillation and defibrillation performance was worse among nurses using long-distance learning than that of the control group [42]. Nurses using the computer-based simulation to cannulate a real patient with force feedback had lower success at the first attempt.

Finally, 2 SRs out of 22 (9%) reported no effect by e-learning on skills. Nurses found no improvement in one critical appraisal competency related to research literacy: the identification of the sample [47]. Core 2 errors related to preparation and administration of medication increased but the rate was not significant, as underlined in Bloomfield et al’s SR [36].

Level 3: Behavior
No outcomes related to nurses’ changes in practice were reported.

Level 4: Results
Patient Outcomes
In 1 of 22 SRs (5%), a positive outcome related to nurses’ perceptions of care outcomes for older adults was reported [37].

Cost
In 2 SRs out of 22 (9%) [10,37], positive outcomes were reported in terms of using intranet- and CD-ROM-based education as a low-cost method of providing education for nursing staff.

Discussion
Principal Findings
Our SRSSRs aimed at synthesizing qualitative and quantitative evidence regarding the effects of e-learning interventions on nursing care in a CE context. To the best of our knowledge, this is the first broad synthesis on the impact of e-learning on nurses in a CE context. As we expected, heterogeneity was found between populations (ie, RNs and workplace settings), interventions, comparisons, outcomes, types of SRs, and corresponding evidence. Conducting a meta-analysis was not the purpose of this SRSRs.

Main Outcomes: Four Levels of Evaluation
The most reported outcomes were learning (18/22, 82%), corresponding to Kirkpatrick’s evaluation level 2. Nurse skills were the most frequently reported, followed by knowledge. Outcomes related to evaluation level 1 (ie, nurses’ reactions with e-learning) were found in 11 out of the 22 SRs (50%). Authors of SRs described these reactions mainly with respect to technology characteristics, including perceived advantages and disadvantages (eg, navigability, technical difficulties, access, and flexibility). We found no SRs that reported outcomes regarding the translation of the content of e-learning interventions into nurses’ practice and behavior (ie, evaluation level 3). This finding does not mean that e-learning had no
outcomes on practice. During the data analysis and interpretation, we used a conservative approach to classify the outcomes. Limited granularity of reported details is a well-known issue for authors of SRSRs and was observed in the included SRs. Therefore, it was difficult to know if skills, for example, improved nurses’ knowledge of medication administration and preparation or if it changed nurses’ practice. Only 1 SR included nurses’ perceptions of patients’ outcomes (ie, evaluation level 4) regarding care of elders; it also included 2 outcomes about costs. Overall, most reported outcomes were positive (n=70) as compared to negative (n=10) and neutral ones (n=10). This could indicate the presence of a reporting bias at the level of primary studies and SRs because of the disproportionate number of positive results [58].

Our findings related to the overrepresentation of the effects of e-learning interventions on reactions and learning, as well as the underrepresentation on practice and patient outcomes, are similar to those found in the literature among health care students, including nursing students [7,59]; physicians [9,60,61]; allied health practitioners [62]; and various health care providers [2]. However, Militello et al [34] conducted an SRSRs on the efficacy of computer-mediated continuing education for health care providers, including nurses, and they performed a meta-analysis. They classified their outcomes according to the Kirkpatrick model [30]. They found that 8 of the 11 SRs included measures of learner satisfaction (Level 1), 10 SRs included learning outcomes (Level 2), 9 included outcomes on provider behavior or performance (Level 3), and 5 included health and patient outcomes (Level 4). We can suppose that Militello et al [34] were more inclusive in their way of classifying outcomes related to practice change than we were in our data analysis and synthesis. Furthermore, many authors (eg, Légaré et al [9], Légaré et al [63], and Kitto et al [64]) are interested by this transition from Level 2 to Level 3 that can occur as a result of changes promoted by the content and format of continuing professional development activities, as well as how competencies are acquired and assessed. This transition not only depends on the acquisition of knowledge and skills, but also on a myriad of other elements related, for instance, to the intervention (eg, relative advantage), the outer context (eg, resources), the inner context (eg, organizational culture), individual characteristics (eg, learning style), and process (eg, planning) [65].

**Methodological Quality**

The methodological quality of SRs varied greatly: 59% of SRs (13/22) had an overall high or unclear risk of bias, while 55% (12/22) had a low or critically low level of confidence. Only 41% (9/22) of SRs were assessed with low risk of bias while 45% (12/22) had a moderate or high level of confidence. Our results are different from those of Militello et al [34], who synthesized the methodological quality of SRs (n=11) on computer-mediated CE for health care providers. They used 11 items from the AMSTAR [66]. Out of 11 SRs, 5 were of moderate quality and 6 were of high quality. The authors only included quantitative SRs and meta-analyses.

These findings might be explained by several reasons. We used two tools that have been designed to assess systematic qualitative reviews. When we started this SRSRs in 2017 [11], no tool was available to appraise the quality of qualitative and mixed-studies reviews. Some criteria from the ROBIS tool and the AMSTAR 2, as well as their corresponding vocabulary (eg, meta-analysis, heterogeneity, and risk of bias), were not adapted to fit with the specificities of qualitative and mixed-studies reviews. Furthermore, the systematic methodology of some included SRs was not obvious. Some authors (eg, Knapp and Byers [10] and Carroll et al [39]) mentioned the word systematic in their paper but they did not provide all the details to fully explain the systematic nature of their work. It is important to highlight that methodological quality is one of the three dimensions of quality [67]. However, methodological quality is only one dimension of critical appraisal that could be performed and it is centered on how the SR is conducted [67]. It does not capture other concepts, such as the social relevance of findings and the applicability and transferability of findings to other contexts. The dimension of conceptual clarity can also be appraised and it is related to insightfulness, including the clarity, richness, and depth of description of a phenomenon [68]. Campbell et al [69] observed that methodological and conceptual quality can be inversely correlated. It means that papers that are appraised with a low methodological quality score are usually those providing good conceptual insight. This can be partially explained by the inadequacy regarding the reporting of qualitative research methods. We recommend appreciating the richness of our findings as a means to get a broad picture of the effects of e-learning interventions on nursing care. However, our results must be interpreted with caution and are not meant to guide or inform practice, nor are they meant to determine which e-learning interventions are better in supporting CE for nurses.

**Strengths and Potential Biases in the Systematic Review of Systematic Reviews Process**

We used a comprehensive and systematic process throughout all stages of this SRSRs. In the search strategy, we used general keywords to explore the e-learning concept as an umbrella term, such as virtual learning environment, distance learning, Web-based learning, e-learning, and m-learning, among others. However, we did not use all specific key terms representing all forms of digital education, such as serious games and gamification interventions, massive open online course, virtual reality, and virtual patient [70]. Recent publications focused, for example, on serious games [59,71] and virtual reality [72], either in a context of preregistration training in health students or postregistration training among health care professionals such as nurses. Nonetheless, the use of general key terms allowed for the coverage of a wide range of potentially relevant references, considering the initial 12,906 records screened.

During the screening of titles, abstracts, and full texts, we observed that information regarding the population was sometimes misleading or incomplete, such as a population of “health students” (eg, Coyne et al [41]). In that case, instead of presuming that this abstract was not eligible based on the population, we decided to retrieve the full text. We discovered that nurses were targeted in some of these papers. Even if we were inclusive during the screening process, we may have excluded some references based on limited information provided...
in titles and/or abstracts. In order to limit the risk of excluding potentially relevant papers, we conducted the screening process as a team of three reviewers.

Future Research

Our SRSRs targeted specific questions about the effects of e-learning interventions on nursing care in a CE context. Few details were provided regarding RN characteristics (eg, age and educational background) and interventions, including the SRs’ instructional designs. The lack of information granularity provided by the authors of SRs [69,70] is a limitation of conducting SRSRs. Cook [73] argued that these instructional designs can have an impact on the outcomes. Furthermore, few theoretical cues were given about active ingredients pertaining to the interventions that predict or explain professional or behavior change.

We would recommend using other types of knowledge synthesis to explore complementary and broader research questions. The following are some examples:

1. What are the contexts and mechanisms through which nurses and nursing students translate knowledge and skills from e-learning interventions to their practice and, consequently, how could they lead to specific outcomes among patients? How does it work? In that case, a realist review could be performed in a digital-based nursing education and CE context, with a lens similar to the work conducted by Wong et al [74].

2. How do nurses experience e-learning interventions in their work setting? How do they describe their impact on their practice or in their environment? A meta-synthesis of qualitative studies could be done to answer these questions.

It would be useful if authors of primary studies provided enough information regarding the intervention, the context, and mechanisms, including theoretical underpinnings, which could allow researchers to understand the components that can affect outcomes.

We would also suggest exploring other types of outcomes that can be related to having e-learning interventions in workplace settings. We are in agreement with Bernt et al [62], in that the relationship between access to continuing professional development and workforce retention is unknown. Other works could be done to investigate the influence of e-learning on nursing resources or structures [19], for instance, on nurse retention and working conditions.

Furthermore, most outcomes found in the literature focus on reactions and nurses’ satisfaction, learning, and change in practice. Change in knowledge and learning can be seen under a cognitivist learning approach. This approach targets the work of single individuals versus, for example, the social interactions that contribute to the learning experience of learners, seen under a social constructivist lens [3]. We would benefit from using a diversity of theoretical underpinnings, educational learning theories [75], and critical [76,77] and complexity theories [78] that have the potential to shed light on many perspectives (eg, individual, interpersonal, organizational, and sociopolitical) of envisioning education, professional development, and learners’ experience.

Conclusions

The findings of this SRSRs show that the effects of e-learning are mainly reported in terms of reactions, knowledge, attitude, self-efficacy, and skills (ie, the first two evaluation levels from the Kirkpatrick model). The effectiveness of e-learning interventions used by nurses in a CE context remain unknown regarding how the learning can be transferred to change practice and affect patient outcomes. Further scientific, methodological, theoretical, and practice-based breakthroughs must feed the fast-growing field of e-learning in nursing education, especially in a life-learning perspective.
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Abstract

Background: Social media has emerged as the epicenter for exchanging health-related information, resources, and emotional support. However, despite recognized benefits of social media for advancing health-promoting support exchange, researchers have struggled to differentiate between the different ways social support occurs and is expressed through social media.

Objective: The objective of this study was to develop a fuller understanding of social support exchange by examining the ways in which breast cancer patients discuss their health needs and reach out for support on Facebook and to develop a coding schema that can be useful to other social media researchers.

Methods: We conducted a retrospective qualitative assessment of text-based social support exchanges through Facebook among 30 breast cancer survivors. Facebook wall data were systematically scraped, organized, coded, and characterized by whether and which types of support were exchanged. Research questions focused on how often participants posted related to cancer, how often cancer patients reached out for support, and the relative frequency of informational, instrumental, or socioemotional support requests broadcast by patients on the site.

Results: A novel ground-up coding schema applied to unwieldy Facebook data successfully identified social support exchange in two critical transitions in cancer treatment: diagnosis and transition off cancer therapy. Explanatory coding, design, and analysis processes led to a novel coding schema informed by 100,000 lines of data, an a priori literature review, and observed online social support exchanges. A final coding schema permits a compelling analysis of support exchange as a type of peer community, where members act proactively to buffer stress effects associated with negative health experiences. The coding schema framed operational definitions of what support meant and the forms each type of support could take in social media spaces.

Conclusions: Given the importance of social media in social interaction, support exchange, and health promotion, our findings provide insight and clarity for researchers into the different forms informational, resource, and emotional support may take in Web-based social environments. Findings support broader continuity for evaluating computer-mediated support exchange.

(J Med Internet Res 2019;21(10):e12880) doi:10.2196/12880
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Introduction

Background

More and more people are using social media to gather health information and access social support, and this trend has practical implications across health research and interventions. With nearly 7 in 10 adults using some type of social media, there are limitless opportunities for sharing, learning, and exchanging ideas [1,2]. Despite recognized benefits of social media for advancing lifestyle and wellness communication [3], researchers have had a much harder time differentiating between the different ways in which social support is expressed via social media. With some exceptions [4,5], research describing social support exchange via social media has struggled to provide a structure to the content and evolution of social media use following health and other transitions and trauma. Hampered by a tidal wave of not only social media data but also social media platforms, researchers have struggled to cast a net around a temporal swatch of data for a group of participants that is large enough to permit a systematic analysis of generalizable trends, as well as differences within and between subjects.

Researchers have used a number of research design and analysis techniques to permit a more systematic analysis of social media use corresponding to (or in response to) health transition and trauma. This includes data gathered from controlled or condition-specific sites [6-8], single snapshots of data or cross-sectional research design [9,10], or qualitative accounts of support exchange during times of health transition [11,12]. However, although each approach provides unique insights into the nature, quality, and health correlates of support exchanged via social media, the majority provide limited information on how social support is expressed or evolved in response to shifting support needs. Differentiating ways social support is given and received, what forms support takes on social media, and what online support means to users will advance learning beyond basic observation toward more robust analysis of this highly interactive environment.

At the outset, the goal of this study was to calculate the proportion of Facebook exchanges that included the exchange of social support. However, in codifying support exchange, a number of challenges emerged with respect to measurement and categorization of social support exchange on social media. In this paper, we present some of the unanticipated challenges associated with coding unwieldy social media data, the systematic approach our team used to manage those challenges, and the coding scheme that resulted. The goal of this paper is to lay the foundation for future studies coding, categorizing, and measuring social support exchanges via Facebook and begin to lay a foundation for analysis of how online support exchange comes to bear upon observed mental and physical health outcomes.

Theoretical Framing

Social relationships and support have consistently emerged in research as important determinants of health [for a review, see [13,14]], but as the media through which those relationships are maintained grow and develop, so must the models used to describe them, their measure, and the techniques used to evaluate their effectiveness. In this review of relevant literature, we describe the evolution of social support research from the acknowledgment of a link between social networks and health, through the advent and widespread adoption of computer-mediated communication, to the persistent lack of clear and accessible published schemas for the systematic categorization of support in Web-based communities.

Social Support and Health

As early as 1951, theorists have acknowledged the important stress buffering effects of social engagement [15]. Since then, scholars have demonstrated how participation in social organizations can create networks of support that diminish stress and ultimately bolster health [16-20]. Despite wide acknowledgment of the relationship between social relationships and health, the measurement and mechanisms through which support impacts health has been the subject of considerable discussion. For instance, whereas a study has proposed that support effectiveness is contingent upon structural aspects of the networks within which an individual is embedded [21], other study has focused on the stress buffering effects stemming from the nature and quality of the support exchanges themselves [21,22].

However, from this study, two notable continuities have emerged. The first is the distinction between the various types of support that can be exchanged. When support is exchanged, there is a general continuity in the research literature that such support will be informational, instrumental, or socioemotional. Informational support refers to information exchanged in response to an event or problem. Instrumental support refers to the exchange of resources designed to aid in coping, and socioemotional support refers to the support derived from feelings of togetherness, esteem, or belonging [23]. In addition, research has largely settled on three caveats for support effectiveness. In other words, to be effective, research has found that social support should be both empathetic [24] and responsive to the support needs expressed [22], and support should not appear burdensome to the support provider [25]. This presents important questions for support communicated via the internet that may diminish the cost of support exchange but simultaneously undermine key elements of support quality, such as fit and empathy.

Social Support and Cancer

In addition to physical challenges, cancer diagnosis brings about a host of deleterious psychological impacts that last throughout treatment and into the transition to survivorship [26-28]. However, research shows that social support can buffer against the ill-effects of stress in three ways: (1) by bolstering morale and impacting threat assessment, (2) by impacting an individual’s behavior and promoting health positive behaviors, or (3) through biological processes, such as a lowered heart rate, altered hormone production, or improved immune function [13,14,29,30]. In the case of cancer patients, research has shown that strong networks of support can buffer against stress by bolstering mental and, by extension, physical health. And research shows that the implications of high or low social engagement are long-lasting. For example, research on breast cancer patients showed that lower levels of support at diagnosis
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were associated with a 4-fold increase in all-cause mortality and a 2-fold increase in mortality resulting from breast cancer [31]. And on the flip side, Salonen et al [32] found that received support had a positive impact on physical health and quality of life following breast cancer surgery. Even after the transition off cancer treatment, face-to-face networks of support have been shown to play an important role in determining physical health, post-traumatic growth, and psychological well-being [33,34].

**Online Support-Seeking**

Despite the known health benefits of positive face-to-face supportive interactions, cancer diagnosis and treatment may correspond to a time of limited support access. Patients may find that previously established networks of support are either unwilling to provide support or unable to meet the support needs that emerge throughout cancer treatment [5,35,36]. As a result, patients shift their attention to Web networks of support as possibly better suited to providing continuous access to consistent and fitting support [5]. With more than three-quarters of Americans accessing the internet between daily and near constantly [37], Web-based social relationships have become ubiquitous, and the internet has become an important tool in accessing not only health information but also dynamic networks of individuals coping with similar conditions. In addition, research shows that the internet is an effective medium for support exchange and offers a host of functional advantages over face-to-face support, including better fitting support [38], lower barriers to accessing support [39], increased control and privacy [40], and reduced reciprocal obligation [41].

**Internet-Mediated Social Support and Cancer**

Research on support for breast cancer patients specifically has shown that computer-mediated communication is an effective medium for support transmission spanning from early diagnosis to treatment and into cancer survivorship. Early research on internet support groups for patients with breast cancer found that Web-based groups confer a host of mental and physical health benefits, including the following: improvement in quality of life, psychological symptoms, and coping response as well as reduction in pain [42-45]. Although trial evidence is minimal and limited, observational data strongly support the value of breast cancer support groups for quality of life and reduced feelings of depression and anxiety [7-46]. In a qualitative research study of 15 breast cancer patients, Hoybye et al [12] showed that social support communicated on the Web promoted personal empowerment and the exchange of knowledge between breast cancer patients and survivors. These results echo findings from a quantitative study of 206 breast cancer patients that showed that internet-mediated social support was associated with an increase in knowledge about cancer and its treatment options, along with a decrease in overall anxiety in patients [47].

However, with respect to Facebook—a multifaceted platform that provides access to varied networks of support—research has typically focused on support exchanged in contexts characterized by the same general structure: forum-style Facebook groups. Research results from this area of study have been mixed. Whereas a study shows that engagement with breast cancer support groups has the potential to promote empathy and the formation of personal relationships based on shared experiences [48], other studies suggest that the benefits of such groups can be exclusive, and the benefits of engagement are not distributed evenly among participants [49,50]. Nevertheless, the considerable variation within Facebook with respect to the media, and varied mechanisms of support exchange can make it difficult to differentiate types of behaviors observed on the Web and link those patterns with health benefits [1]. So, although Facebook groups are an important conduit of informational, esteem, companionship, or resource support during times of stress, they represent only one aspect of support exchange via Facebook. In this study, we aimed to create the building blocks to permit quantification, evaluation, and analysis of support exchange between individuals that could be used outside the context of Facebook groups.

**Methods**

**Overview**

The coding scheme developed by our team was designed to help organize unwieldy social media data, allow us to evaluate patterns in social media use, and measure changes in those patterns following transitions in cancer care. Methodical coding required a series of definitions and decisions based on previous literature, observational data, and bottom-up contextual analysis and those definitions are often edited out of papers and manuscripts because of space constraints. The purpose of this paper is to describe how the data created ambiguity in defining support and our rationale for decision making and operationalize and standardize the measurement of support communicated via social media, so that other researchers can adopt and adapt as needed.

To qualitatively assess the types of support exchanged through social media along with the challenges associated with categorization of these text-based interactions, we asked 30 breast cancer survivors to share their Facebook pages with our research team. Participants completed a short intake evaluation that included demographic information (sex, racial identity, language, family situation, and income), date of cancer diagnosis, date of transition off of cancer therapy, self-reported level of Facebook use (light, moderate, or heavy), and any observed changes in self-reported Facebook use following their cancer diagnosis or their transition off cancer therapy. In accordance with institutional review board approval, we asked participants to send a friend request to our research account to provide access to profile and page content.

**Inclusion and Exclusion Criteria**

To be included in the study, participants had to have been diagnosed with stage 1, 2, or 3 breast cancer and out of treatment for at least three months. Participants had to have an active Facebook account for at least three months before diagnosis, though we did not specify a minimum threshold use. The Facebook profile needed to be set up three months before their initial date of diagnosis because we were interested in both diagnosis and transition off cancer therapy. We included only women who had been diagnosed with stage 1, 2, or 3 breast cancer and received chemotherapy treatment. To study both transitions, we did not include patients who had experienced a...
cancer relapse. Despite meeting all inclusion criteria, patients were ineligible for the study if they failed to complete the initial intake evaluation or were unable or unwilling to send our team a friend request on Facebook—as failure to do so prevented us from accessing the information on their Facebook walls.

**Participants**

Our final sample comprised 30 women who had been diagnosed with breast cancer between 2010 and 2017. Our sample was exclusively white and female, and all 30 participants reported English as their primary language. The women in our study were aged between 32 and 63 years, with a mean age of 47 years. Overall, the majority of our participants (23/30) reported living with a partner or spouse. Of our 30 breast cancer survivors, 24 reported having at least one child. Study participants generally reported some college education (27/30). With regard to income, whereas 3 women refrained from reporting income, the remaining 27 participants were relatively evenly distributed between the 8 income categories listed in our intake evaluation. Median household income was between US $80,000 and US $99,999, and modal scores were split evenly between the US $60,000 to US $79,999 and ≥US $140,000 income categories. Demographic variables can be found in Table 1.

### Table 1. Demographics.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Frequencies (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>8</td>
</tr>
<tr>
<td>40-49</td>
<td>10</td>
</tr>
<tr>
<td>50-59</td>
<td>7</td>
</tr>
<tr>
<td>≥60</td>
<td>5</td>
</tr>
<tr>
<td><strong>Partnership status</strong></td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>23</td>
</tr>
<tr>
<td>Not partnered</td>
<td>7</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>≥4</td>
<td>2</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>Below 20,000</td>
<td>2</td>
</tr>
<tr>
<td>20,000-39,999</td>
<td>2</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>4</td>
</tr>
<tr>
<td>60,000-79,999</td>
<td>5</td>
</tr>
<tr>
<td>80,000-99,999</td>
<td>4</td>
</tr>
<tr>
<td>100,000-119,999</td>
<td>3</td>
</tr>
<tr>
<td>120,000-139,999</td>
<td>2</td>
</tr>
<tr>
<td>≥140,000</td>
<td>5</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>3</td>
</tr>
</tbody>
</table>

**Procedure and Coding**

Capitalizing on Facebook’s unique timeline feature, we scrolled back to participants’ diagnosis date on their Facebook walls. To gather the Facebook data, we used a Google Chrome browser extension called Scraper that allows for specific sections of a viewed Web page to be copied directly into designated cells of a Google spreadsheet. The process involved navigating to the starting date of a given participant’s timeline, scrolling and allowing posts to load, and then activating the scraper extension to copy the loaded posts into a spreadsheet. We downloaded a total of 60 files: 2 for each of our 30 participants. One file included data for the 6 months centered on participants’ reported date of diagnosis, whereas the other for the 6 months surrounding participants’ transition off cancer therapy. Variables automatically downloaded included the following: participants’ and poster’s name; time, date, type (status update, picture, meme, or video), and the text of the post; and network repose characteristics such as number of likes, shares, and comments the post received.
Analysis

In addition to the variables downloaded automatically by the Web-based scraping program, we were interested in quantifying support exchanges as a proportion of the total number of exchanges on participants’ Facebook walls. To evaluate that, our team conducted a line-by-line coding of all status updates and wall posts collected in our data scrape. Our coding team met initially to discuss social support definitions and how social support may be exchanged in social media environments. The coding team also shared academic articles and agreed on the original variables. Our early, theory-based coding scheme was coarse, including dichotomous variables for support exchanged and post valence, along with a categorical variable for type of support exchange.

In meeting 1, each member of the team was assigned a diagnosis and a termination file to review and code. We then met the subsequent week to discuss challenges in data coding and review any status updates or wall posts that could not be neatly categorized based on our 3-variable coding scheme. As challenges emerged with particular status updates, or more generally in observed trends and patterns, we revised our coding scheme and modified and recoded all previously coded data. We repeated this process weekly. Following the coding of our first 10 participants, we had settled on our final coding scheme that was used for the remaining 20 participants. However, our team continued to meet weekly to discuss any difficult-to-code or attribute status updates or wall posts. These were discussed with reference to our original research questions, and in all cases, we were able to reach a consensus.

Once all 30 participants’ data had been coded, each team member recoded 1000 lines of the data. These recoded status updates were then compared with the original codes to ensure high inter-rater reliability scores. Given the close collaboration of our team, our inter-rater reliability met all threshold requirement, with percent agreement between 75% and 95% across all variables and Maxwell random error scores between 0.74 and 0.93.

Results

Overview

Our first theoretically grounded coding scheme included all variables automatically downloaded by our browser extension, along with dichotomous variables for valence and support exchange and a categorical variable for type of support. Engagement with the data revealed a number of features of social media data that did not lend to neat theoretically grounded categorizations. The result of this engagement with the data was an iterative adaptation of established definitions of support to capture the variability inherent in Facebook data. In this section, we present our initial variables, challenges that arose from engagement with the data, and resulting modifications to our coding scheme. We present our variables in the order in which they appear in our database: post originator, post content, post valence, support provided, support requested, type of support, and response metrics, followed by a graphical depiction of our coding scheme and a presentation of the final database.

Poster

Although approximately 79.34% (16,912/21,291) of top-level posts were written, posted, or shared by the participant, the remaining 20.56% (4379/21,291) were generated by Facebook friends as either posts made directly to the participant’s wall or updates, photos, or videos in which the participant was tagged. Participant-initiated posts were tallied separately from friend-initiated posts, and friend-initiated posts were used to assess the frequency of unsolicited social support interactions. Non–patient-initiated posts were not included in tallies of network response, which our team tallied using quantifiable measures of network response including the number of likes, comments, and unique commenters.

To evaluate changes in support-seeking behavior and network response, we restricted support transactions to those in which the patient was either receiving or requesting support. To contain support exchanges to those focused on the patient, all posts written by the patient in which support was transacted were coded as support requests. Posts written by a Facebook friend where support was transacted were coded as support provision. Tracking posts as patient- or friend-generated enabled us to exclude posts in which friends asked patients for support or where the patient provided advice, information, or resources to another member of their Facebook network. In addition, given that posts related to a patient’s own cancer could come from both a patient or a friend, using the originator of the post alongside the patient’s own cancer variable (discussed below) helped us distinguish self-disclosures (patient-generated or own cancer–related) from other discussions of the patient’s cancer (friend-generated or own cancer–related).

Distinguishing between patient- and friend-generated content may appear self-evident, but establishing authorship was not always clear. Patients’ Facebook pages often included content, memes, blog posts, and articles from other sources, and that content was often accompanied by an introduction or commentary generated by the patient. In an example, a patient posted a meme with a quote attributed to Kathy Kinney:

"One day she finally grasped that unexpected things were always going to happen in life. And with that she realized the only control she had was how she chose to handle them. So she made the decision to survive using courage, humor and grace. She was the queen of her own life and the choice was hers. [Patient 23, aged 37 years, diagnosed in 2015]"

The meme was accompanied by a post by the patient relating to her own cancer:

"This gave me strength as I started by new treatment today! It went so well that I left feeling way better than I’d started. Though that was likely due to the awesome [friend] and [friend] and their abundance of snacks… [Patient 23, aged 37 years, diagnosed in 2015]"

In this case, the content of the post originated in part from a second-party source, but the patient was responsible for the introductory text and stood behind the words as an expression of her own feelings with regard to coping and found relevance.
to her own experience with breast cancer and treatment. Another illustrative example comes from the husband of one of the breast cancer patients in our group. He logs onto the patient’s Facebook page to update the patient’s Facebook networks regarding her health status following surgery:

> Staying overnight following [patient’s] surgery. She is doing well but as expected is in quite a bit of pain. Your prayers will surely help her through the night.
> “Like” this post to let her know that you are with us.
> [Patient 19, aged 48 years, diagnosed in 2013]

These instances typify some of the problems faced in attributing content to individual users.

In these specific cases, the first example would have been attributed to the patient, whereas the second instance would have been eliminated from the analysis. These decisions were made with two research goals in mind. The first is that if the patient provides any text or advocates any sentiment be shared or expressed on her Facebook page, they can be seen as attributable to the patient. The second goal was to under-, rather than over-report, support exchanges through Facebook. Specifically, although the husband in the second example was disclosing information, and perhaps issuing a tacit request for support following surgery, the patient was not a part of the support exchange dyad, and thus, although there might be some residual benefit from the likes, responses, and comments, they were not in response to a direct request from the patient. In addition, through a different lens, the post from the husband could be seen as providing support to fellow friends and family who were concerned about the patient’s health status following surgery.

**Problem-Related, Cancer-Related, or Own Cancer–Related Post Content**

Organizing cancer-related posts resulted in another important distinction within the category of cancer-related posts. We surmised early on that it was important to establish whether posts related to a problem or not. However, problem-related posts were not systematically cancer-related, and posts that were cancer-related were not systematically related to the patients’ own cancer. The goal of including a general problem-related variable rather than focusing exclusively on cancer-related posts reflected an objective from the outset to assess whether those who posted more often about problems before cancer diagnosis were more likely to post about cancer-related problems following diagnosis. In addition, patients often posted about non–cancer-related problems both before, during, and following the treatment. These posts discussed a gamut of issues both health-related and otherwise. For example, in the three months following breast cancer diagnosis, a patient posted:

> Ugh. I got an IUD today and ladies who know, the pain suuuuuucks...but I feel better knowing I’m ok to continue treatment with peace of mind. And I’m glad I didn’t have to pay for that! Ouchie :-( [Patient 36, aged 35 years, diagnosed in 2013]

Another patient posted about job benefits, whereas a third posted a status update about the health problems her cat was experiencing:

> Anybody experienced with kidney disease in cats? Our little Twinkie is not well. Poor sweetie. She’s only 4. This. Sucks. [Patient 14, aged 45 years, diagnosed in 2013]

Distinguishing between problem-related, cancer-related, and own cancer–related posts will ultimately enable us to explore whether patients who post more about their problems before cancer diagnosis also post more about their problems following cancer diagnosis or other health-related trauma. In addition, by highlighting problem-related posts that did not related to cancer, we set the stage for an analysis of differential support availability following diagnosis. Specifically, do posts about cancer-related problems get more attention from Facebook friends than non–cancer-related problems?

An added complication in coding posts as either cancer- or non–cancer-related was that frequently cancer-related posts related to something other than the patients’ own cancer. Following cancer diagnosis, a number of participants became active in breast cancer campaigns—raising funds for breast cancer research and collecting supplies to send to such patients in the hospital. Breast cancer survivors in our study participated in both walks and races with fellow breast cancer survivors and made connections that ultimately impacted their Facebook network composition. As a result, several of the participants’ pages included pictures of fundraising activities, articles, or opportunities for friends and family to get involved either as potential donors or participants. Although these posts were cancer-related, and fundraising efforts were catalyzed by patient’s own diagnosis, the posts had very little to do with the patients’ own experience with cancer. We argue that the degree to which a post related to a patient’s own cancer experience would likely have implications for resulting support provided and, therefore, opted to include dichotomous variables for both cancer-related and patient’s own cancer.

All posts that related to the patient’s own cancer were coded as problem-related, cancer-related, and own cancer–related. This categorization allowed us to keep a register of the concerns and issues raised by the patients with respect to their own cancer, even when no support was requested. We labeled these posts as self-disclosure and interpreted them as tacit requests for support, in accordance with the study by Zhang et al [51]. This register of self-disclosures enabled us to index the types of issues discussed by the cancer patients. Self-disclosures could be general or specific and handled a range of issues from personal challenges to triumphs and updates on disease progression and cancer treatment. For example, a participant posted:

> All 3 cousins got cancer before age 50. Unfortunately for two cousins their cancer was not detected early. Next week when I ride the Canary Challenge I will be celebrating my own “getting through cancer” as well as riding in memory of my special cousins...whose cancer was too far gone—sadly [cousin 1] passed at age 48 years, [cousin 2] died just a few months short of 53 years. I miss them both a lot. [Patient 24, aged 52 years, diagnosed in 2013]
The post is quite general and focuses outward on others’ cancer experiences but, nevertheless, includes a brief mention of the participant’s own cancer experience as the motivator for participation in the Canary Challenge. Other self-disclosures were more specifically focused on the patient’s own experience with cancer diagnosis and treatment:

Hi all! I just went for my first walk around the ward. It went very well! Everyone here seems very happy and even impressed with my progress so far. I’ll be headed home this afternoon! …thank you all for your overwhelming love, support, and encouragement!!! The docs say my lymph nodes are clear, so this chica is CANCER FREE! [Patient 26, aged 35 years, diagnosed in 2013]

The second status update appears to serve a dual purpose of (1) updating friends and family on Facebook with regard to treatment progress and (2) inviting them to celebrate a treatment milestone, though the patient never explicitly requests support.

Valence

We characterized all posts related to a patient’s own cancer as problem-related under the assumption that there was no positive development related to cancer (symptom abatement, treatment, or progression) that was not overshadowed by the problem of having the disease. In other words, rather than good and bad developments in cancer, the range could more reasonably be considered as varying between more and less bad. Evaluating valence, on the other hand, allowed us to distinguish between positive and negative developments in cancer and its progression. Patients could talk about developments in their cancer symptomology or treatment but put a more or less positive spin on them. For example, a patient provided updates on her progression through cancer treatment by including a countdown:

Health update! Radiation begins tonight. Only 7 more weeks to go! [Patient 23, aged 37 years, diagnosed in 2015]

Another patient updated:

I heard from my doctor this week regarding the cancer gene- I do not have it. All tests came back normal so we can praise God for some good news. She did say because of the amount and location of lymph nodes involved they are considering me stage 3 so we are very thankful my treatments have started so soon and they are being so aggressive. Even though the nausea is not letting up, I’m remaining positive that the cancer is being killed. Thanks for the continued prayers and support. [Patient 38, aged 33 years, diagnosed in 2012]

Whereas the valence in the first post is largely positive, that in the second post is more mixed. It includes both positive and negative developments in disease and treatment progression.

To decide on how to handle mixed-valence and other complicated posts, we went back to the research questions underpinning the inclusion of the variable in the first place. In this case, we opted to include a category to assess valence for two reasons. The first is that change in valence has been used to assess the quality of support exchanged in Web-based communities [52]. As a result, it is useful baseline information to have for any study that discusses the nature, quality, and particularly the effectiveness of online social support coded from Web-based social interactions. The second is that research has demonstrated a number of caveats to the positive relationship between online support exchange and improved health; and among other things, patients have cited forced positivity as the potential to diminish the quality, and by extension the health buffering effects, of supportive exchange. Thus, we were interested in whether Web-based social media systems, such as Facebook, were likely to reward patients whose cancer-related posts were characterized by more positive sentiment.

Despite a clear definition of valence, assessment was not straightforward. Some posts were characterized by clear valence. For example, a patient posted a rant about the unsolicited advice she received regarding self-care and cancer treatment:

Day 4 nicotine free! Saw my Mom’s fam tonight and told those who didn’t know about my current situation. It went well, no tears from me, and best of all no really upsetting “well, should you really do that…” TRUST me, this is moving fast for me too BUT it’s also my life, my choice. Please leave the second guessing to ME!!! Rant: over. [Patient 36, aged 35 years, diagnosed in 2013]

Posts of this nature, conveying a very clear valence, were comparatively rare. More typically, posts included a gamut of positive or negative emotions. Sometimes the positive and negative emotions were mixed together, as in the above quote. In other instances, posts began with a more negative or neutral disease progression update and ended with an expression of determination or gratitude. For example, a participant posted:

I am currently 1 week out from my second chemo treatment. I am 27 years old and have a 2 and 1 year old. You never know when it will be you. My mother always taught me to check and I found my triple negative by myself. Bless all those who have fought [sic] or who are fighting right along with me. [Patient 26, aged 32 years, diagnosed in 2012]

The post begins with objective or possibly neutral information but ends with an expression of gratitude, first to the patient’s mother and then to other cancer patients. Guided by our notion of forced positivity in face-to-face interactions [36], we opted to interpret the inclusion of positive sentiment or gratitude as possible evidence of that patients felt compelled to shift the valence in their posts to receive a response from friends and family through Facebook. As such, status updates characterized by mixed valence were coded with respect to the final sentiment expressed in the post.

Support Provided

Posts could only be coded as providing support if they were generated by a Facebook friend. Given that not all support exchanges that transpired between cancer patients and their support networks were support provided to the patient or support requests from patients, it was important to establish which...
support exchanges were most meaningful in the context of changes in support-seeking behaviors following breast cancer diagnosis. As such, we excluded any instances in which breast cancer patients were asked to provide support. In addition, coding top-level posts for evidence of support provision enabled us to establish the frequency of unsolicited support and measure it by support type: informational, resource, emotional, or general advice.

In our sample of 21,291 top-level posts coded, 5,178 posts were unsolicited support posts from friends. As shown in Table 2, posts were roughly evenly divided between those around the time of cancer diagnosis (N=2,457) and those surrounding transition off cancer therapies (N=2,721), but there was a considerable 3-fold increase in unsolicited support provision immediately following cancer diagnosis.

Table 2. Code count and percentages of support requests.

<table>
<thead>
<tr>
<th>Support request and types</th>
<th>Patient</th>
<th>Friend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support request</td>
<td>Diagnosis (N=9,322), n (%)</td>
<td>Termination (N=11,223), n (%)</td>
</tr>
<tr>
<td>Support type</td>
<td>Diagnosis (N=2,457), n (%)</td>
<td>Termination (N=2,721), n (%)</td>
</tr>
<tr>
<td>Support requests</td>
<td>341 (3.66)</td>
<td>291 (2.59)</td>
</tr>
<tr>
<td>Informational</td>
<td>53 (0.57)</td>
<td>36 (0.32)</td>
</tr>
<tr>
<td>General advice</td>
<td>18 (0.19)</td>
<td>19 (0.17)</td>
</tr>
<tr>
<td>Emotional</td>
<td>88 (0.94)</td>
<td>71 (0.63)</td>
</tr>
<tr>
<td>Resource</td>
<td>201 (2.16)</td>
<td>172 (1.53)</td>
</tr>
</tbody>
</table>

It is worth noting that among friend-generated wall posts, not all were intended to provide support. In addition, instances of support provision only accounted for 698 of the total 1329 total increase in posts between the three months preceding cancer diagnosis and the three months following it. This supports the notion that friends were generally checking in more with cancer patients following cancer diagnosis than they had been before diagnosis, though not always around cancer or expressions of social support.

Observations similar to the one above complicated the coding process with respect to support provision. To simplify, we operationalized support as exclusively those posts that contained encouragement, esteem support, information, resources, or the intention to transmit resources (for a full description of the definition of resource support, see the support types section below). Nevertheless, support provision was complicated in that it required coders to pay close attention to both macro- and microlevel contextual cues that could indicate whether a post was meant to provide emotional support and support was specifically cancer-related. In other words, in some instances, patients’ family members would post from their own account to provide information and rally support for the patient. The following example is from one of our participant’s daughters:

Tomorrow my mom will be having her surgery. Please continue to pray for her. These past six months have been difficult for her and our family and I appreciate all of the support everyone has given us. She has put up quite the fight and continues to keep strong. I love you, mom! [Daughter, patient 30, aged 63 years, diagnosed in 2013]

This post provides encouragement and information on behalf of the patient and so despite not containing a direct message of support, it would have been coded as support provided. Conversely, friends often posted to participants’ walls general words of encouragement and support, such as you rock! Owing to the absence of indicators that the post was specifically meant to provide encouragement in the fight against cancer, we opted to estimate conservatively, calling the posts non-cancer-related transmissions of general emotional support.

Our sample also included several lengthy posts expressing support for cancer patients made to the friend’s own wall and simply tagging the cancer patient. On Facebook, when an individual creates a status update, they are able to tag a second Facebook user if that user is a friend. In so doing, the post will appear on both the original poster’s wall and that of any person tagged in the post. Our data showed a number of instances where a friend wrote a post about cancer and tagged a group of people that included the patient. One such instance came from a fellow breast cancer patient who tagged a group of 88 friends and posted:
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numerous posts congratulating her—some referencing her final treatment, and some did not. One user wrote a note of congratulations and support but never mentioned cancer directly:

What a long hard ass journey and trail this has been. Not over yet, but the big hurdles are not behind us! We are blessed that we found the C when we did, for if not... things would not be the same right now. I have learned so much about myself, and strive to be the best husband I could be... Love you honey and congratulations! [Patient 16, aged 56 years, diagnosed in 2013]

As in the above example, the nature and content of the post as well as surrounding posts made it clear that these were made in celebration of an impending completion of cancer treatment. In addition, in a number of instances, the support provided directly to a patient’s page by a friend was in response to a direct request for support from the patient. This type of support exchange occurring across top-level posts was quite rare. In addition, separating solicited and unsolicited support in top-level posts was beyond the scope of this study. As a result, we interpreted all friend-generated support-providing posts as examples of unsolicited support exchange.

Support Requested

A common feature of research around Web- and non–Web-based support exchange is that support needs can be expressed both directly and indirectly. Indirectly, support needs may be expressed through the disclosure of personal information. Directly, individuals may ask for advice, information, or resources. As we had already parsed out problem-related posts from general cancer-related posts and posts related to a patient’s own cancer, our assessment was that we had captured the tacit support requests. As a result, we only coded status updates as support requests if the status update went beyond disclosing a need and actually issued a direct request for advice, encouragement, information, or resources. This greatly restricted the number of posts coded as support requests, but the decision was made to separate direct and indirect request in that such a separation enabled us to view differences in support availability on the basis of whether the post included a direct request for support or relied on more indirect methods of communicating a support need.

An additional complication that emerged in the coding of support requests was the requesting of support on behalf of a cancer patient. Posts were often posted directly to the friend’s wall but appeared on the patient’s wall because she had been tagged. Tagging the patient offers the benefit of ensuring wider broadcast; when a person is tagged in a post, the post is broadcast to not only the poster’s social network but also that of the patient. Although it was clear that the support requested was intended to benefit the breast cancer patient, it was unclear from these second-party support requests whether patients ever asked their friends to issue these calls for support. These posts differed from the general cancer condemnations in the Support Provided section above in that the posts made an express request for support on behalf of the cancer patient, rather than a simple condemnation of cancer. In the context of second-party posts, our team made the decision to count them as a provision of resource support in that they were allowing cancer patients to access support from a broader network of support.

Type of Support

Typology Overview

If a post included a direct request for support or evidence of support being provided, we categorized the post by the type of support using established categories from social psychology literature [23]. Cancer patients are known to follow certain patterns in their support-seeking. Specifically, they tend to be selective about the source of various types of support—seeking emotional support from friends and family but preferring that informational support come from doctors or other breast cancer patients and survivors. Online support-seeking tends to follow a different pattern. Likely given the ease of transmission through the internet, research on computer-mediated communication suggests that, broadly speaking, users tend to gravitate toward emotional and informational support when exchanging support on the Web [36,53]. Beyond advancing research on the nature and quality of online support exchange, knowing the frequency with which various types of support exchanged could also help advance our understanding of cancer patients’ online support-seeking behavior. Specifically, do breast cancer patients behave more similar to other cancer patients in their support-seeking, or do they seek the same types of support as other internet users?

To assess this, we began with a typology of three types of support as outlined in the theoretical framing of the paper. Posts that were assessed as either providing or requesting support were then evaluated for the type of support that was exchanged in the post. Following broad definitions laid out in the review of relevant literature above, we assessed whether each support exchange included transfer of information, resources, or socioemotional support. The categories are defined, and examples are provided in Table 3.
Table 3. Categories of provided and requested support, including definitions and examples from the data.

<table>
<thead>
<tr>
<th>Support Type</th>
<th>Definition</th>
<th>Provided</th>
<th>Requested</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (Informational)</td>
<td>Transfer of relevant information to help cope with a problem</td>
<td>Hey lady…happy “last chemo” day! Came across a website…about all sorts of freebies, from wigs to housecleanning. Thought I would pass it along. (Patient 36, age 35, diagnosed in 2012)</td>
<td>Calling all cooks – what’s your favorite Vegetarian/Vegan meals? I know there’s some of you out there. I am hoping to make more vegetarian meals in 2012. Stuff that’s kids like is a double plus! (Patient 13, age 41, diagnosed in 2011)</td>
</tr>
<tr>
<td>A (Advice)</td>
<td>General advice, not related to factual information</td>
<td>No instances of unsolicited general advice provided</td>
<td>Has anyone seen the new jungle book movie in the theater? Wondering if it’s too scary for [child]. He’s never been to a movie theater and I thought this movie might be a good one. (Patient 38, age 33, diagnosed in 2016)</td>
</tr>
<tr>
<td>E (Emotional)</td>
<td>Feeling of togetherness or the knowledge that one is valued</td>
<td>Miss [patient’s name]! How are you darling…it’s been a loooooonggg time! Your little man is so adorable. Not sure what’s going on, but wanted you to know that I’m praying for you. Grab your strength from God…He provides us with all we need. Thanks for adding me! (friend, Patient 26, age 32, diagnosed in 2012)</td>
<td>Labs came back really low today, so if you’ve been sick or by someone sick please stay away. Say a prayer they go back up before my next treatment and that I get some energy. I’ve been exhausted the past two days, probably too much fun. (Patient 36, age 33, diagnosed in 2016)</td>
</tr>
<tr>
<td>R (Resource)</td>
<td>Actions and materials made available through individual support network</td>
<td>Consider helping this beautiful young mama, [tagged patient], if you can. Every little bit helps. Read her story. BREAST CANCER/ALL CANCER SUCKS!! (friend, Patient 29, age 35, diagnosed in 2016)</td>
<td>[Daughter]’s first day of school is tomorrow, and she’s very nervous…she’s coming in during the middle of the year. If you are her friend on fb or have her Snapchat…go flood her with encouraging messages please. Everyone else please say prayers for confidence, comfort, and nice kids to become good friends. Thanks! (Patient 29, age 36, diagnosed in 2016)</td>
</tr>
</tbody>
</table>

Emotional Support

Early on, our team made the decision to consolidate esteem support and social companionship under the auspices of emotional support. This is consistent with other coding schemes, as the distinction between esteem support (that one is loved or esteemed) and social companionship (that one is not alone) adds less in this context than a broad-level emotional buffering. Emotional support constituted the largest number of unsolicited support posts made by friends. In cases of support provision, the posts were very succinct and included statements, such as you rock or you are so strong! Longer message may be more specific to the person but include similarly general sentiment. For example, a friend of patient 17 posted the following to her wall:

Hey girlie [sic] Just wanted to stop by and say hi. I hope recovery is going great and hopefully alot [sic] less painful today then [sic] yesterday!!! Been praying for you:) How have you been otherwise, I see that you are blessed with two little ones they look so much like you:) Congrats on being a mama even though it’s a couple years late lol. Well hit me up whenever, I’m sure you’ll be online a bit more often [sic] while you recover and I work in frunt [sic] of a computer so I am always on:) Have a great rest of you [sic] day and just know I’m praying for everything…fast recovery, little less pain eachday [sic], and yummy food made buy [sic] your honey for you:) Love yea Kim. [Friend, patient 17, aged 32 years, diagnosed in 2012]

Despite the longer post content, the sentiment is quite similar to the shorter you rock type posts, offering general encouragement, a sense of togetherness, and small talk but limited engagement with the patient or their cancer.

In the context of support requests, emotional support was often requests for thoughts, prayers, thoughts and prayers, and even positive vibes, mojo, karma, or luck. In most instances, when the requests related to patient’s own cancer treatment, they were attached to informational updates related to cancer treatment or specific challenges. For example, a patient provided an update on her health status and specifically implored that friends kept praying on her behalf:

Thank you all for the positive thoughts and prayers today…I felt them, even if I didn’t get the results I wanted. Doctors have some additional testing they want to do so they can determine the type of chemo I will receive before surgery. So…more waiting but hopefully tests will come back fine and we can proceed. Keep those prayers coming please. [Patient 22, aged 39 years, diagnosed in 2015]

In addition to requests for thoughts and prayers around their own cancer treatment and recovery, cancer patients also requested emotional support for both general cancer– and non–cancer-related issues, including emotional support requests on behalf of others. For example, one of our participants requested emotional support for a friend:

[Friend] just left for his angiogram which he didn’t want to tell anyone about, but I can tell people so I can ask you to please keep him in your thoughts? [patient 14, aged 45 years, diagnosed in 2013]
It is important to note that for the women in our study, emotional support exchanges extended beyond both themselves and their cancer to include others in both their Web- and non–Web-based friend networks.

**Informational Support**

Informational support exchange through Facebook was exceptionally limited with only 159 requests for information and 49 instances of unsolicited support–providing posts. In addition, almost none of the 208 informational support exchanges in our 21,291 total coded posts included information about cancer, its treatment, side effects, lifestyle, or diet. In this case, cancer patients on the Web tend to behave much more similar to those outside it in their preference for emotional and resource support and reluctance to exchange information through Facebook.

**Resource Support**

There were two primary types of resource support requests that featured on cancer patients’ Facebook walls. The first were awareness or fundraising campaigns. Though we did not distinguish between the two categories in our coding, this type of awareness and fundraising campaign post might best be termed broadcasting posts. Many of the patients in our sample became very active in raising funds and awareness for both cancer in general, pediatric cancers, or breast cancer subsequent to their cancer diagnosis. Patients would then use their walls as a space to broadcast information on fundraising initiatives to friends and family. For example, a patient campaigned consistently to raise money for childhood cancer and used her Facebook page to raise both awareness and funding for the foundation:

> Guess what? If 17 of y’all gave up drinking one green beer or cup of coffee this weekend ($5 only) I would reach $3300 - and be that much closer to helping find a cure for kids cancer. This is your last chance to help support me before I shave my head tomorrow!

[Patient 13, aged 41 years, diagnosed in 2011]

In addition, several cancer patients sought to raise cancer awareness or share stories of other cancer patients who were either in treatment for cancer or had died following cancer treatment. To that end, many patients used their Facebook pages to request that their friends spend a minute visiting a Web page, clicking a link, or reading the story of a fellow cancer patient. As these requests were not always information based, we opted to conceptualize time as a resource and code these requests as resource support requests.

A second category of resource requests corresponded more closely with two common conceptualizations of resource support in social psychology literature. In these cases, patients made direct requests for the resources that they needed to attend to obligations both in and out of the hospital. Some of the materials were things that the patients needed to be more comfortable while in the hospital, such as the patient who requested socks. Other requests centered on resources that could be transmitted over the internet. For example, unable to attend her child’s recital, a patient rallied support through Facebook to obtain photos or videos of the event:

> Since I am missing the concert this morning, if anyone takes video’s [sic] or pictures and captures my kiddos could you send them my way, please. [Patient 9, aged 45 years, diagnosed in 2014]

These requests were more specific to a patient’s own situation and directed at particular members of her friend network who were local and attending the school concert. As a result, it may make sense for future iterations of the coding schema to distinguish them from general fundraising, awareness raising, and broadcasting posts.

Resource support providing posts were similarly divided. Broadcasting posts were those in which friends reposted a cancer patient’s request for fundraising or other types of support. As mentioned before, this type of support was seen as allowing the cancer patient to access a new network of individuals with requests for support and required time on the part of the support provider. A patient’s fundraiser in support of children with cancer was spread by several of her friends:

> We are heading downtown tomorrow night to support our friend Naomi Bleecker Danusk while she shaves her head to raise money for kids battling cancer through St. Baldrick’s. She is doing this for other kids while in the thick of her own cancer battle, so couldn’t we all take 5 minutes out of our busy day to donate just $5 or whatever you can spare to help a child who is battling cancer. Thank you!!!!!!!!!! [Friend, patient 13, aged 41 years, diagnosed in 2011]

In addition, there were several instances in which a friend, often a partner, provided an update on the cancer patient’s health status. Although naturally, this would fall under informational support between the patient’s partner and her friends, this was coded as another resource support provision under the broadcasting category in that it required time on the part of the provider and was a service (whether solicited or unsolicited) provided to the patient.

Another complication that arose from the data was how to manage the fact that most of the resources requested by a patient or provided to the patient could not be transmitted over the internet. When the friend of a cancer patient offered to pick the patient’s child up from school and drop the child off at home, this was a clear intention to provide resource support but did not include the transmission of any actual resources. For purposes of this study, we coded any intention to share resource support as a resource support exchange. Proportionally, it is likely that not all of the intentions expressed actually manifested in the transmission of resources, but the intention to transmit resources gives researchers an idea of who is willing and able to provide those resources, and it might be interesting to evaluate the degree to which intention to transmit resources translates into actual transmission of those resources.

**General Advice**

Some posts made by patients were clear requests for engagement but did not include a request for emotional, informational, or resource support. Although infrequent, these posts offered a situation or choice and asked Facebook friends to offer advice on the choice to be made. In an example, a patient asked:
Another house question: double sinks with little counter space or 1 sink with more counter space? I’m wanting the counter space. I only need the sink for two minutes. [Patient 38, aged 33 years, diagnosed in 2016]

These were often not cancer-related nor did they pertain to any factual information—rather, solicited the opinions of friends and family connected through Facebook. As there was no preexisting typology available in the support literature to categorize the request, our team opted to create a fourth, general advice category. This category subsumed any general solicitations of the opinion of the Facebook network in general.

Response Metrics

In this phase of the project, we opted to hand code only the 21,291 top-level posts. The approximately 80,000 remaining posts could provide unique insights into the nature and quality of network response to both support requests and provision, and coding schemes for these remaining responses are currently underway. In the meantime, metrics such as the number of likes and comments have been used to assess network response to support requests. However, those metrics were not available, as Facebook only had a like button until 2018. This created complications for acknowledging a significant event, observation, or disclosure if the post was characterized by negative valence. In addition, the number of responses had the potential to be complicated by instances in which friends began talking or arguing in the comments section of a specific post. The result of the latter could be a post with multiple comments—possibly interpreted as significant and broad support exchange but included no exchange with the actual person posting. To remedy this, we created an algorithm to count the number of unique commenters. In this way, we could look at the number of comments with respect to that of unique commenters to assess whether a conversation had developed, or the support came from a number of different sources. It is noteworthy that few sources of many comments may not indicate low-quality support if the patient starts a more involved conversation with a friend in the comments section of a post; it may simply indicate that the nature of the support exchanged is likely to be different, and such differences warrant mention and additional attention in analysis.

Timestamp

In addition to understanding the changes in each patient’s support-seeking behavior following cancer diagnosis, we wanted to look for patterns that were consistent between patients and assess the degree to which support fluctuated over time and with respect to other transitions in health status. To do this, our team used a Unix timestamp for each post and comment. We also used a Unix timestamp for patient’s date of diagnosis and their transition off cancer therapy. This allowed us to superimpose all 30 patients’ 6-month Facebook posting trajectory to view broad-level trends in our sample’s posting behaviors across time to highlight any patterns in fluctuations that might serve as rich points for additional qualitative and quantitative analysis.

Data

Figure 1 graphically illustrates how our coding scheme was developed and refined based on observations from the originally downloaded dataset, and Figure 2 shows our final coding scheme. Tables 2 and 4 provide a broad overview of the resulting dataset and include disaggregation by (1) patient, friend, and total posts, (2) proportion of total posts initiated by the patient versus her Facebook friends, (3) post content, including problem-focused, cancer-focused, and patient’s own cancer-focused posts, and finally, (4) proportion of posts that included support exchange broken down by information, advice, resources, and emotional support.
From the tables, we see limited requests for support and a mismatch between the types of support being requested and that being provided by friends. Although patient’s own posts account for the large majority of overall posts, the overall proportion of patients’ posts that include a request for support is only around 3%, with self-disclosures at around 8%. In addition, over half of patient requests are for resource support (59%), whereas only 27% request emotional support. By contrast, friends’ posts were twice as likely to bring up the patient’s own cancer and over 9 times as likely to include support. However, despite patients requesting a preponderance of support requests, the overwhelming majority of support provided (80%) was emotional support, with only around 19% offering resource support.

**Discussion**

**Principal Findings**

We set out to measure support exchange around two critical transitions in cancer treatment: diagnosis and transition off cancer therapy. Our preliminary review of the more than 100,000 lines of data collected from 30 breast cancer patients’ Facebook activity surrounding each transition revealed more questions than answers. Were we interested in support around any and all issues or simply around breast cancer? Will a support request always include a statement of need or want, or can Facebook users request support by simply disclosing information about their situation? How do we count unsolicited posts from friends that contain supportive, if limitedly substantive, statements such as, *you rock*? And perhaps even more muddy, how do we manage situations where participants are tagged in someone else’s post or where husbands post updates from their wives’ Facebook account? These issues are made all the more difficult by the fact that rationale (and often empirical precedent) exists to justify either decision.

Answering these broader questions began with a survey of the literature and a guiding philosophy that favored theoretically grounded divisions. We began with the data that were scraped automatically from our browser extension and then created variables that would allow us to explore theoretical concepts in support exchange. These included dichotomous variables for support exchange and valence and a categorical variable for type of support exchanged. Finer distinctions emerged iteratively in coding, as our team encountered status updates and wall posts that could not be fit to the original coding scheme. A total of 8 themes emerged in two categories, specifically data comparability and operationalization of support. Comparability refers to grouping similar components. In other words, if we are interested in social support exchanges, it is important to distinguish between posts created by patients and those created by friends, that predate cancer diagnosis, and that do and do not request support. Other distinctions resulted from a difficulty in
operationalizing support and resulted in adapting categories and definitions to suit the nature of the data, from counting requests to read as a request for friends’ time (resource support) to creating a new category for general advice to cover posts requesting opinions on hair styles or dresses.

The resulting dataset provides unique insights into the nature and quality of support exchanges via Facebook. Though derived from a smaller sample of breast cancer patients, the database contains 21,291 individual posts from Facebook users and provides unique insights into the utility and responsiveness of social support exchanges via Facebook. Broad-level data categorizations indicate that Facebook may be effective in allowing patients to fulfill social obligations and broadcast general needs but provides social support that is very general and does not respond to any specific or cancer-related support need. To illustrate, despite 16,912 status updates, only 3% of posts included a direct request for support, and the majority of those support requests were for resource support. By contrast, friends’ posts accounted for only 20% of overall posts but were twice as likely to include reference to the participant’s own cancer and 9 times as likely to include support. However, the overwhelming majority of unsolicited support provided by friends was emotional, with less than one-fifth offering resources—time or services.

Given the importance of social media in social interaction, support exchange, and health promotion, our findings offer a timely contribution to methods of evaluating support exchange in social media environments. Current trends in social media research and Web-based peer exchange show important avenues for future insights on the value of social media to overcome communication barriers normally associated with in-person or more formal and potentially prescriptive modes of social support exchange, but such research has been hampered by a need for consistent operationalizations of online social support that cuts across studies. Where this study offers insight beyond existing comparisons of social support exchange with Web-based economies of information exchange [54], is the way this coding schema permits a more compelling analysis of support exchange as a type of peer community, where members act proactively to buffer stress effects associated with negative health experiences.

Reviews of qualitative or mixed-methods approaches to Web-based data analysis point to trends in research using counts and content and thematic analysis; however, few studies show researchers applying strategic approaches to answer specific research questions using Facebook or other social media data [55]. This study addressed two of those issues by providing a systematic coding schema that allowed a characterization of social exchange behaviors to suggest that Facebook use for social support extended beyond information provision and instrumental support to include socioemotional support. In addition to providing clarity on social media behaviors for cancer patients, our paper outlines a clear method and design for organizing and assessing unwieldy social media data in useful ways. Such an approach addresses a gap in the field emphasized by recent review data showing that better research designs and methods are needed for examining the effectiveness of social media platforms for health benefit [3].

Conclusions

Social media data are unwieldy and not always conducive to neat categorizations. Designing a data analysis approach a priori for organizing and systematizing Facebook data allows us to explore the functionality of Facebook as a platform for the exchange of social support. In doing so, this paper provides insights into the different forms that informational, resource, and emotional support may take in Web-based social environments such as Facebook and challenges researchers may face in measuring those constructs and how to respond to such challenges to create broader continuity in evaluation and measurement of computer-mediated support exchange.
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Abstract

Background: Depression and anxiety are the most common mental health conditions, and they were identified as leading contributors to global disability in 2016. People with these conditions rely on Web-based resources as a source of accurate health information, convenient and effective treatment, and essential social support. However, a recent systematic review revealed several potentially limiting difficulties that this group experiences online and also suggested that there is a partial understanding of these difficulties as only difficulties associated with neurocognitive, but not sociocognitive, deficits were identified. Therefore, this study fills this knowledge gap and contributes to a more robust and fuller understanding of the difficulties this group experiences online.

Objective: The objective of this study was to identify the difficulties people with depression and anxiety experience when using the Web and the Web activities that are most associated with the experience of difficulties.

Methods: The study employed data triangulation using face-to-face semistructured interviews with 21 participants affected by depression and anxiety and a comparison group (7 participants) without mental disorders (study 1) as well as a persona-based expert online survey with 21 mental health practitioners (MHPs) who treated people with depression and anxiety (study 2). Framework analysis for both studies proceeded through 5 stages: (1) familiarization, (2) identifying a thematic framework, (3) indexing, (4) charting, and (5) mapping and interpretation.

Results: In study 1, 167 difficulties were identified from the experiences of participants in the depression and anxiety group were discussed within the context of 81 Web activities, services, and features. From these, 4 themes and 12 subthemes describing the difficulties people with depression and anxiety experienced online were identified. Difficulties relating to the subtheme lack of control over access and usage were the most common difficulties experienced by participants in the depression and anxiety group (19/21). Sixteen difficulties identified from the experiences of participants in the comparison group were discussed within the context of 11 Web activities, services, and features. Most participants in the comparison group (6/7) contributed to the subtheme describing difficulties with unexpected and irrelevant content. In study 2, researchers identified 3 themes and 10 subthemes that described the perceived difficulties people with depression and anxiety might experience online as reported by MHPs. Practitioners linked these difficulties with 22 common impairments, limitations in activities of daily life, and diagnostic criteria associated with depression and anxiety.

Conclusions: People with depression and anxiety also experience difficulties when using the Web that are related to the sociocognitive deficits associated with their conditions. MHPs have a good awareness of the difficulties that people with depression and anxiety are likely to experience when using the Web. This investigation has contributed to a fuller understanding of these difficulties and provides innovative guidance on how to remove and reduce them for people with depression and anxiety when using the Web.
Introduction

Background
Depression and anxiety are the most common mental health conditions, and they were identified as leading contributors to global disability in 2016 [1]. Among other resources, people with depression and anxiety often rely on the Web as a resource for health information gathering [2,3], a source of convenient and effective treatment across the life span [4,5], and as a means to connect with others and receive social support [6].

However, a recent systematic review revealed that people with mental health conditions experience difficulties when using the Web [7] that might limit how much they benefit from the Web and that are also poorly understood. The review highlighted a narrow range of difficulties solely related to neurocognitive dysfunction, that is, impaired attention, processing and responding to information slowly, and problem solving. Although sociocognitive deficits, that is, impaired affect regulation and difficulty processing emotional cues, are also as important features of mental health conditions as neurocognitive deficits [8,9], no difficulties relating to sociocognitive deficits were identified by the 13 included studies. The review suggests that despite a relatively recent surge of interest within the general field of human-computer interaction into sociocognitive phenomena [10], this trend seemingly does not apply to Web accessibility research focused on people with mental health conditions. For example, the included studies did not employ methods that would unearth possible difficulties related to sociocognitive deficits, and other researchers have arrived at similar conclusions [11].

Therefore, this investigation will provide a broader perspective that could fill the abovementioned knowledge gap and contribute to a more robust and fuller understanding of the difficulties people with depression and anxiety experience when using the Web. This knowledge will primarily assist Web professionals in creating more accommodating experiences for people with depression and anxiety online and allow this group better access to the opportunities available to everyone else using the Web. It is also expected that the Web would benefit from greater inclusivity where people with depression and anxiety could also make valuable contributions to this informational resource. This research was conducted under the BETTER (web accEssibiliTy for people wiTh mEntal disoRders) project that investigates Web accessibility for people with depression and anxiety and focuses on these conditions because of their high burden relative to that of other mental health conditions [12].

Objectives
The objective of this study was to identify the difficulties people with depression and anxiety experience when using the Web and the Web activities for which the most difficulties are reported. This study specifically aimed to achieve its objective through triangulation [13] using 2 data sources: face-to-face interviews with people with depression and anxiety and a comparison group without mental disorders (study 1) as well as a persona-based expert Web-based survey with mental health practitioners (MHPs) who treated people with depression and anxiety (study 2).

Methods

Study Designs
Semistructured interviews with people with depression and anxiety and a comparison group were conducted in study 1, and an MHP expert online survey was conducted in study 2. Data triangulation [13] was used to add breadth and depth to the analysis and to evaluate the robustness of findings. Although useful for strengthening the study’s conclusions and reducing the risk of false interpretations, triangulation was not used to reduce the findings to a single common truth or for validating one view with another view. Of all the stakeholders in the care of people with depression and anxiety, the person themselves and their therapists were the most accessible and well-suited sources of insight available to this investigation. Study 1 and 2 data were collected, aggregated, and later discussed.

Study 1—A Semistructured Interview Study With a Comparison Group

Recruitment
Participants were recruited using purposive sampling, first with the aim of maximum variation [14,15], based on age [16,17], gender [18], and condition severity [19] as these factors have been found to influence Web usage. However, as this recruitment strategy proved difficult to acquire participants overtime, potential participants who met the inclusion criteria were later considered for participation as well. Participants were recruited using posters placed on message boards around the university and short recruitment messages broadcasted via the university’s intranet news feed and social media accounts. Participants were recruited in the United Kingdom based on the following criteria: they were aged ≥18 years, skilled Web users, diagnosed with depression and/or an anxiety disorder, and had no sensory or physical impairments that required the use of adaptive or assistive technologies to operate a computer system. It was important only to include skilled Web users to reduce the likelihood that difficulties encountered could be associated with being an unskilled user rather than the targeted conditions. Participants in the comparison group were recruited to match the demographic profile of participants with a diagnosis, but with 1 exception, these participants were encouraged by recruitment advertisements and the participant information sheet to only consider participating if they were never diagnosed with a mental disorder. Data saturation (ie, no new data, themes, and coding) [20] determined the final number of participants to
recruit. Data saturation helps to ensure that the study is supported by adequate and quality data [21].

Screening tools were used to ensure that participants met the inclusion and exclusion criteria. Potential participants in both groups scoring more than 25 on the 10-item abbreviated Web use skills index for the general population [22] were invited to participate. Beck Depression Inventory-II [23] and Beck Anxiety Inventory [24] measure symptom severity at 3 levels (ie, mild, moderate, and severe) and were used for this purpose. Those in the comparison group were assessed for depression and anxiety using the Patient Health Questionnaire for Depression and Anxiety (score between 0 and 2), which has demonstrated high sensitivity and specificity in screening for both conditions [25] and has much fewer items than the other 2 instruments.

Data Collection

Ethical approval was granted by the ethics committee of the University of Southampton. Those who passed screening and gave written consent were invited to participate in a face-to-face semistructured interview lasting between 60 and 90 min. Semistructured interviews allowed researchers to gather rich descriptive data about the experiences of participants when using the Web. The method is also useful for exploring this research domain that is in its infancy [26]. Furthermore, it allows for the flexibility to pursue unexpected experiential paths as shared by the participants without losing focus on the key issues of investigation [26]. A topic guide (Multimedia Appendix 1) was used to ask questions about the difficulties participants experienced when using the Web during their daily lives. The interviews were conducted in private rooms around the university between June and November 2016 and were transcribed verbatim from digital audio recordings and evaluated for accuracy before being analyzed. Personally identifiable data were removed from transcriptions, and pseudonyms were used for participants.

Data Analysis

Framework analysis as outlined by Ritchie et al [27] is commonly used to analyze stakeholder accounts from in-depth semistructured interviews. Although the technique primarily subscribes to a thematic approach, it also permits identified themes from semistructured interview narratives to be organized around research questions [28]. Aided by VERBI’s MAXQDA 12 qualitative research software package, researchers proceeded through 5 stages: (1) familiarization, (2) identifying a thematic framework, (3) indexing, (4) charting, and (5) mapping and interpretation.

Researchers became familiar with collected data by listening to the recordings and reading and rereading transcripts while progressively making initial notes of any thoughts that surfaced. Themes were then identified and questioned. Data were sifted, and selected quotes were sorted and later rearranged thematically [29]. The discovered themes were compared to ensure they accurately reflected the data. The analysis then went into a deeper interpretative phase focusing on extracts that illuminated participants’ accounts in vivid detail.

Study 2—A Mental Health Practitioner Expert Online Survey Study

Recruitment

Purposive sampling, specifically expert sampling [30,31], was used to recruit participants for this survey. Respondents had to be aged ≥18 years; had to be an accredited, a chartered, or a registered member of a professional body in the United Kingdom for MHPs; and must have had experience treating people with depression and anxiety. MHPs were considered suitable experts for this study as they aim to improve their patients’ mental health through therapy that benefits from a deep understanding of their patients’ lived experiences [32]. Therefore, it was expected that MHPs would have a good understanding of the difficulties this group might encounter online as well. We examined the potential difficulties people with depression and anxiety face on the Web, as explained by MHPs included in an online database directory of MHPs between January and October 2016. Data saturation [20] determined the final number of respondents. The Checklist for Reporting Results of Internet E-Surveys [33] for this survey is presented in Multimedia Appendix 2.

Data Collection

Ethical approval was granted by the ethics committee of the University of Southampton. Respondents gave their consent before participating in the Web-based survey, which was conducted between January and October 2016. They then answered questions relating to 2 of the 4 personas that were randomly given. One persona focused on depression and the other on an anxiety disorder.

The survey asked demographic questions (eg, educational background and expertise) and open-ended questions about the personas that were provided (Multimedia Appendix 3). The 4 personas used were fictional characters (2 with depression and 2 with anxiety) developed for this study by RB based on information about impairments, activity limitations and participation restrictions experienced by people with depression and anxiety, diagnostic criteria associated with these conditions, and also scenarios that featured a wide range of common Web activities.

The International Classification of Functioning, Disability, and Health Core Set for Depression is an internationally accepted and evidence-based selection of functioning domains [34] that covers the spectrum of symptoms and limitations in the functioning of persons with depression. The seminal study on depression and anxiety, diagnostic criteria associated with these conditions, and also scenarios that featured a wide range of common Web activities.

The International Classification of Functioning, Disability, and Health Core Set for Depression is an internationally accepted and evidence-based selection of functioning domains [34] that covers the spectrum of symptoms and limitations in the functioning of persons with depression. The seminal study on depression and anxiety, diagnostic criteria associated with these conditions, and also scenarios that featured a wide range of common Web activities.

Health Core Set for Depression is an internationally accepted and evidence-based selection of functioning domains [34] that covers the spectrum of symptoms and limitations in the functioning of persons with depression. The seminal study on depression and anxiety, diagnostic criteria associated with these conditions, and also scenarios that featured a wide range of common Web activities.
obtained from 2 MHPs who participated in the survey pilot, and some modifications were made as a result.

**Data Analysis**

The data analysis technique used on the data from the semistructured interviews was also applied to these data.

**Results**

**Summary of Results**

A total of 167 difficulties that people with depression and anxiety experienced when using the Web were identified in study 1, and 10 difficulties were identified in study 2. A comparison of these findings will be shared after the findings for each study are detailed below.

**Study 1—Semistructured Interview Study With a Comparison Group**

This study had a sample of 28 participants (8 males and 20 females) aged between 18 and 69 years (Table 1). A total of 16 females and 5 males were recruited for the sample of people with depression and anxiety. Moreover, 4 females and 3 males were included in the comparison group. An independent samples *t* test was conducted to compare the level of Web skill in the depression and anxiety group with that in the comparison group. There was no significant difference in the level of Web skill in the depression and anxiety (mean 40.10, SD 6.94) group and comparison (mean 41.14, SD 9.26) group (*t* _26_ =0.32; _P_ =.75, 2-tailed). A comparison of the identified difficulties encountered by participants in both groups reveals that they have noticeably different experiences when using the Web.

**Table 1.** Sample demographics of the semistructured interview study with a comparison group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Depression and anxiety group (n=21), n</th>
<th>Comparison group (n=7), n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Female</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>30-49</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>50-69</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td><strong>Condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Anxiety and depression</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td><strong>Condition severity: depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td><strong>Condition severity: anxiety</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of Web usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Once a day</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Several times a week</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Once a week</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Once a month or less</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*a* Not applicable.

The 167 difficulties identified from the experiences of participants in the depression and anxiety group were discussed within the context of 81 Web activities, services, and features. The majority of participants in the depression and anxiety group reported difficult experiences that were captured in each theme (Table 2).
The 16 difficulties identified from the experiences of participants in the comparison group were discussed within the context of 11 Web activities, services, and features. These difficulties were often encountered with momentary negative affect and, occasionally, resulted in dislike for the particular Web activity, service, or feature. Difficult experiences shared by most participants in the comparison group were represented by theme 1 (Table 2). Each of the remaining 3 themes included difficult experiences discussed by a small number of participants in this group (Table 2).

Table 2. Number of participants in the people with depression and anxiety group compared with number of participants in the comparison group by theme.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Participants in the people with depression and anxiety group (n=21), n</th>
<th>Participants in the comparison group (n=7), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inappropriate and sensitive content</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Lack of safety, privacy, and security controls</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Lack of adequate support</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>Difficult user interfaces</td>
<td>17</td>
<td>3</td>
</tr>
</tbody>
</table>

**Theme 1: Inappropriate and Sensitive Content**

A total of 4 subthemes were identified within this theme: (1) unexpected, irrelevant, and inappropriate content is upsetting; (2) reminders of upsetting experiences and negative affect triggers; (3) social comparison cues on social media that result in increased negative affect; and (4) abusive content limits Web usage by those who avoid it. The majority of participants, 20 out of 21 in the depression and anxiety group and 6 out of 7 in the comparison group, identified inappropriate content as a source of difficulty under this theme. Other subthemes were only reported by participants in the depression and anxiety group who discussed difficulties with sensitive and abusive content (Table 3).

**Unexpected, Irrelevant, and Inappropriate Content Is Upsetting**

Exposure to inappropriate content was followed by feelings of upset, frustration, and helplessness. This negatively impacted the ability of some participants in the depression and anxiety group to complete tasks for up to a day:

> See a photo and it’s affected my mood for the rest of the day. I’ll be there sat when I go to work, flip through social media, all of a sudden something hits, feel low, go to work and it doesn’t pick up and then I can’t perform at work and then I get sent home which makes me feel even worse. [Shane, depression and anxiety group]

Participants in the comparison group generally felt upset by inappropriate content but saw such content as being a regular part of using the Web and appeared better able to quickly overcome these feelings than those in the depression and anxiety group:

> Was it upsetting for a long time or was it just that moment? [Moderator]

> Just that initial moment. [Marita, comparison group]

**Reminders of Upsetting Experiences and Negative Affect Triggers**

Exposure to sensitive content resulted in involuntarily recollecting memories of personally meaningful issues that were upsetting for a temporary or prolonged period. Such sensitive content on the Web is varied and diverse, as shown in Table 3. Some types of sensitive content are also composed to provoke a strong negative emotional response deliberately, for example, graphic content used in news stories and promoted posts on social media related to appeals by causes supporting people and animals in need:

> It’s almost like some adverts I can’t watch because I just think, “I mean, I know they are poor, starving children in Africa”...I’m paying you know, and I’m doing [my] bit. But I literally get to the point, I sit and think, “Oh my God, if that was me, if that was my child,” I mean, I would just give away, I could never, I’d just be giving away my clothes. [Clara, depression and anxiety group]

No participant in the comparison group reported a similar difficulty.
Table 3. Difficulties with sensitive and inappropriate content experienced by participants in both sample groups by subtheme.

<table>
<thead>
<tr>
<th>Subtheme—number of participants from DA(^a) (n=21) and comparison (n=7) groups</th>
<th>Difficulty reported by the DA group participants</th>
<th>Difficulty reported by the comparison group participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unexpected, irrelevant, and inappropriate content is upsetting (DA group: 17/21 and comparison group: 6/7)</td>
<td>• Exposure to upsetting offensive content from social connections (eg, violence, trifle, overshare, exaggeration, and constant help seeking), news websites (eg, violence, headline marquee, articles, and political bias), and advertising (eg, prominently positioned, excessive amounts on page, disguised, misleading, obstructive, persistent, distracting, and intrusive) • Notifications highlighting insignificant information on social media platforms • Unexpected and inappropriate search results</td>
<td>• Exposure to offensive content and personally critical comments from social connections, online dating counterparts (eg, sexual content and inappropriate contact), news websites (eg, untrustworthy articles, political bias, and violent acts), and advertising • Notifications from social media platforms</td>
</tr>
<tr>
<td>Reminders of upsetting experiences and negative affect triggers (DA group: 14/21 and comparison group: 0/7)</td>
<td>• Inappropriate help-seeking behavior on social media by those with similar negative experiences • Social media features—highlighting content such as status updates, images, and posts from social connections from current date in the past—that trigger memories of upsetting experiences • Personally relevant content (eg, status updates, images, posts from friends, adverts, and news articles) that triggers negative affect</td>
<td>—</td>
</tr>
<tr>
<td>Social comparison cues on social media that result in increased negative affect (DA group: 7/21 and comparison group: 0/7)</td>
<td>• Social media content (eg, images, information on healthy lifestyle practices, and past positive life experiences) highlighting perceived personal faults • Social media content (eg, images) highlighting opportunities that are no longer available to one’s self but to others who are similar • Instructive content, especially user-generated, that is related to sensitive topics (eg, child-rearing) and that is contrary to personal practices</td>
<td>—</td>
</tr>
<tr>
<td>Abusive content limits Web usage by those who avoid it (DA group: 5/21 and comparison group: 0/7)</td>
<td>• Avoidance of unfamiliar and news-related websites because of the fear of unintentionally accessing personally upsetting and inappropriate content • Avoidance of social media participation because of the fear of receiving abuse</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)DA: depression and anxiety.
\(^b\)Not applicable.

**Social Comparison Cues on Social Media That Result in Increased Negative Affect**

Some content was effective at directing attention toward drawing upward comparisons between several participants in the depression and anxiety group and others, and participants in the depression and anxiety group and themselves in past. These comparisons were often negative and considerably upsetting:

_I had one that came up this week that was a photograph of me, many years ago. Friend’s wedding. I was a bridesmaid. I just looked at this photograph and went, I mean, I looked good...I immediately felt that I’d let myself down. I thought, “Well look, clearly you can manage this. What’s happened?”_ [Clara, depression and anxiety group]

No participant in the comparison group reported a similar difficulty.

**Abusive Content Limits Web Usage by Those Who Avoid It**

Some participants also refrained from commenting, posting updates, and engaging in various Web-based activities in fear of suffering abuse from other Web users as a result:

_I left a comment, and then I just had a stream of abuse from people, because I voted to leave... The Web, in general, is quite a hostile place, and I don’t want to be in that sort of environment. It doesn’t make me feel particularly safe or comfortable, being online. As I said, I stick very much to what I know, because I feel quite unsafe outside of that._ [Jason, depression and anxiety group]

No participant in the comparison group reported a similar difficulty.
Theme 2: Lack of Safety, Privacy, and Security Controls

A total of 4 subthemes were identified within this theme: (1) lack of control over access and usage, (2) lack of safety controls, (3) threats to privacy, and (4) ambivalent contact. Ensuring safety for oneself and significant others when using the Web was described as a difficult task only by participants in the depression and anxiety group, as shown in Table 4. Similarly, except for 1 participant from the comparison group, difficulties pertaining to contact were reported by several participants in the depression and anxiety group (10/21).

Lack of Control Over Access and Usage

Table 4 shows several recreational activities on the Web that several participants (19/21) from the depression and anxiety group said displaced important tasks. Participants were unable to stop engaging in these activities even when they wanted to stop. Some participants said that these activities were an outlet for coping with unpleasant feelings and procrastination:

I discovered YouTube over the winter exams...When I’m overloaded in other areas, it’s like a release...I know I’m doing it. That does not mean I can stop.

[Sara, depression and anxiety group]

A high-level of ease of use was also attributed to making unintended purchasing, banking, and time management decisions, without giving due consideration. These features were considered as being too easy not to use:

There’s the one-click, it’s so easy just to go through and buy and buy and buy, and buy loads of stuff that you can’t really afford...Like I said, I have a tendency, sometimes, to make impulse purchases, and I’ll look and think I’ve got more money than I have, and before I know it I’m at the bottom of my overdraft again.

[Jason, depression and anxiety group]

Lack of Safety Controls

Some participants discussed how they grappled with complex issues relating to the differences in privacy approaches between countries and companies and the repercussions for what they self-disclosed to websites based on these factors. Other participants were concerned about keeping their children safe but admitted that they were unable to remain motivated to keep abreast of the constant changes in how safety was managed and circumvented on various websites. Several participants expressed their interest in realizing the wider benefits of the Web. However, they were forced to strictly limit their use of many websites, such as social media websites, and others narrowed their use of the Web to a limited number of websites in fear of abuse and receiving unsolicited contact.

The fear of being a victim of crime and getting involved in a conflict on the Web is equally as concerning as avoiding abuse and unsolicited contact. The result of dealing with this fear is often also limiting Web use. A lack of forewarning about the known types of service misuse, information on how to avoid safety pitfalls associated with the usage of Web-based services and a lack of support options in the event the user is negatively affected also presented difficulties for depression and anxiety group.

As demonstrated with theme 1, it is important that participants have a choice in what content they are exposed to, especially on social media platforms, as the emotional consequences can be profound. Participants were exposed to sensitive content regularly and were unable to avoid it effectively. The highly varied nature of sensitive content on the Web and the lack of control over exposure to it were the main reasons given for why this occurred:

People post videos of the dogs being boiled alive to raise awareness...It’s a really upsetting video, you don’t have the possibility to not want to play it, you got auto play on and you scroll through it, it would just start playing. [Jade, depression and anxiety group]

No participant in the comparison group reported a similar difficulty.

Threats to Privacy

Participants in both groups were generally concerned about the privacy of their personal data. Participants in the depression and anxiety group identified many instances of where they particularly felt vulnerable, as shown in Table 5.

However, these participants sometimes also failed to take necessary precautions because of their felt sense of personal insignificance:

In terms of difficulties, it’s really kind of finding minor details for terms and conditions for various services and various things that you use online, whether it’s the rights that a social media platform has for your data or the rights of a purchasing website to then use your details in marketing. It’s very buried, I find.

[Betty, depression and anxiety group]

Ambivalent Contact

Several participants (10/21) in the depression and anxiety group experienced much difficulty with direct contact from social connections and stopping consistent contact from unknown senders:

My partner almost caused me to lose my life...I don’t follow him, I’m not friends with him. And then suddenly, about two weeks ago. On the bottom of photo, he wrote something...That’s really unsettling.

[Hera, depression and anxiety group]

If somebody messaged me personally I would always respond...I think it gets worse when I’m low...I find social interactions quite draining, when I’m already tired, because you kind of in a way have to put up a bit of a façade, which is obviously very hard to maintain.

[Paisley, depression and anxiety group]

Moreover, 1 out of 7 participants in the comparison group identified avoiding spam via social media platforms as being a difficult task.
Table 4. Difficulties because of a lack of safety, privacy, and security controls experienced by participants in both sample groups by subtheme.

<table>
<thead>
<tr>
<th>Subtheme—number of participants from DA(^a) (n=21) and comparison (n=7) groups</th>
<th>Difficulty reported by the DA group participants</th>
<th>Difficulty reported by the comparison group participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lack of control over access and usage (DA group: 19/21 and comparison group: 1/7)</strong></td>
<td>• Addictively accessing similarly upsetting content (eg, news articles on similar topics) that is readily available</td>
<td>• Addictively accessing social networking services and news websites</td>
</tr>
<tr>
<td></td>
<td>• Repeatedly clicking on posts and performing other actions on social media, news, and shopping websites</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Addictively performing online tasks that displace other tasks—gaming, gambling, and watching videos</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Keeping track of time on social media is difficult</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Coping with anxiety by fixating on finding answers to a salient issue online and avoiding activities (eg, accessing bank account in anticipation of a low balance)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Easy achievable compulsion to set up bank overdrafts, make online purchases, and donate to charities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Avoid online civic engagement because of a sense of insignificance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Personal online shopping results in feelings of guilt</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Reluctantly using online dating when feeling low to increase feelings of self-worth</td>
<td></td>
</tr>
<tr>
<td><strong>Lack of safety controls (DA group: 11/21 and comparison group: 0/7)</strong></td>
<td>• Understanding how to protect one’s family from online dangers and being confident enough to do so</td>
<td>___(^b)</td>
</tr>
<tr>
<td></td>
<td>• Unable to anticipate if a news article will be upsetting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Detecting scams and phishing attempts on banking platforms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Limiting Web usage by only using familiar websites to avoid unknowingly committing criminal acts</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lack of control over exposure to content</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Trusted websites that occasionally feature links to unsafe websites</td>
<td></td>
</tr>
<tr>
<td><strong>Threats to privacy (DA group: 10/21 and comparison group: 1/7)</strong></td>
<td>• Fear that data from personal data breach would be sold to third parties, or fear of being hacked</td>
<td>• Ensuring privacy and safety online—identifying scams and scammers</td>
</tr>
<tr>
<td></td>
<td>• A sense of insignificance discourages the implementation of privacy measures on social media platforms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Frustrating when personal data sharing, including seemingly unnecessary personal data, is required to participate in online activities</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Targeted advertising using posts, especially posts shared during a depressive episode</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Distressing having comments publicly visible</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Finding and understanding terms and conditions policies and keeping abreast of changes</td>
<td></td>
</tr>
<tr>
<td><strong>Ambivalent contact (DA group: 10/21 and comparison group: 1/7)</strong></td>
<td>• Fear of direct contact or contact beyond a “like” or similar form of engagement, from social connections, especially during a depressive episode</td>
<td>• Avoiding spam via online social networking sites</td>
</tr>
<tr>
<td></td>
<td>• Uncertainty about how to stop contact—being removed from electronic mailing lists</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Mandatory contact to obtain resources—subscription to electronic mailing lists</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Making contact—connecting with people through video clips and reading news instead of direct contact, avoid responding to messages as it is mentally effortful, and pressured to respond to messages immediately</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)DA: depression and anxiety. 
\(^b\)Not applicable.
### Table 5. Difficulties because of having a lack of adequate support experienced by participants in both sample groups by subtheme.

<table>
<thead>
<tr>
<th>Subtheme—number of participants from DA(^a) (n=21) and comparison (n=7) groups</th>
<th>Difficulty reported by the DA group participants</th>
<th>Difficulty reported by the comparison group participants</th>
</tr>
</thead>
</table>
| Lack of support for error recovery and overcoming emotional difficulties (DA group: 17/21 and comparison group: 3/7) | • Managing subscriptions is frustrating—lack of forewarning, automatic renewals, and difficulty requesting and obtaining refunds  
• Remembering many passwords and special codes  
• Lack of clear warnings about the risks associated with online dating on particular platforms and of support when things go wrong  
• Posting content is mentally effortful and time-consuming—choosing emoji, expressing feelings without causing alarm, and fear of using incorrect grammar  
• Immediately quit or desperately and hastily try many strategies to complete challenging tasks  
• Having too many options and information results in indecisiveness and distraction  
• Impersonal social messaging feature makes taking the first step to seek help from connections difficult  
• Feeling ignored when social connections do not react to personal posts  
• Sharing content is a struggle—highlighting personal positives, fear of attracting abuse and attention from others, making offense or causing conflict, and fear of sharing inaccurate and uninteresting content  
• Difficulty learning from onscreen material because of an inability to engage actively  
• Difficulty getting support online, given the inflexibility of online banking and education support systems that are often not user-friendly  
• Unable to accurately gauge reactions when interacting with others via online dating platforms  
• Fear of opening messages and being pressured to respond to a message immediately as a read receipt has been sent | • Fast time-outs |
| Information gathering on the Web (DA group: 12/21 and comparison group: 3/7) | • Choosing the right search keywords for difficult-to-find resources  
• Time-consuming to assess the veracity of information on the Web  
• Hard to keep focus and understand information online during a depressive episode  
• Getting distracted when navigating across many websites to find needed information  
• Search results listing multiple sources with identical information and few sources with original content  
• Assessing the availability of resources across multiple academic databases  
• Not knowing when to stop searching for and evaluating online resources  
• Quit searching the Web in frustration after not finding needed results  
• Processing too much information from many sources makes it difficult to ascertain if one’s search is complete  
• Easily distracted when browsing the Web during a depressive episode  
• Sites that break up content across pages to increase advert views | • Selecting the effective Web search terms  
• Missing information—important information that should be online but is not  
• Reading multipage articles |

\(^a\)DA: depression and anxiety.

**Theme 3: Lack of Adequate Support**

A total of 2 subthemes were identified within this theme: (1) lack of support for error recovery and overcoming emotional difficulties and (2) information gathering on the Web. The majority of participants (17/21) in the depression and anxiety group and 3 out of 7 participants in the comparison group highlighted that a lack of meaningful support made using the Web challenging (Table 5). Difficulties with information gathering online were also identified by 12 out of 21 participants in the depression and anxiety group and 1 out of 7 participants in the comparison group.

**Lack of Support for Error Recovery and Overcoming Emotional Difficulties**

Several participants in the depression and anxiety group believed that they were not given the necessary support by websites to overcome difficulties, especially when they were feeling unwell:
I make lots of mistakes don’t get me wrong. I got delivered five kilos of bananas the other day...They could have a “do you need” button before you submit...“Are you sure you need five kilos or five bananas?” [Christine, depression and anxiety group]

They also pointed out that websites often compounded this situation by not automatically correcting obvious user errors and, instead, sometimes made completing tasks more effortful as a result. Existing support options were not helpful as they were often not user-friendly and did not address difficulties common to participants. These participants shared that remaining motivated to solve the reported difficulties independently of others was challenging:

It depends on how tired I am. If I can’t get what I want immediately I give up. Then I’ll shelve it, and I’ll come back. If I need it really urgently, then I just try lots of different things. [Hera, depression and anxiety group]

Several participants (3/7) in the comparison group shared difficult experiences with form timeouts that terminated too quickly.

Information Gathering on the Web

Gathering information using the Web, especially via search engines and reading multipage articles, proved challenging for participants in both groups (Table 5):

Things that I find difficult are getting that...putting the right stuff into your search...So that you get the information you want, and when you know something’s out there, but you can’t easily get to it. [Hera, depression and anxiety group]

Then there’s one picture on one page then you have to scroll to another page to the next part of the article...I find that really frustrating. [Christine, depression and anxiety group]

Participants (12/21) in the depression and anxiety group experienced additional difficulties in remaining focused when searching the Web using databases and browsing across multiple websites (Table 5):

Where you have to click to go to the next. You know they’re just doing that, I feel, to measure their clicks so they know how far you’re getting in the story, is what I feel. Especially if I’m just doing it on my phone. I have a cheaper phone. It’s not so fast. I think, “Oh okay, forget it.” This is annoying when you could just put the content right there one page. [Kurt, depression and anxiety group]

Theme 4: Difficult User Interfaces

A total of 2 subthemes were identified within this theme: (1) using complicated and effortful user interfaces on the Web and (2) malfunctioning websites. Participants in both groups recounted frustrations using complicated and malfunctioning websites (Table 6).

Using Complicated and Effortful User Interfaces on the Web

Unintuitive websites presented difficulties for participants in both groups (Table 6). Participants (14/21) in the depression and anxiety group recalled experiences involving taking regular breaks and frustratingly struggling until they were able to complete tasks such as reading and shopping online:

Why do we have to have pop-ups? It kind of perplexes me why it’s so invasive. You just kind of feel like...You almost want to flip channels but you can’t. [Betty, depression and anxiety group]

You can sit down with a fixed idea of what you would like and then by looking on the web you’ve got so many different products...You then pull back from the decision because there’s too much to decide from. [Jason, depression and anxiety group]

Participants in the comparison group (3/7) discussed difficulties completing long website forms and constantly changing user interfaces for frequently used services.

Malfunctioning Websites

Participants in both groups identified difficulties with unresponsive websites, feedback, and page loading errors (Table 6). Experiences with malfunctioning websites sometimes led to catastrophic thinking and a reduced willingness to troubleshoot by those in the depression and anxiety group:

I tend to try and avoid going onto my app or looking at my bank statement as much as possible because it makes me really worried. I’ve actually seen it takes twice as long to log you in so it’s almost like the wait and the panic that what little money you’ve got is taking longer. [Trish, depression and anxiety group]
Table 6. Difficulties with challenging user interfaces experienced by participants in both sample groups by subtheme.

<table>
<thead>
<tr>
<th>Difficulty subtheme</th>
<th>Participants in the depression and anxiety group affected (n=21), n</th>
<th>Participants in the comparison group affected (n=7), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using complicated and effortful user interfaces on the Web (DA group: 14/21 and comparison group: 3/7)</td>
<td>Unintuitive user interfaces for education on the Web—time-consuming to find course materials, complicated academic databases, and difficult reading via Web-based reading services. Unintuitive user interfaces for banking on the Web—intimidated by terminology and abundance of numbers, unclear system feedback, and setting up new bank recipient is complicated. Relearning user interfaces after changes is difficult, especially when lacking the motivation to explore</td>
<td>Completing long website forms. Constant user interface changes</td>
</tr>
<tr>
<td>Malfunctioning websites (DA group: 11/21 and comparison group: 2/7)</td>
<td>Sites not optimized for mobile browsing and poor connectivity. Malfunctioning critical website feature delaying completion of an important task. Frustrating to be given options that are not available. Bad video streaming experiences because of poor connectivity. Catastrophic thinking because of malfunction or irregularities in the operation of the website. Remaining motivated to independently resolve complicated problems caused by websites</td>
<td>Unresponsive websites. Page loading errors</td>
</tr>
</tbody>
</table>

DA: depression and anxiety.

Summary: The Most Common Difficulties People With Depression and Anxiety Encounter When Using the Web

A total of 8 subthemes describe difficulties experienced by more than half of the participants in the depression and anxiety group (Table 7).

Table 7. Most common difficulties by subthemes with number of participants in both groups affected.

<table>
<thead>
<tr>
<th>Difficulty subtheme</th>
<th>Participants in the depression and anxiety group affected (n=21), n</th>
<th>Participants in the comparison group affected (n=7), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of control over access and usage</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>Unexpected and irrelevant content is upsetting</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>Lack of support for error recovery and overcoming emotional difficulties</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>Features and content that are reminders of upsetting experiences and negative affect triggers</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Understanding complicated user interfaces on the Web</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>Information gathering on the Web</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Malfunctioning websites</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>Lack of security controls</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Privacy risks</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Ambivalent contact</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Social comparison cues on social media that result in increased negative affect</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Abusive content limits Web usage by those who avoid it</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

Web Activities, Services, and Features for Which the Highest Number of Difficulties Were Reported

Web activities, services, and features being used by participants when they experienced difficulties were also reported (Table 8). Table 8 shows 19 of these for which a higher number of difficulties were reported than the average number of difficulties reported for a Web activity, service, or feature.
Table 8. Web activities, services, and features for which the highest number of difficulties were reported.

<table>
<thead>
<tr>
<th>Web activities, services, and features</th>
<th>Difficulties reported from the people with depression and anxiety group (n=167), n</th>
<th>Difficulties reported from the comparison group (n=16), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>General Web usage</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>News sites</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>adverts</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>Online learning</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>Online banking</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Online shopping</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>Conducting research online</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>Content sharing by connections on social networking services</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>Posting content</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Business-related Web usage</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Online search</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Online dating</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>YouTube</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Twitter</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Online civic engagement</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Commenting feature</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>eBay</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Instagram</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

Study 2—A Mental Health Practitioner Expert Web-Based Survey Study

Data were collected from 21 respondents (4 males and 17 females) aged between 30 and 72 years using purposive sampling (Table 9).

MHPs reported 10 perceived difficulties relating to Web usage by the people with depression and anxiety. Of these, 2 difficulties were only relevant to personas diagnosed with depression. The remaining 8 difficulties were shared by personas diagnosed with either depression or an anxiety disorder. The 10 perceived difficulties were linked to 22 common impairments, limitations in activities of daily life, and diagnostic criteria associated with depression and anxiety. These difficulties are organized under 3 themes: (1) navigating and generally operating websites, (2) content on the Web, and (3) lack of trust in the Web.

Theme 1: Navigating and Generally Operating Websites

MHPs (n=19) identified 5 perceived difficulties within this theme that focus on the general usage of websites by people with depression and anxiety (Table 10). All 4 personas are captured in this theme.

Navigating the Web

Using the Web was generally seen by experts (n=10) as involving many effortful activities that could pose challenges for how people with depression and anxiety perceived, understood, and used Web-based resources. For example, Web browsing was often pinpointed as a potentially difficult task. Personas with either condition were thought to be lacking the necessary motivation and energy to effectively use Web-based resources and the ability to solve emergent problems. Experts believed that these difficulties could be compounded by impaired emotion regulation, poor concentration, and the physical manifestations of their conditions, for instance, an upset or worried user experiencing difficulty navigating a website along with finding it hard to concentrate on the task at hand.

Malfunctioning and Unintuitive Sites

Malfunctioning websites and websites with an unintuitive design were also thought by experts (n=7) to be especially difficult for people with depression and anxiety to use. These websites were described as using too small font sizes, unnecessarily bright colors, and many shapes within its design. The experts expressed concern that members of this group were often fatigued and might also struggle with remaining resilient when encountering these experiences. Feelings of hopelessness, worthlessness, and worry were mentioned as possible outcomes.
Table 9. Sample demographics of mental health practitioner expert Web-based survey study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mental health practitioner experts (n=21), n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4</td>
</tr>
<tr>
<td>Female</td>
<td>17</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>30-49</td>
<td>2</td>
</tr>
<tr>
<td>50-69</td>
<td>16</td>
</tr>
<tr>
<td>≥70</td>
<td>3</td>
</tr>
<tr>
<td><strong>Years of experience</strong></td>
<td></td>
</tr>
<tr>
<td>5-10</td>
<td>3</td>
</tr>
<tr>
<td>11-15</td>
<td>5</td>
</tr>
<tr>
<td>&gt;15</td>
<td>13</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
</tr>
<tr>
<td>Counselor</td>
<td>10</td>
</tr>
<tr>
<td>Clinical psychologist</td>
<td>1</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>1</td>
</tr>
<tr>
<td>Psychotherapist</td>
<td>8</td>
</tr>
<tr>
<td>Occupational psychologist</td>
<td>1</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>20</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 10. Perceived difficulties navigating and generally operating websites.

<table>
<thead>
<tr>
<th>Perceived difficulties</th>
<th>Associated impairments, limitations in activities of daily life, and diagnostic criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigating the Web a,b</td>
<td>Lack of motivation, lack of energy, impaired emotion regulation, poor concentration, physical symptoms (eg, tingling or numb fingers, dizziness, and shortness of breath), and difficulty solving problems</td>
</tr>
<tr>
<td>Malfunctioning and unintuitive sites a,b</td>
<td>Poor concentration, lack of motivation, low resilience, worry, low mood, low self-confidence, low self-esteem, fatigue, feelings of hopelessness and feelings of worthlessness</td>
</tr>
<tr>
<td>Effortful tasks a,b</td>
<td>Lack of motivation, worry, impaired emotion regulation, poor concentration and feelings of hopelessness</td>
</tr>
<tr>
<td>No clear guidance on how to complete tasks a</td>
<td>Poor concentration and feelings of hopelessness</td>
</tr>
<tr>
<td>Excessively detailed websites with information/design elements a,b</td>
<td>Feelings of being overwhelmed and lack of energy</td>
</tr>
</tbody>
</table>

a Difficulty reported for persona with depression.
b Difficulty reported for persona with an anxiety disorder.

**Effortful Tasks**

Several common online activities were highlighted by experts (n=7) as possible areas of difficulty because of the sustained mental effort involved. These activities included seeking help online for technical and personal issues, reading, completing forms, and conducting online research. Experts noted that feelings of hopelessness and worry coupled with a lack of motivation and poor concentration might make these activities challenging for those affected by depression and anxiety.

**No Clear Guidance on How to Complete Tasks**

The potential for a Web activity to pose difficulty was thought to be increased when no clear guidance on how to complete the necessary tasks was provided. Experts (n=4) believe that this fosters a feeling of hopelessness within users with depression and anxiety.

**Excessively Detailed Websites With Information/Design Elements**

Some experts (n=3) also characterized websites featuring excessive amounts of information and design elements as being
barriers to effective use. It was feared that information overload would be the likely result and that it would overwhelm people with depression and anxiety who tend to be already low on energy.

Table 11. Perceived difficulties with content on the Web.

<table>
<thead>
<tr>
<th>Perceived difficulties</th>
<th>Associated impairments, limitations in activities of daily life, and diagnostic criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retaining information&lt;sup&gt;a&lt;/sup&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Poor concentration, worry, fatigue, low self-confidence, and physical symptoms (eg, tingling/numb fingers, dizziness, and shortness of breath)</td>
</tr>
<tr>
<td>Content that does not resonate&lt;sup&gt;a&lt;/sup&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Negativity bias, lack of motivation, impaired emotion regulation, low self-esteem, feelings of being overwhelmed, and feelings of isolation</td>
</tr>
<tr>
<td>Content that triggers repetitive thinking&lt;sup&gt;a&lt;/sup&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Impaired emotion regulation</td>
</tr>
</tbody>
</table>

<sup>a</sup>Difficulty reported for persona with depression.  
<sup>b</sup>Difficulty reported for persona with an anxiety disorder.

**Retaining Information**

The experts (n=4) shared that retaining information on websites would be difficult for users with these conditions. Symptoms including poor concentration, worry, fatigue, and physical symptoms such as dizziness were cited as factors that contribute to this outcome.

**Content That Does Not Resonate**

Experts (n=9) believed that online content lacking personal meaning or importance to users and content that users perceived as overly positive or negative would present several challenges for this group. Experts stated that this kind of unbalanced content could be demotivating, overwhelming, and isolating for this group. Overly negative content was believed to have the added potential to affirm negative fears and concerns. This difficulty was noted for all personas as well:

*He may have difficulty feeling the wording on a website applies to him if he does not feel directly spoken to in an understanding way by what is written on a website.* [MHP 1]

**Content That Triggers Repetitive Thinking**

Content that is reminiscent of negative personal experiences was highlighted as a potential challenge by an expert (n=1) for 2 of the personas. Words or phrases that might be associated with these experiences were deemed to have the potential to easily take users on a negative mental tangent where they would repeatedly focus and refocus on negative personal experiences. This kind of repetitive negative thinking [39,40] is believed to present difficulties for concentration and the comprehension of online content as well.

**Theme 3: Lack of Trust in the Web**

MHPs (n=4) identified 2 perceived difficulties within this theme relating to information sharing by users and their safety online (Table 12). A total of 3 personas—2 diagnosed with depression and 1 an anxiety disorder—are captured in this theme.

Table 12. Perceived difficulties relating to a lack of trust in the Web.

<table>
<thead>
<tr>
<th>Perceived difficulties</th>
<th>Associated impairments, limitations in activities of daily life, and diagnostic criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-disclosure online&lt;sup&gt;a&lt;/sup&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Worry, perfectionism, and low self-confidence</td>
</tr>
<tr>
<td>Feeling safe online&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Worry, feelings of vulnerability, and withdrawal</td>
</tr>
</tbody>
</table>

<sup>a</sup>Difficulty reported for persona with depression.  
<sup>b</sup>Difficulty reported for persona with an anxiety disorder.

**Self-Disclosure Online**

Sharing personal information online was highlighted as a potential challenge for people in this group. It was mentioned that users might experience great worry about how their information might be used beyond what was intended. Sharing personal information in what seems to be a public setting may also be difficult for users who are experiencing low self-confidence issues. It was also mentioned that some users might worry about making mistakes and become overly concerned about completing information collection forms correctly.

**Feeling Safe Online**

Ensuring one’s safety was also identified as a potential difficulty for people with depression. Fear of privacy violations, exploitation, deception, and crime were some of the issues highlighted. Experts say these fears foster intense feelings of worry and vulnerability that can be mentally debilitating and are believed to result in users withdrawing from some aspects of the Web.


Discussion

Principal Findings and Comparison With Prior Work
This investigation identified and described many of the difficulties people with depression and anxiety experience on the Web through triangulation using 2 data sources. First, study 1 benefited from face-to-face interviews with comparison group participants that were used to highlight unique difficulties identified in face-to-face interviews with participants from the depression and anxiety group. Second, study 2, a persona-based Web-based expert survey, involved MHPs who identified many difficulties that were also reported by the people with depression and anxiety in study 1 and further described these difficulties from a clinical perspective. Findings from this investigation have contributed to a more robust and fuller understanding of the difficulties people with depression and anxiety experience online and provide actionable insight to researchers, engineers, policy makers, and clinicians in their practice.

Participants in the depression and anxiety group reported a higher number of the identified difficulties compared with those in the comparison group. Furthermore, difficulties reported by participants in the depression and anxiety group were discussed within the context of a larger number of Web activities, services, and features when contrasted with the difficulties reported by the participants in the comparison group. In line with research on resilience [41,42], difficulties reported by participants in the depression and anxiety group were more detailed and considered to be more detrimental by those in this group when contrasted with those reported by participants in the comparison group.

Perceived difficulties identified by MHPs in study 2 showed considerable overlap with those identified in study 1 by participants in depression and anxiety group. Nonetheless, the investigation benefited a great deal from using triangulation. People with depression and anxiety clearly detailed the difficulties they experienced, at times also mentioning the common impairments, limitations in activities of daily life, and diagnostic criteria associated with their conditions.

Inappropriate and personally sensitive content was instrumental in triggering persistent and cyclic negative thinking that is characteristic of rumination in depression and anxiety [43] and was linked to impaired emotion regulation by MHPs in study 2. This content was also found to encourage negative social comparisons that exacerbated anxiety symptoms and negatively affected daily functioning [44]. Researchers [45] have found that the more Web users with the inclination toward social comparisons engage in this behavior online, the more they experience negative feelings. Findings from some studies [46] also show that exposure to content that supports clear social comparisons is more detrimental to women with a high tendency to compare themselves with others, relative to women without this tendency.

MHPs in study 2 tied the concern of people with depression and anxiety for safety and privacy controls on the Web to a general lack of trust in the Web. Similar to this investigation’s findings, research [47] has associated psychological distress with frequent unwanted contact or communications overload because of the usage of multiple online communication channels. Receiving unwanted contact and misunderstandings were identified as the most common negative Facebook experiences reported by young adults in another study [48] and were associated with depressive symptoms as well. The fear of receiving negative feedback online and coping with the pressure to maintain social network updates has also been reported in other studies [49,50]. Moreover, research [51] has also revealed that social anxiety is positively related to a concern for privacy on the Web and that this concern is negatively related to self-disclosure online as well. Safety issues on the Web for people with depression and anxiety also involve distracting features of social media that facilitate procrastination and are likely being used to avoid stressful but necessary tasks [52]. Andreassen and Pallesen [53] found that investing too much time and effort into using social media can negatively impact other social activities, relationships, and well-being. Moreover, despite not being identified by MHP, people with depression and anxiety in other studies [54,55] also shared experiences that involved compulsive buying behavior.

People with depression and anxiety identified many features—regarding making subscriptions easier to manage, issuing notices about known risks on platforms, ability to easily reduce options to choose from, and the ability to have more flexible service support options—that could be implemented to help them overcome many of the difficulties they face when using the Web. Although MHPs did not identify the majority of the difficulties in this theme, these practitioners highlighted difficulties people with depression and anxiety might experience with understanding excessively detailed websites [56] and navigating the Web, which were also mentioned by the people with depression and anxiety.

Both people with depression and anxiety and MHPs identified malfunctions, unintuitive, and effortful to use sites as descriptions of websites that may pose difficulties to people with depression and anxiety. MHPs suggest the interaction between several characteristics of depression and anxiety (eg, fatigue, poor concentration, and lack of motivation) [9,36] and the aforementioned features of the Web as the reason for the resulting difficulties as described in this paper.

The most common difficulties experienced by participants with depression and anxiety in study 1 were encountered when using the most common Web activities, services, and features mentioned when talking about difficulties. For example, unexpected content is especially common on social networking platforms, news sites, and in online advertisements. Given that the sample had a majority of young participants, the most common Web activities, services, and features where they experienced difficulties were somewhat expected.

Limitations
Though the study benefited from having a mostly young and predominantly female sample in several ways, this may have limited the range of Web activities the sample engaged in and, therefore, also the range of difficulties identified. Similarly, the difference in sample size between the participant groups in study
I may have also limited the range of difficulties identified for the smaller comparison group. However, data saturation determined the final number of participants for each group, and therefore, no new information that would have enhanced or changed the findings of a study was expected. Nevertheless, this is one of the first studies of its kind, and this population can serve as a good example for future studies with more diverse and larger samples. Moreover, as the small sample sizes in study 1 limit the ability of the independent samples t test to detect a statistical difference in Web skills between the depression and anxiety and comparison groups, the results of this analysis should be cautiously interpreted.

Although unlikely, participants in the comparison group could have misreported a past mental disorder diagnosis. However, these participants were also screened using the Patient Health Questionnaire for Depression and Anxiety, and all of them had a score between 0 and 2 at the time of study.

Despite piloting, some MHPs in study 2 deemed the survey as being too long. This sometimes resulted in receiving a few repetitive responses and complaints about the amount of effort necessary to complete the survey. Conducting screening that considers the necessary levels of attentiveness and effort that are needed for such surveys is of utmost importance for future studies involving this group.

Given these limitations, it is important to note that using data triangulation would have also helped reduce the negative impact of these limitations and improved the robustness of this study’s findings as well.

Implications and Recommendations for Practice and Future Research

Findings of this investigation are accessible to researchers in different disciplines to build on, engineers working on the development of accommodating Web-based resources, clinicians who need to be informed about the challenges their patients face in everyday life, and policy makers who can create evidence-based policies that can together realize very positive outcomes for people with depression and anxiety. These findings also place the spotlight on the importance of considering difficulties associated with affective states when delivering enablement initiatives involving the use of technology. This is in contrast to the substantial degree of attention given to the needs of those with sensory impairments and physical disabilities. Researchers are also encouraged to adopt a more comprehensive view of accessibility that captures the complexity of the interaction between users and their environment.

The International Classification of Functioning, Disability, and Health’s Model of Functioning and Disability provides a clear framework that can be used to describe and study the user experience of people with mental health conditions when using Web-based and other digital technologies. For example, the World Wide Web Consortium’s Four Principles of Accessibility [57] focuses on instances where a Web-based resource is not understandable, perceivable, and operable but neglects the other important factors in the interaction between the user and the user’s environment.

The high variability in user needs among people with depression and anxiety presents a unique challenge for accessibility professionals. Enablement efforts should be targeted at an individual level and no longer solely at a user group level. Meeting this challenge will call for new facilitation methods that rely on emerging technologies such as artificial intelligence to provide highly personalized experiences for each user with depression and anxiety and also other mental health conditions.

The adoption of stronger data protection policies (eg, [58]) will be of great benefit to people with depression and anxiety who worry about not having enough control over their personal data and having it be misused for privacy violations (eg, fear of unwanted direct contact) among other infractions.

Conclusions

People with depression and anxiety experience difficulties when using the Web that are related to sociocognitive deficits associated with their conditions. Participants in the comparison group did not experience most of these difficulties. MHPs are very aware of the difficulties that people with depression and anxiety are likely to experience when using the Web. Findings highlight several Web activities, services, and features that should be reviewed not only for people with depression and anxiety but also for people affected by other mental disorders and conditions that share similar symptomology. This investigation has contributed to a fuller understanding of these difficulties and provides guidance on what to address for people with depression and anxiety when using the Web. It also calls for novel approaches to aid in the removal and reduction of these difficulties using more carefully personalized experiences.
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Abstract

Background: By 2035, it is expected that older adults (aged 65 years and older) will outnumber children and will represent 78 million people in the US population. As the aging population continues to grow, it is critical to reduce disparities in their representation in medical research.

Objective: This study aimed to describe sociodemographic characteristics and health and information behaviors as factors that influence US adults’ interest in engaging in medical research, beyond participation as study subjects.

Methods: Nationally representative cross-sectional data from the 2014 Health Information National Trends Survey (N=3677) were analyzed. Descriptive statistics and weighted multivariable logistic regression analyses were performed to assess predictors of one’s interest in patient engagement in medical research. The independent variables included age, general health, income, race and ethnicity, education level, insurance status, marital status, and health information behaviors.

Results: We examined the association between the independent variables and patient interest in engaging in medical research (PTEngage_Interested). Patient interest in engaging in medical research has a statistically significant association with age (adjusted \(P<.01\)). Younger adults (aged 18-34 years), lower middle-aged adults (aged 35-49 years), and higher middle-aged adults (aged 50-64 years) indicated interest at relatively the same frequency (29.08%, 29.56%, and 25.12%, respectively), but older adults (aged ≥65 years) expressed less interest (17.10%) than the other age groups. After the multivariate model was run, older adults (odds ratio 0.738, 95% CI 0.500-1.088) were found to be significantly less likely to be interested in engaging in medical research than adults aged 50 to 64 years. Regardless of age, the strongest correlation was found between interest in engaging in medical research and actively looking for health information (\(P<.001\)). Respondents who did not seek health information were significantly less likely than those who did seek health information to be interested in engaging in medical research.

Conclusions: Patients’ interest in engaging in medical research vary by age and information-seeking behaviors. As the aging population continues to grow, it is critical to reduce disparities in their representation in medical research. Interest in participatory research methods may reflect an opportunity for consumer health informatics technologies to improve the representation of older adults in future medical research.

(J Med Internet Res 2019;21(10):e15035) doi:10.2196/15035
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Introduction

In the United States, the older population is growing as life expectancy increases, and the *baby boomers*, those born in post-World War II America, reach age 65 years and beyond [1]. By 2035, it is expected that older people will outnumber children and will represent 78 million people in the US population [2]. Generally, increasing life expectancy is considered a positive human development; however, growing older is inherently associated with biological and cognitive degeneration [3]. Deteriorating physical health among older adults is most likely because of an increasing prevalence of chronic conditions such as hypertension, rheumatoid arthritis, heart failure, diabetes, lung disease, cancer, and mood and anxiety disorders [1,4,5].

In the United States, 80% of people aged 65 years and older suffer from multiple chronic conditions [6]. Compared with their younger counterparts, older people have increased rates of comorbidities and complications [5,7]. Although older patients are increasing in number, research has shown that they have been underrepresented in medical research such as clinical trials [8-10]. As such, a clear health disparity exists because older populations are unable to benefit from innovative technologies and treatments that may improve health outcomes, improve quality of life, or reduce their overall disease burden [11].

Interest in enhancing patient engagement in medical research is growing, and patients are increasingly playing the role of active partners invested in better health outcomes [12]. Researchers have been working to tailor research agendas to reduce disparities by developing systems and processes to directly involve patients and communities in research [13-15]. Several studies have identified patient- and community-level barriers to participation, noting a lack of understanding of the benefits of clinical trial participation [16,17]. Therefore, patient engagement in research proactively employs collaborative approaches to inquiry or investigation [18]. When patients are engaged in medical research, the goal is for the patients to clearly understand their role in the research process [19] and to be continuously updated about advances resulting from medical research [20]. Patient engagement has been recognized in the literature for its potential benefits such as improvement in the credibility of results related to higher rates of participation, direct applicability of results, improved translation of results into practice, and advances through the ethical focus on *democratization* of research [21-23]. In addition to participating in clinical trials, patients may engage in medical research by performing very specific roles such as serving on a community advisory board or spokesmanship such as being the *public face* of the project [21]. Informatics researchers have applied patient engagement practices to explore community technology practices, develop technology interventions, and use technology to understand community problems [24].

As more researchers implement participatory research design strategies, informatics professionals may further examine the level of engagement of underserved populations in medical research in comparison with the diffusion of technologies such as direct patient engagement networks as tools for information sharing and participation. In 2016, the US Congress passed the 21st Century Cures Act [25], which authorized US $1.8 billion in funding for the Cancer Moonshot Initiative to accelerate advances in cancer research [26]. The Cancer Moonshot Initiative relies on the recommendations from a Blue Ribbon Panel (BRP) of scientific experts to advise the National Cancer Board on actions the broader community views most able to accelerate research [27]. Reducing cancer disparities across a range of research areas using a cross-cutting theme of patient engagement has been at the forefront of the BRP recommendations [28]. The BRP identified direct patient engagement in cancer research including access to a network of information and tools for data sharing as a promising approach to advancing research [29]. In 2010, the Patient-Centered Outcomes Research Institute (PCORI) was established to fund comparative clinical effectiveness research (CER) with an emphasis on answering questions important to patients by recruiting a large and diverse patient population, thereby assisting patients in making informed health decisions [30]. The PCORI developed a National Patient-Centered Clinical Research Network (PCORNet) to improve the nation’s capacity to conduct CER. This national resource is referred to as a *network of networks* and includes 18 patient-powered research networks [31].

When patients have easily available, accurate, and timely information and use it to make informed choices, they are empowered and experience improved health outcomes [32,33]. In participatory research designs, patients may be both producers and consumers of information with opportunities to build local, grassroots action networks for information dissemination [34]. Despite the intuitive appeal of patient engagement strategies, their efficacy for reducing disparities remains inconclusive [30]. To date, there is little scientific evidence available addressing how interest in engaging in medical research among older adults compares with that of younger generations. Although it is certain that there will be a profound impact on the use of health information and technology by the greater number of older people in the population, an important question for researchers is whether this impact might be larger or smaller because health behaviors and characteristics of older adults are different from those of their younger counterparts. Thus, this study aimed to (1) describe current levels of interest in engaging in medical research in the United States and (2) identify patient-level sociodemographic, behavioral, and health information–seeking characteristics associated with interest in engagement in medical research. Few studies have evaluated patient engagement in medical research using a nationally representative sample, which may help assess the impact of a broadly applicable framework [35]. Devising a baseline of patient engagement in medical research and understanding the sociodemographic characteristics associated with engagement of older people can improve future efforts to increase participation of older adults in medical research and thereby reduce disparities in health outcomes.
Methods

Data Collection

We derived data for this analysis from the National Cancer Institute’s Health Information National Trends Survey (HINTS). HINTS is a nationally representative cross-sectional survey administered biennially to adults aged 18 years and older in the United States to monitor the evolution of health information and communication. Each version of HINTS includes slightly different survey questions. We used HINTS 4 Cycle 4 data collected between August and November 2014 via self-administered mailed questionnaires. The survey response rate was 34.4%. Additional HINTS 4 methodology details have been described elsewhere [36].

The deidentified HINTS 4 Cycle 4 dataset is publicly available [37]. At the time of the analysis, HINTS 4 Cycle 4 was the most recent iteration for which responses were available for the following questions:

More and more, people are getting involved in research in new ways beyond being a research subject. They are partnering with medical researchers to help decide what research is done and how it is done. For example, people can suggest important topics to study or how to report results to the public. This is sometimes called “patient engagement” in research.

1. Have you ever heard about “patient engagement” in medical research?
2. Have you ever engaged in medical research in this way?
3. Would you ever be interested in engaging in research in this way?

This population sample included 3677 respondents. The exclusion criteria for this study were based on responses to age. Respondents were excluded if they had a missing response or a response error (n=182).

Measures

Dependent Variables

The study had 3 key outcome variables related to patient engagement in medical research, which were assessed as awareness (“Have you ever heard about ‘patient engagement’ in medical research?” [PTEngage_HeardOf]), past experience (“Have you ever engaged in medical research in this way?” [PTEngage_EverEngaged]), and current interest (“Would you ever be interested in engaging in research in this way?” [PTEngage_Interested]). Answer choices for these variables are yes, no, or not sure.

Independent Variables

The following variables were tested for independence and correlation. They are grouped as sociodemographics, health-related variables, and health information behavior variables.

Sociodemographics

We examined selected self-reported sociodemographic characteristics including gender (male / female), age (18-34 / 35-49 / 50-64 / ≥65 years), income (<US $19,999 / US $20,000-US $34,999 / US $35,000-US $49,999 / US $50,000-US $74,999 / ≥US $75,000), race and ethnicity (non-Hispanic white / non-Hispanic black / Hispanic / Asian / Other), education (less than high school / high school graduate / some college / college graduate and more), occupation (employed / unemployed / homemaker / student / retired / disabled), marital status (married/living as married / divorced / widowed / separated / single), rurality, and active duty military service. Rurality (yes/no) was determined by HINTS variable RUC2013, which uses the 2013 USDA rural / urban designation assigned to the respondent’s mailing address. Active duty military service was recoded to a bivariate (yes / no) using the responses for the following question: “Have you ever served on active duty in the US Armed Forces, military Reserves, or National Guard?” A variable describing emotional support and self-efficacy was included as well. Social support (yes / no) acknowledges having someone with whom to talk about problems and to help with decision making.

Health-Related Variables

Potentially important clinical characteristics and health behaviors such as cancer history, general health, health insurance, regular provider, and most recent checkup were included. Respondents were asked about their health behaviors such as whether or not they have a regular health care provider and how long it has been since their last routine checkup. These questions allowed responses of yes, no, or not sure. In addition, respondents were asked to rate their confidence in their own ability to take good care of their health using a 5-point Likert scale with 1 being completely confident and 5 being not confident at all.

Health Information Behavior Variables

Respondents were also asked whether they had ever looked for health information from any source, which was a binary yes or no response. They were asked to qualify their health information seeking by indicating for whom the information was sought (ie, self, someone else, or both) and what sources (eg, books, family, internet, and library) were used. In addition, the respondents were asked what technologies they used to exchange digital health information with their provider. The options (ie, email, text message, app on mobile device, video conference, or fax) were presented with binary yes or no responses. We used the derived MedNfo_Cat variable to categorize the responses (ie, email only, text message only, app on smartphone only, video or social media only, fax only, none, or multiple technologies).

We included the responses to questions related to access to electronic medical records and personal health records. The binary (yes/no) question “As far as you know do any of your doctors or health care providers maintain your medical information in a computerized system?” was included to determine provider users of electronic medical records. In addition, we included responses indicating the importance (very important, somewhat important, and not at all important) for
the statement, “You should be able to get to your own medical information electronically.” Finally, we included responses indicating confidence (very confident, somewhat confident, and not confident) to the question “How confident are you that you have some say in who is allowed to collect, use, and share your medical information?”

**Statistical Analysis**

We conducted a complete case analysis and used SAS software (SAS Institute Inc), version 9.4 to perform all statistical analyses. First, we evaluated the frequencies of sociodemographics and health information behavior variables (see Multimedia Appendix 1).

Then we used the chi-square test to examine associations between sociodemographic and health information behavior variables with each outcome of patient engagement: awareness (PTEngage_HeardOf), past experience (PTEngage_EverEngaged), and current interest (PTEngage_Interested; see Multimedia Appendix 1). We found the awareness (PTEngage_HeardOf) and past experience (PTEngage_EverEngaged) variables to have little statistically significant association with age (adjusted \( P=.22 \) and \( P=.88 \), respectively). Therefore, we focused on examining the association between independent variables with a single outcome of a single dependent variable for patient engagement and current interest (PTEngage_Interested), which had an adjusted \( P=.001 \) and indicates a statistically significant association with age.

We conducted multivariate logistic regression analyses to examine whether the health information behaviors variables that were significantly associated with patient engagement remained significant when controlling for certain sociodemographic factors. Weighted multivariate logistic regression analyses were used to obtain an odds ratio (OR) and 95% CI (see Multimedia Appendix 2). A full model, which included all the variables of interest, was developed, and backward elimination was used to identify covariates that were significantly correlated and influenced the regression estimates. Then we revised the model to include only primary independent variables that were significant in the initial model. A statistical significance criterion of \( P<.05 \) was used for all analyses. Owing to missing data, sample sizes for these multivariate analyses ranged from 2463 to 3495.

To account for the HINTS sampling design and calculate nationally representative estimates, we applied SAS survey procedures incorporating the jackknife variance estimation technique and HINTS-supplied survey weights. This study was granted an expedited ethical approval by the Florida State University Institutional Review Board.

**Results**

**Sociodemographic Characteristics**

We defined 4 age groups as follows: younger adults (aged 18-34 years), lower middle-aged adults (aged 35-49 years), higher middle-aged adults (aged 50-64 years), and older adults (aged \( \geq 65 \) years). Each of the sociodemographic characteristics differed significantly with respect to our age groups (Table 1). The full results of the Chi-square tests are provided in Multimedia Appendix 1.

Most study respondents were aged between 50 and 64 years (higher middle-aged), married, college educated, white, lived in urban areas, and homeowners and had an annual household income over US $50,000. Older adults tended to be white (80.00%) and less diverse than the other age groups. Younger adults (aged 18-34 years) tended to have higher educational attainment (50.27%, college or higher) than older adults (27.13%, college or higher). Lower middle-aged, higher middle-aged, and older adults had larger married representation (66.95%, 67.82%, and 56.24%, respectively) than younger adults who were predominately single and never married (28.79% married and 67.39% single). Older adults have the highest representation of widowers (24.90%). Among younger adults, a vast majority reported having emotional support (92.69%) or friends and family to talk with about health (89.17%). Similarly, among older adults most reported having emotional support (88.50%) and having friends or family to talk with about health (90.72%). The older adults have served in the military for active duty more than any other age group (23.87%).
Table 1. Weighted percentage of individual characteristics by age group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Younger adults (aged 18-34 years)</th>
<th>Lower middle-aged adults (aged 35-49 years)</th>
<th>Higher middle-aged adults (aged 50-64 years)</th>
<th>Older adults (aged ≥65 years)</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race and ethnicity</strong>&lt;sup&gt;a&lt;/sup&gt; (n=3229), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>225 (58.19)</td>
<td>333 (62.38)</td>
<td>701 (73.73)</td>
<td>651 (80.00)</td>
<td>1940 (34.05)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>61 (13.26)</td>
<td>144 (12.53)</td>
<td>215 (10.43)</td>
<td>103 (6.67)</td>
<td>523 (25.30)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>89 (16.76)</td>
<td>176 (19.88)</td>
<td>148 (10.73)</td>
<td>118 (10.50)</td>
<td>531 (23.98)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>27 (7.69)</td>
<td>35 (3.70)</td>
<td>37 (3.69)</td>
<td>23 (2.54)</td>
<td>122 (22.15)</td>
</tr>
<tr>
<td>Other</td>
<td>25 (4.09)</td>
<td>29 (1.51)</td>
<td>44 (1.41)</td>
<td>15 (0.39)</td>
<td>113 (15.59)</td>
</tr>
<tr>
<td><strong>Gender</strong>&lt;sup&gt;b&lt;/sup&gt; (n=3460), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>141 (50.00)</td>
<td>265 (48.87)</td>
<td>495 (48.03)</td>
<td>468 (43.40)</td>
<td>1369 (48.05)</td>
</tr>
<tr>
<td>Female</td>
<td>323 (50.00)</td>
<td>472 (51.13)</td>
<td>714 (51.97)</td>
<td>582 (56.60)</td>
<td>2091 (51.95)</td>
</tr>
<tr>
<td><strong>Education</strong>&lt;sup&gt;a&lt;/sup&gt; (n=3470), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>19 (5.05)</td>
<td>67 (11.87)</td>
<td>97 (12.93)</td>
<td>122 (21.04)</td>
<td>305 (11.62)</td>
</tr>
<tr>
<td>12 years or completed high school</td>
<td>58 (12.50)</td>
<td>105 (19.27)</td>
<td>243 (19.34)</td>
<td>248 (24.32)</td>
<td>654 (18.08)</td>
</tr>
<tr>
<td>Some college</td>
<td>143 (32.17)</td>
<td>192 (26.92)</td>
<td>425 (32.43)</td>
<td>311 (27.51)</td>
<td>1071 (30.02)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>245 (50.27)</td>
<td>376 (41.92)</td>
<td>450 (35.30)</td>
<td>369 (27.13)</td>
<td>1440 (40.28)</td>
</tr>
<tr>
<td><strong>Income range</strong>&lt;sup&gt;a&lt;/sup&gt; (n=3166), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $19,999</td>
<td>99 (22.53)</td>
<td>120 (13.64)</td>
<td>278 (17.31)</td>
<td>235 (25.33)</td>
<td>735 (19.26)</td>
</tr>
<tr>
<td>US $20,000-US $34,999</td>
<td>67 (12.84)</td>
<td>73 (8.58)</td>
<td>143 (11.62)</td>
<td>189 (21.23)</td>
<td>472 (12.72)</td>
</tr>
<tr>
<td>US $35,000-US $49,999</td>
<td>72 (14.59)</td>
<td>103 (16.15)</td>
<td>150 (12.56)</td>
<td>142 (16.04)</td>
<td>467 (14.74)</td>
</tr>
<tr>
<td>US $50,000-US $74,999</td>
<td>94 (17.90)</td>
<td>123 (16.47)</td>
<td>181 (18.01)</td>
<td>139 (16.05)</td>
<td>537 (17.24)</td>
</tr>
<tr>
<td>≥US $75,000</td>
<td>117 (32.13)</td>
<td>287 (45.16)</td>
<td>362 (40.50)</td>
<td>192 (21.35)</td>
<td>958 (36.03)</td>
</tr>
<tr>
<td><strong>Have health insurance</strong>&lt;sup&gt;a&lt;/sup&gt; (n=3446), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>369 (82.62)</td>
<td>626 (86.78)</td>
<td>1032 (86.57)</td>
<td>1014 (98.20)</td>
<td>3041 (87.41)</td>
</tr>
<tr>
<td><strong>Have a regular health care provider</strong>&lt;sup&gt;a&lt;/sup&gt; (n=3439), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>227 (47.01)</td>
<td>449 (63.4)</td>
<td>886 (74.42)</td>
<td>855 (81.93)</td>
<td>2417 (64.20)</td>
</tr>
<tr>
<td><strong>How many times did you access your own personal health information online through a secure website or app in the last 12 months?</strong>&lt;sup&gt;c&lt;/sup&gt; (n=3438), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>312 (68.34)</td>
<td>498 (69.64)</td>
<td>871 (74.33)</td>
<td>844 (81.32)</td>
<td>2525 (74.45)</td>
</tr>
<tr>
<td>1-2 times</td>
<td>72 (16.57)</td>
<td>118 (14.83)</td>
<td>144 (10.58)</td>
<td>107 (10.06)</td>
<td>441 (13.47)</td>
</tr>
<tr>
<td>3-5 times</td>
<td>42 (6.70)</td>
<td>72 (8.96)</td>
<td>88 (7.59)</td>
<td>52 (4.86)</td>
<td>254 (7.21)</td>
</tr>
<tr>
<td>6-9 times</td>
<td>16 (3.09)</td>
<td>24 (3.94)</td>
<td>48 (3.33)</td>
<td>23 (1.87)</td>
<td>111 (3.16)</td>
</tr>
<tr>
<td>≥10 times</td>
<td>21 (5.30)</td>
<td>20 (3.64)</td>
<td>45 (4.16)</td>
<td>21 (1.89)</td>
<td>107 (3.71)</td>
</tr>
<tr>
<td><strong>Seek health information</strong>&lt;sup&gt;c&lt;/sup&gt; (n=3463), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>385 (78.64)</td>
<td>634 (84.53)</td>
<td>994 (82.64)</td>
<td>825 (77.60)</td>
<td>2838 (81.04)</td>
</tr>
<tr>
<td><strong>Interested in medical research</strong>&lt;sup&gt;b&lt;/sup&gt; (n=3368), n (weighted %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>148 (29.08)</td>
<td>216 (29.56)</td>
<td>329 (25.17)</td>
<td>191 (17.10)</td>
<td>884 (23.15)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistically significant, \( P<.001 \).

<sup>b</sup>Statistically significant, \( P<.01 \).

<sup>c</sup>Statistically significant, \( P<.05 \).
Health Information Behaviors

Nearly all older adults (98.20%) reported having health insurance. Similarly, 85.41% of older adults indicated having had a checkup in the past year and 81.93% confirmed having a regular health care provider. With respect to having confidence in their own ability to take care of their health, all age groups selected “very confident” more than any other option (younger adults, 44.25%; lower middle-aged, 47.07%; higher middle-aged, 45.58%; and older adults, 48.41%). Health information-seeking activities were present among all groups. Younger and older adults least frequently sought health information (78.64% and 77.60%, respectively), whereas lower middle-aged and higher middle-aged adults tended to report seeking health information slightly more (84.53% and 82.64%, respectively). Among those who sought health information, all age groups were more likely to report using the internet more than any other method, but a smaller proportion of older adults use the internet to seek health information (46.93%). In addition to the internet, older adults seek health information from their doctor (26.16%), which is a greater proportion than any other age group’s second most popular information channel. Although it was not found to be a statistically significant independent variable, a majority of all age groups used no technology to exchange medical information with health care professionals. Yet, every age group placed a high level of importance on an individual ability to get personal medical information electronically.

Patient Engagement

Regarding interest in engaging in medical research, younger, lower middle-aged, and older middle-aged adults indicated interest at relatively the same frequency (29.08%, 29.56%, and 25.17%, respectively), but older adults expressed slightly less interest (17.10%) than the other age groups. A multivariate model was run using interest in engagement in medical research as the dependent variable and the remaining variables as independent variables (see Multimedia Appendix 1). Variables that were significant in the initial model were included in the final model (see Multimedia Appendix 2).

Compared with higher middle-aged adults, older adults (OR 0.738, 95% CI 0.500-1.088) were significantly less likely to be interested in engaging in medical research (Table 2). Many sociodemographic characteristics were not significantly associated with interest in engaging in research, but a few characteristics related to health behaviors and access to health data were found to be statistically significant. When controlling for all other variables, not having a regular health care provider reduces the odds of interest in engaging in medical research (OR 0.643, 95% CI 0.419-0.986). In addition, respondents who accessed their personal health information 6 to 9 times through a secure website or app in the last 12 months were 3 times as likely to be interested in engaging in medical research than those who had not accessed their personal health information. Finally, the strongest correlation was found between interest in engaging in medical research and actively looking for health information ($P<.001$). Respondents who did not seek health information were significantly less likely than those who did seek health information to be interested in engaging in medical research.
Table 2. Interest in medical research by sociodemographic characteristics, health behaviors, and information-seeking correlates.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% Wald confidence limits</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger, 18-34</td>
<td>1.260</td>
<td>0.729-2.179</td>
<td>.37</td>
</tr>
<tr>
<td>Low middle, 35-49</td>
<td>1.315</td>
<td>0.886-1.951</td>
<td>.12</td>
</tr>
<tr>
<td>High middle, 50-64 (reference)</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Older, ≥65</td>
<td>0.738</td>
<td>0.500-1.088</td>
<td>.046b</td>
</tr>
<tr>
<td><strong>Have a regular health care provider</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (reference)</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>0.643</td>
<td>0.419-0.986</td>
<td>.04b</td>
</tr>
<tr>
<td><strong>How many times did you access your own personal health information online through a secure website or app in the last 12 months?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (reference)</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1-2 times</td>
<td>1.161</td>
<td>0.689-1.957</td>
<td>.08</td>
</tr>
<tr>
<td>3-5 times</td>
<td>1.388</td>
<td>0.773-2.492</td>
<td>.44</td>
</tr>
<tr>
<td>6-9 times</td>
<td>3.064</td>
<td>1.523-6.167</td>
<td>.02b</td>
</tr>
<tr>
<td>≥10 times</td>
<td>2.586</td>
<td>1.175-5.692</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Seek health information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (reference)</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>0.253</td>
<td>0.134-0.476</td>
<td>&lt;.001c</td>
</tr>
</tbody>
</table>

*aNot applicable for references.

bStatistically significant, P<.05.
cStatistically significant, P<.001.

Discussion

Principal Findings

This study reports the prevalence of patients’ interest in engaging in medical research using data collected from the 2014 HINTS. Using these nationally representative data, we were able to explicate relationships between specific sociodemographic characteristics, health behaviors, and information-seeking activities. The key finding from our analyses was that the association of age with interest in engaging in medical research remained significant after adjustment for potential confounders. In addition, we found that having a regular health care provider, accessing your personal health information 6 to 9 times per year, and seeking health information increased the odds of being interested in engaging in medical research.

Older Adults

Levy and Sidel [38] described social injustice conceptually as the denial of economic, sociocultural, political, civil, or human rights to individuals based on the perception of their inferiority by those with more power or influence. Operating under this definition of social injustice, it is the charge of our society to implement policies and actions to counter injustice [39]. We must ensure conditions under which people can be healthy. Therefore, it is the societal duty to strongly recommend greater investments in aging research and translation of study results into safe, affordable, and universally available applied technologies and treatments [3]. Previous research showed that older adults are often directly (with age criterion) excluded from participation in clinical trials [40]. The result of this study shows that older adults (aged ≥65 years) are less interested in engaging in medical research than middle-aged adults. Opportunities for the engagement in medical research by older populations may serve as a means to advocate and prioritize the needs of older adults to reduce disparities. Researchers may use informatics tools to assess priorities of information tracking systems, institution infrastructure, research infrastructure, navigator and personnel programs, and community partnerships and patient advocates relevant to older adults to increase access to education, screening, and research participation opportunities [41].

Regular Health Care Provider

In this study, we found that having a regular health care provider significantly increases the likelihood of interest in engaging in medical research. A number of factors could be in play. As many patients rely on their health care providers as their first choice for health information, providers may act as gatekeepers for information about medical research. Physicians may also be researchers and enrich the quality of both services and research studies [42]. However, it should be noted that the strongest arguments against gatekeeping center on the patient’s lack of freedom, lack of choice, and the erosion of patient-doctor trust that springs from the doctor’s prerogative to decide on any referral [43]. Another concept could be that patients with a
regular provider are actively treating a disease, and because of this, the patient is more familiar and interested in medical research. For example, for cancer patients, diagnosis represents a communications and information flow between providers and patients to support informed decision making [44]. Diagnosis may include consultations and counseling to determine the best treatments and opportunities to participate in research [44]. Despite the prevalence of the internet, social media, and smartphone apps, patients tend to rely most on physicians as a source of information on cancer and medical research [45].

Health Information Behavior

Acquiring and making sense of health information is vital to patients making important decisions for their own health and the health of their families [46]. Medicine is an information-intensive enterprise [47]. To make informed choices and navigate within a complex health care system, consumers must have easily available, accurate, and timely information, and they must use it [33]. Moreover, 2 key health information covariates, accessing personal health information 6 to 9 times a year and seeking health information, appear to be correlated with interest in engaging in medical research. Both may be related to patient activation, which refers to empowering patients to play an active role in health care [12,48]. When patients are provided with access to their health information, they tend to have higher levels of satisfaction with their providers, increased understanding of their care, more engagement in health improving behaviors, and improved health outcomes [49]. Consumer health information technologies may help improve provider-to-patient communication, health monitoring, and information access to support self-care [50]. Although older adults are traditionally late adopters of technology, many use the internet and mobile devices to seek out health information [51]. Community-engaged health informatics, which combines concepts and methods from biomedical informatics, community-based public health approaches, and community informatics, may present opportunities for informatics advancements in patient engagement in medical research [52]. In addition, with advances in informatics methods such as Generalizability Index for Study Trait [53] and tools such as Visual Analysis Tool of Clinical Study Target Population [54], medical researchers are discovering innovative ways to reduce disparities through improvement in population representativeness of their studies.

Limitations

This study is limited in 2 ways. First, HINTS does not include questions directly qualifying the respondents’ interest in engaging in medical research. Future research should address this gap to better understand specifically what activities related to patient engagement in medical research were of interest, how they learned about opportunities for patients to engage in medical research, and whether they face any barriers to engaging. Second, as HINTS is a cross-sectional survey, it is not possible to infer causal relationships between variables. Despite these limitations, these findings present an opportunity to further explore differences among age groups, to better understand if specific behaviors related to patient engagement in medical research are of interest to older adults, and to identify how older adults learn about opportunities to engage in medical research. Future research may seek to describe additional factors, such as psychosocial influences, spatial or geographic trends, or diffusion of innovative consumer health information technologies. Such inquiry would benefit from a survey tool specifically designed to assess the level of patient interest in engaging in medical research.

Conclusions

The results of this study demonstrate that disparities exist among older adults with respect to interest in engaging in medical research. Advances in consumer health informatics within existing health systems and research agendas show promise. Future studies should focus on identifying optimal information systems for engaging patients and rigorously examining the impact of these tools for patient engagement in medical research. Specifically, there is a clear need for both methodological and practical research on patient engagement in medical research that translates to improved health outcomes and reduced disparities.
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Abstract

Background: Social networks such as Twitter offer the clinical research community a novel opportunity for engaging potential study participants based on user activity data. However, the availability of public social media data has led to new ethical challenges about respecting user privacy and the appropriateness of monitoring social media for clinical trial recruitment. Researchers have voiced the need for involving users’ perspectives in the development of ethical norms and regulations.

Objective: This study examined the attitudes and level of concern among Twitter users and nonusers about using Twitter for monitoring social media users and their conversations to recruit potential clinical trial participants.

Methods: We used two online methods for recruiting study participants: the open survey was (1) advertised on Twitter between May 23 and June 8, 2017, and (2) deployed on TurkPrime, a crowdsourcing data acquisition platform, between May 23 and June 8, 2017. Eligible participants were adults, 18 years of age or older, who lived in the United States. People with and without Twitter accounts were included in the study.

Results: While nearly half the respondents—on Twitter (94/603, 15.6%) and on TurkPrime (509/603, 84.4%)—indicated agreement that social media monitoring constitutes a form of eavesdropping that invades their privacy, over one-third disagreed and nearly 1 in 5 had no opinion. A chi-square test revealed a positive relationship between respondents’ general privacy concern and their average concern about Internet research ($P < .005$). We found associations between respondents’ Twitter literacy and their concerns about the ability for researchers to monitor their Twitter activity for clinical trial recruitment ($P = .001$) and whether they consider Twitter monitoring for clinical trial recruitment as eavesdropping ($P < .001$) and an invasion of privacy ($P = .003$). As Twitter literacy increased, so did people’s concerns about researchers monitoring Twitter activity. Our data support the previously suggested use of the nonexceptionalist methodology for assessing social media in research, insofar as social media-based recruitment does not need to be considered exceptional and, for most, it is considered preferable to traditional in-person interventions at physical clinics. The expressed attitudes were highly contextual, depending on factors such as the type of disease or health topic (eg, HIV/AIDS vs obesity vs smoking), the entity or person monitoring users on Twitter, and the monitored information.
Conclusions: The data and findings from this study contribute to the critical dialogue with the public about the use of social media in clinical research. The findings suggest that most users do not think that monitoring Twitter for clinical trial recruitment constitutes inappropriate surveillance or a violation of privacy. However, researchers should remain mindful that some participants might find social media monitoring problematic when connected with certain conditions or health topics. Further research should isolate factors that influence the level of concern among social media users across platforms and populations and inform the development of more clear and consistent guidelines.

(J Med Internet Res 2019;21(10):e15455) doi: 10.2196/15455
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Introduction

Background
The success of clinical trials depends on the enrollment of study participants, also referred to as research participant recruitment. Recruitment involves attracting and selecting suitable study participants. It can be conducted through different communication channels (eg, newspapers, radio, television, posters, brochures, email, and social media). Without their involvement, medical and scientific progress that benefits patients would be impossible [1-5]. A recent systematic review found that 76.1% (131/172) of randomized clinical trials discontinued due to poor recruitment [6]. There is an urgent need for innovative solutions to address the issue of underenrollment in clinical trials [1]. We wanted to assess the feasibility of using Twitter user data for enhancing clinical trial recruitment. There is growing interest in using social media data for research, which is also referred to as infoveillance [7,8] or digital epidemiology [9]. This type of social media monitoring uses insights from social media users’ activity and conversations to learn more about their attitudes and behaviors. Active recruitment occurs when research team members approach and interact with specific individuals to enroll them in research on the basis of pre-existing knowledge of characteristics that would make them suitable candidates for particular clinical trials [10]. We hypothesized that users’ data and their conversations derived from the social network Twitter could serve as a useful tool to identify and recruit potential participants for specific clinical trials.

In the context of the Internet and social media, user privacy is commonly considered a process of boundary management where individuals regulate disclosures in their social relationships through adjustments to the transmission and sharing of personal information online. In her theory of communication privacy management, Petronio argues that individuals are regularly engaged in decisions about disclosing or concealing private information within any given context [11]. As the Internet and social media platforms become increasingly embedded into everyday life, they introduce new flows of information that challenge privacy norms and make managing boundaries more difficult. Such dynamism is central to the notion of networked privacy, which Marwick and Boyd define as the “ongoing negotiation of contexts in a networked ecosystem in which contexts regularly blur and collapse” [12]. Additionally, Nissenbaum’s theory of contextual integrity takes context as its starting point [13]. The contextual integrity framework rests on the understanding that social interactions occur in particular contexts and that norms govern people’s expectations of how personal information should flow within a given context. Rejecting the traditional dichotomy of public versus private information, as well as the notion that a user’s preferences and decisions of privacy are independent of context, contextual integrity provides a framework for evaluating the flow of information between different agents; it also provides a framework for explaining why certain patterns of information flow might be acceptable in one context but viewed as problematic in another. These approaches to privacy on social media platforms prompted us to consider user expectations of appropriate information flows in the context of monitoring Twitter activity for the purpose of clinical trial recruitment.

Nearly one-quarter of American adults (22%) use Twitter [14]. Twitter users can send short messages, called tweets, that are limited to 280 characters [15]; they can also search for any public message and further engage with tweets (ie, they can like, reply to, and retweet [ie, share] them). Previous research suggested that Twitter provides a “rich and promising avenue for exploring how patients conceptualize and communicate about their specific health issues” [16] and provides an avenue for raising awareness of clinical trials and boosting enrollment [17-19].

To test the feasibility of Twitter monitoring for recruiting clinical trial participants, we decided to develop a use case for a multisite cancer study on acute myeloid leukemia (AML) with patients in remission. These patients present a uniquely challenging population to recruit for clinical studies. AML, when active, typically leads to severe symptoms and hospitalization. Hospitalized patients are more accessible to screen, identify, and recruit for clinical trials. Once AML patients have completed their consolidation chemotherapy, they only visit their doctor every 3-4 months. The clinical trial we chose for this case study was designed to recruit patients in the first 3 months after they complete their consolidation chemotherapy, precisely the time when these patients have only sporadic contact with the health care system. Traditional techniques employed during routine patient contact would not be possible for this population. Furthermore, since postremission maintenance therapy is not a routine part of clinical practice for AML, we were unlikely to receive referrals from community
physicians for this clinical trial. Therefore, we sought to examine the feasibility of a social media monitoring-enabled solution. However, in their review of the study protocol, the Central Institutional Review Board (CIRB) of the National Institute of Cancer raised concerns about the potential breach of privacy using monitoring techniques on Twitter. The CIRB committee noted the following: 

"Those who openly share their information via social media platforms may still have an expectation of privacy and/or be unaware of the platform’s privacy policies. To contact people after utilizing the approach of “active listening” may be perceived by some potential participants as eavesdropping on their conversations about their health. This may produce distrust and potential participants may interpret this as an invasion of their privacy even though social media is understood by many to be a public sphere. Privacy risks specific to [a Twitter user’s] diagnosis may be increased by taking part in the study. The study team, by echoing the information about an individual’s diagnosis, may amplify this information, so it’s more likely to come to the attention of the public or an employer."

We used this feedback as guidance and motivation for designing the following research study to ascertain people’s attitudes and level of concern about the use of social media monitoring on Twitter for targeted clinical trial recruitment.

**Study Objective and Hypotheses**

Scientists have pointed out a lack of the inclusion of public views to inform future practices in social media research and social media-enabled recruitment [20,21]. Furthermore, a recent survey about the general use of tweets in research showed a lack of awareness among Twitter users that their public tweets could be used by researchers [22]. Therefore, the objective of this study was to examine the attitudes and level of concern among the public about using Twitter for the monitoring of social media users and their conversations in order to identify and recruit clinical trial participants. We focused on a variety of health topics, including cancer, obesity, human papilloma virus (HPV), HIV/AIDS, and smoking. The reason we chose to include a range of health topics, including nontransmissible and transmissible diseases, is that it reflects the spectrum of clinical trials that are being conducted in the United States and globally. We anticipated that the level of concern might vary by disease type and should be taken into consideration when choosing the recruitment method.

This study tested four primary and three additional hypotheses related to potential privacy concerns with the use of Twitter monitoring for clinical trial recruitment (see Textbox 1).

Motivated by the CIRB’s comments, we developed three hypotheses to test the CIRB’s concerns regarding the potential for Twitter users to perceive social media monitoring as invasive and a violation of privacy: see Hypotheses 1-3 in Textbox 1. Drawing from Gelinas et al, we also sought to test the validity of the nonexceptionalist methodology [10], which suggests that recruiting clinical trial participants online should be normalized and should not be considered exceptional compared to traditional, offline recruitment strategies: see Hypothesis 4 in Textbox 1. They argue that “social media recruitment should be evaluated in substantially the same way as more traditional analogue or ‘off-line’ recruitment.” Building from these four primary hypotheses, we sought to determine whether additional factors might impact participants’ level of concern with social media monitoring for clinical trial participant recruitment. We isolated different factors within the vignettes for further analysis (i.e., the type of information being monitored, the kind of disease or health topic of the clinical trial, and the nature of the entity engaged in the monitoring): see Hypotheses 5-7 in Textbox 1.

Our results are based on the views of the public and they support the formulation of evidence-based guidelines to assist researchers and Institutional Review Board (IRB) professionals using social media in clinical research recruitment. The data contribute to the critical dialogue with the public to understand the ethical issues involved in social media-enabled research and recruitment as well as the procedural solutions that are required to protect the rights and safety of research participants.

**Textbox 1. Hypotheses we intended to test with this research study.**

| Hypothesis 1: People perceive social media monitoring on Twitter for clinical trial recruitment as eavesdropping on their conversations about their health and as an invasion of their privacy. |
| Hypothesis 2: Twitter users’ expectations of privacy relate to their level of concern about the use of social media monitoring for clinical trial recruitment. |
| Hypothesis 3: General literacy and knowledge about the Twitter platform are associated with the level of concern about the use of social media monitoring on Twitter for clinical trial recruitment. |
| Hypothesis 4: People’s concerns over Twitter monitoring for clinical trial recruitment are similar to more traditional, offline scenarios (e.g., discretely being approached in person as the patient leaves a medical facility). |
| Hypothesis 5: The type of information monitored to identify and recruit individuals for clinical trials is associated with the level of concern over the use of social media monitoring on Twitter for clinical trial recruitment. |
| Hypothesis 6: The type of disease recruited for is associated with the level of concern over the use of social media monitoring on Twitter for clinical trial recruitment. |
| Hypothesis 7: The type of entity performing the monitoring is associated with the level of concern over the use of social media monitoring on Twitter for clinical trial recruitment. |
Methods

Survey Instrument

We developed an open 39-item survey (see Multimedia Appendix 1) with the overall goal of assessing participants’ attitudes and concerns regarding the use of Twitter for monitoring social media users and their conversations to identify and recruit clinical trial participants; we used a convenience sample. The following sections report on aspects of this survey study in accordance with the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [23]. Most questions were required; however, in some cases they were optional or allowed multiple answers. We incorporated two attention-check questions to assess respondents’ attentiveness to the wording of questions and eliminated from the final dataset those respondents who failed them. We tested the survey in order to evaluate the reading level and complexity of the questions, acceptability of the instrument to participants, the respondent burden, and time needed to complete the instrument. Among the testers were two community members (promotora, ie, lay Hispanic or Latino community members who receive specialized training to provide basic health education in the community without being professional health care workers) from Los Angeles, three experts from the Community Engagement Core Group team at the Southern California Clinical and Translational Science Institute at the University of Southern California, and four graduate students from the University of Wisconsin-Milwaukee. We refined the survey instrument according to their feedback, in particular the wording of the vignettes and the true and false questions.

Using the survey, we collected the following types of information: previous use and knowledge of Twitter, general concern about Internet privacy, specific concerns about privacy related to the monitoring of Twitter activity for clinical trial recruitment, and demographic data. Clinical trials were defined for respondents in accordance with the National Institutes of Health definition for nonspecialist audiences [24]:

The goal of clinical trials is to determine if a new drug, device, or procedure works and is safe, or they can look at other aspects of care, such as improving the quality of life for people with chronic illnesses. People participate in clinical trials for a variety of reasons, for example, to help others [and] to contribute to moving science forward.

Finally, we used a set of vignettes to assess the association between the level of concern and different variables, such as the disease or health topic of the clinical trial and the entity that monitors social media user activity on Twitter.

Participants

Eligible participants were adults, 18 years of age or older, who lived in the United States. People with and without Twitter accounts were included in the study.

Sample and Recruitment Methods

Overview

We used two online methods for recruiting study participants, who made up our convenience sample: the open survey was (1) advertised on Twitter between May 23 and June 8, 2017, and (2) deployed on TurkPrime, a crowdsourcing data acquisition platform, between May 23 and June 8, 2017 [25]. Accessing large numbers of participants from the Internet is referred to as crowdsourcing.

Twitter Recruitment

The Twitter ads appeared as promoted tweets in users’ Twitter feeds. Twitter ads provide a number of targeting options for reaching a specific target audience. Targeting features used for ads in this study included (1) age targeting to adults aged 18 or older, (2) location targeting to the United States, (3) language targeting to users who understand English, and (4) keyword and hashtag targeting for words and hashtagged words that Twitter users have tweeted or searched for on Twitter related to four main categories. The four categories to which targeted keywords or hashtags were related were (1) social media and social media surveillance, (2) research participant recruitment and clinical trial enrolment, (3) ethics and Internet privacy, and (4) clinical research and clinical trials. Each ad included a brief description (eg, “Your opinion on social media surveillance on Twitter and for a chance at a gift card. Survey and raffle entry.”), an image related to survey taking, a request for volunteers needed, a request for providing feedback, and a link to the questionnaire. Twitter ads were posted by the principal investigator's Twitter handle (ie, @dmsci). Our recruitment target was 500 participants. The daily maximum ad budget was set at US $49 with a total budget of US $980 for the entirety of the project. Respondents on Twitter had the opportunity to enter a raffle to win one of 10 US $100 gift cards upon completion of the survey. Duplicate and fraudulent responses were identified and removed as described by Teitcher et al [26]. More specifically, we used four methods to check for duplicate and fraudulent responses: (1) we checked for inconsistent and irregular answers, (2) we assessed the survey submission time stamps and batch submissions, (3) we examined email addresses that used random English words followed by three to six random letters (eg, upgradeyhuje@gmail.com), and (4) we contacted suspected respondents via email and asked them to verify the answers to three questions included in the survey to compare their responses (ie, their first name, age, and highest education level).

TurkPrime Recruitment

The second sample used in this study was recruited through TurkPrime [25], a panel service that allows researchers to target specific demographic groups. Prime Panels provides researchers with access to members of a number of market research panels through a Web interface similar to Amazon’s crowdsourcing platform Mechanical Turk, which has been found to be an effective method to recruit study participants online across a wide spectrum of disciplines [27-34]. However, TurkPrime offers a proportional matching sampling approach. The study was visible to eligible participants on their dashboards. They
also received an email inviting them to participate in the study. We applied a census-matched template provided by TurkPrime that ensured that the sample proportionally matched the US adult population, aged 18 years or older, in terms of gender, age, race, ethnicity, and US region. More specifically, target benchmarks for key demographics included the following: gender—male (49.4%) and female (50.6%); age in years—18-29 (22.4%), 30-39 (16.8%), 40-49 (16.4%), 50-59 (17.8%), 60-69 (14.0%), and 70-99 (12.6%); Hispanic—not Hispanic (84.0%) and Hispanic, Latino, or Spanish (16.0%); and ethnicity—white (78.8%), black or African American (13%), American Indian or Alaska Native (1.2%), Asian (4.8%), and some other race (2.2%). These characteristics were targeted because they were underrepresented in the Twitter study convenience sample. Upon completion of the survey, study participants received compensation in the amount that they agreed to with the market research platform through which they entered the survey. Upon successful completion of the survey’s attention-check questions, participants were also given bonuses. Bonuses serve as incentives for participation and have shown a substantial effect on data quality and the creativity of workers [35]. Target recruitment was 500 participants, for a total budget of US $3500. To ensure data protection, TurkPrime ensures the following [25]:

* TurkPrime... uses transport layer security encryption (also known as HTTPS) for all transmitted data. All data access is blocked except for explicitly whitelisted IP addresses, in addition to being secured with user passwords. Furthermore, [the] data, including Access Key ID and Secret Access Key, are encrypted with AES-256 encryption, the standard adopted by the National Institute of Standards and Technology.

**Data Collection**

Study data were collected and managed using Research Electronic Data Capture (REDCap), an electronic data capture tool, hosted at the University of Southern California. REDCap is a secure, Web-based application designed to support data capture for research studies, providing (1) an intuitive interface for validated data entry, (2) audit trails for tracking data manipulation and export procedures, (3) automated export procedures for seamless data downloads to common statistical packages, and (4) procedures for importing data from external sources [36].

The paid ads posted on Twitter included a link to the survey hosted on REDCap. Respondents filled out a multipage survey online on either a mobile device or desktop. On TurkPrime, each respondent was provided with a unique link to a separate survey hosted on REDCap. The datasets used for analysis were generated directly from REDCap using the platform’s reporting tools. Please see the Twitter and TurkPrime recruitment sections for further details.

**Data Cleaning**

A total of 603 participants completed the survey and passed the attention-check questions in this study: 94 (15.6%) on Twitter and 509 (84.4%) on TurkPrime. Among the initial 704 respondents on Twitter alone, we used Excel filters to identify and remove 70 respondents (9.9%) who did not show correct completion of the attention-check questions and 540 respondents (76.7%) who gave fraudulent responses with unique characteristics. Regarding the fraudulent responses, all of them (1) showed the same age (ie, 22 years old); (2) were submitted about 5-10 minutes apart from each other over a period of 5 days; (3) used email addresses with a consistent pattern, namely, a random English word followed by three to six random letters (eg, upgradeyujer@gmail.com and imageunmed@gmail.com); and (4) were confirmed to be fraudulent when respondents were asked to verify the information provided through the survey about their first name, age, and highest degree or level of school they had completed. For each filtered entry, we manually reviewed the email address to identify fraudulent emails (ie, email addresses that included a random English word followed by three to six random letter patterns). Finally, we manually sent a message to each email address and asked the users to verify the information they provided in their survey responses. Among the initial 738 responses on TurkPrime, we removed 229 responses (31.0%) that did not show correct completion of the attention-check questions.

**Data Analysis**

We did not use any methods to adjust the sample, such as weighting of items or propensity scores. We analyzed the data on two levels: (1) at the respondent level to test control variables (individual factors: level 2) and (2) at the vignette level to test independent variables (contextual factors: level 1). Survey responses were first analyzed through descriptive statistical methods to assess the distribution of participants across our dependent and independent variables, such as the degree of privacy concern and demographic factors. Next, data regarding the different levels of concern for each vignette were further analyzed using pivot tables to identify any relationships between the levels of general privacy concern and the participants’ attitudes regarding the vignettes. We defined a high level of concern as responses that indicated *Very or somewhat concerned* and a low level of concern as responses that indicated *Not too or not at all concerned*. Finally, we also analyzed the responses using descriptive and inferential statistical techniques (ie, crosstabs and chi-square tests) to determine, generally, where respondents had strong concerns regarding the use of Twitter monitoring in clinical trial recruitment and where respondents had a weaker understanding of Twitter’s functions and usage policies. In particular, we looked to see if the concern regarding the use of Twitter monitoring in clinical trial recruitment was correlated with greater or less knowledge of Twitter, the type of monitoring used, or the method of outreach to the potential recruit. We report the results in aggregated form with all individually identifying information removed.

**Institutional Review Board Review and Approval**

The study was reviewed and approved by the IRB at the University of Southern California (HS-17-00348).
Results

Description of Participants

Demographics

Overall, the sample of 603 participants showed the following distribution (see Multimedia Appendix 2): 324 were male (53.7%) and 261 were female (43.3%); the majority were non-Hispanic white (421/603, 64.5%), 63 (9.7%) were Hispanic, and 66 (10.1%) were African American or black; and roughly a quarter (152/603, 25.2%) were 18-29 years of age and 107 (17.7%) were older than 60 years. The mean age of all respondents was 42.66 years (SD 16.00). Additionally, 151 (25.2%) respondents reported that their lives were affected by a chronic or rare disease.

Twitter Usage

We further assessed Twitter usage among the 603 survey participants (see Multimedia Appendix 3). Of the 603 respondents, 301 (49.9%) had a Twitter account at the time of the study, however, 300 valid responses were received for frequency and last time-usage questions, and 174 (28.9%) never used Twitter at all. A total of 186 out of 301 respondents (61.8%) who used Twitter had public accounts (ie, every Twitter user can view their account and messages), 199 out of 300 (66.3%) used the network at least weekly, 122 out of 300 (40.7%) used the network nearly every day, and more than half (181/300, 60.3%) had sent a Twitter message within the last week.

Twitter Literacy and Knowledge

We attempted to assess the level of Twitter literacy and knowledge among study participants (see Multimedia Appendix 4). Overall, 1209 of the total 3015 responses (40.10%) to the Twitter literacy questions that we collected from the 603 respondents were correct and 367 answers (12.17%) were incorrect, while nearly half of the responses (1439/3015, 47.73%) indicated that participants did not know. More specifically, 429 out of 603 respondents (71.1%) correctly answered when asked about the function of hashtags, while 138 (22.9%) did not know their function. When asked about Twitter account privacy settings, the majority of respondents (355/603, 58.9%) answered correctly, but 201 (33.3%) did not know about them. On the other hand, when asked about the automatic deletion of old Twitter messages after 1 year, 159 out of 603 respondents (26.4%) answered correctly and 385 (63.8%) did not know about this. When asked about the accessibility of public Twitter messages to unregistered Twitter visitors, 80 out of 603 respondents (13.3%) answered correctly, while 177 (29.4%) selected the wrong answer and 346 (57.4%) did not know the answer. Finally, when asked about Twitter’s search capabilities that allow software programmers to search for Twitter messages by keyword and to collect profile information about the originating Twitter account, 186 out of 603 respondents (30.9%) answered correctly, while 369 (61.2%) did not know about these capabilities.

General Concern About Internet Privacy

We sought to learn more about general privacy concerns associated with the use of the Internet (see Multimedia Appendix 5). Of the 603 respondents, regardless of previous Twitter usage, 409 (67.8%) expressed some level of concern about their privacy while using the Internet. When asked how concerned respondents were about people they do not know obtaining personal information about them from their social media accounts and activities, 425 (70.5%) respondents expressed some level of concern. However, when asked how concerned respondents were about posts they made on social media that can be viewed by or shared with people not within their immediate network of friends or followers, fewer people (313/603, 51.9%) expressed some level of concern. As for these posts being used by companies for promotional purposes, 310 respondents (51.4%) expressed some level of concern. In contrast, 420 (69.7%) respondents expressed some level of concern about social media companies that might share or sell their information with third parties.

General Concern About Internet Research and Privacy

We also assessed respondents’ concerns about Internet research activities, which pertain to the use of their Twitter data for research purposes (see Multimedia Appendix 6). We found that 252 of the 603 respondents (41.8%) expressed some level of concern regarding researchers’ ability to send untaged tweets visible to all their followers with a link for more information on how to participate in a clinical trial. Fewer respondents (226/603, 37.5%) expressed some level of concern about researchers noticing trending topics or hashtags related to health conditions, such as #Diabetes, #LungCancer, or #HeartDisease, and sending untaged Twitter messages that include a link to more information on how to participate in a clinical trial, using the same hashtag. When asked how concerned they were about researchers actively monitoring users’ Twitter activity to identify and contact potential participants for clinical trials based on the users’ previous messages, 293 out of 603 respondents (48.6%) expressed some level of concern. However, fewer respondents (243/603, 40.3%) expressed some level of concern about researchers using paid Twitter advertisements (eg, sponsored tweets) to try to increase the likelihood that a clinical trial recruitment message gets seen by as many individuals as possible. Finally, 259 out of 603 respondents (43.0%) expressed some level of concern about Twitter keeping track of whether they clicked on a Twitter recruitment message related to a health study, for example, “Seeking participants for a #Cancer study.”

Hypotheses Assessment

Hypothesis 1

Hypothesis 1 states that social media monitoring on Twitter for clinical trial recruitment is perceived as eavesdropping and an invasion of privacy.

To gauge respondents’ overall perception of Twitter monitoring for clinical trial recruitment, we tested the language as stated by the CIReB that active listening may be perceived by participants as eavesdropping on their conversations about their health (see Multimedia Appendix 7). When asked about monitoring of public Twitter conversations by medical
researchers to identify and recruit potential clinical trial participants, 269 of 603 respondents (44.7%) considered it eavesdropping, while 333 (55.3%) did not consider it eavesdropping or did not know. Out of 603 respondents, 259 (43.0%) thought the monitoring was an invasion of their privacy, while 344 (57.0%) did not consider it an invasion of privacy or did not know. Finally, 235 of 603 respondents (39.0%) thought the monitoring was a potential breach of confidentiality, while 368 (61.1%) did not consider it a breach of confidentiality or did not know.

We isolated responses for only those respondents (409/603, 67.8%) who expressed some level of general concern about their privacy while using the Internet; we combined Very concerned with Somewhat concerned responses. These respondents' overall opinions regarding the questions about eavesdropping, privacy, and confidentiality revealed slightly greater privacy concerns than the entire population. As reported in Multimedia Appendix 8, out of 409 respondents, 199 (48.8%) considered Twitter monitoring as eavesdropping, 202 (49.4%) considered it an invasion of their privacy, and 180 (44.0%) thought that it could jeopardize confidentiality.

We also examined the responses of those participants (178/603, 29.5%) who expressed little or no general concern about their overall privacy while using the Internet; this allowed us to assess whether those with little general privacy concern might still have elevated privacy concern about Twitter monitoring. Those with lower general Internet privacy concern indicated lower concern in response to the questions about eavesdropping, privacy, and confidentiality (see Multimedia Appendix 8). Similarly, fewer respondents with active Twitter accounts (199/603, 33.0%) indicated concerns with Twitter monitoring compared to the overall population (see Multimedia Appendix 7).

**Hypothesis 2**

Hypothesis 2 states that the expectation of Internet privacy relates to the level of concern about Internet research and Twitter monitoring for clinical trial recruitment.

We wanted to gauge whether the presence of general Internet privacy concern is related to increased concern about Internet research (see Multimedia Appendix 9). Therefore, we isolated responses for only those respondents (409/603, 67.8%) who expressed some level of general concern about their privacy while using the Internet—we combined Very concerned with Somewhat concerned responses—and compared them to the entire population reported in Multimedia Appendix 6. These respondents showed higher levels of general Internet research privacy concern. For example, 235 out of 409 respondents (57.5%) indicated concern about researchers actively monitoring Twitter to identify and contact potential participants for clinical trials, compared to only 293 respondents out of the entire population of 603 (48.6%).

Isolating for only those respondents (178/603, 29.5%) who expressed little or no general privacy concern, we found that this population generally had lower levels of Internet research privacy concern (see Multimedia Appendix 9). For example, only 55 of 178 respondents (30.9%) indicated concern about researchers actively monitoring Twitter activity to identify and contact potential clinical trial participants, compared to 293 respondents out of the entire population of 603 (48.6%). Similarly, only 32 of 178 respondents (18.0%) showed concern about researchers’ monitoring of hashtags in tweets, generally, compared to 244 respondents out of the entire population of 603 (40.5%) and 206 of the 409 respondents (50.4%) with high privacy concerns. A chi-square test was used to explore whether there is a relationship between respondents’ general privacy concerns and their average concerns about Internet research. The test, taking into account the population of 603 participants, revealed a statistically significant relationship between these variables: $\chi^2_{16}=143.0$, $P<.005$. We then stratified responses based on Twitter use to assess whether active users of the social media platform expressed different levels of privacy concern regarding the use of Twitter for research purposes (see Multimedia Appendix 9). Respondents with active Twitter accounts (199/603, 33.0%) who indicated that they used the platform once a week or more reported lower levels of general Internet research privacy concern compared to the entire population. Our data suggest that being an active Twitter user might impact the levels of privacy concern expressed regarding Twitter-based Internet research activities.

Finally, we stratified the responses to the Twitter-monitoring vignettes (see Multimedia Appendix 10) based on respondents’ overall levels of Internet privacy concern and whether they are active Twitter users. We analyzed each vignette’s subquestions, isolating responses for those who expressed some concern and those who did not. Upon analyzing responses from the 409 participants out of 603 (67.8%) who expressed some level of general concern about their privacy while using the Internet, we discovered that a larger proportion of these respondents indicated some concern regarding each of the various Twitter-monitoring vignettes compared to the entire population (see Table 1).

We also isolated responses for those respondents (178/603, 29.5%) who expressed little or no general concern about their overall privacy while using the Internet; this allowed us to assess whether those with little general privacy concern might still have elevated privacy concern about the types of Twitter monitoring described in the vignettes. As reported in Table 1, those with lower general privacy concern indicated much lower concern over the vignette scenarios. Similarly, fewer respondents with active Twitter accounts (199/603, 33.0%) indicated concern with the Twitter-monitoring vignettes compared to the overall population, with a majority expressing concern only for the HIV/AIDS vignette. Overall, all groups expressed the most concern for the HIV/AIDS vignette and they expressed the least concern for the smoking vignette.

Finally, we performed chi-square tests to explore whether there was a relationship between general Internet privacy concern and levels of concern expressed with each vignette. The tests revealed a statistically significant relationship in all cases ($P<.001$), as reported in Table 2.
Table 1. Stratified analysis of vignette scenarios for respondents who indicated that they were Very concerned or Somewhat concerned about Twitter monitoring.

<table>
<thead>
<tr>
<th>Vignette</th>
<th>Respondents (N=603), n (%)</th>
<th>Respondents with high general privacy concern (n=409), n (%)</th>
<th>Respondents with low general privacy concern (n=178), n (%)</th>
<th>Respondents who were active Twitter users (n=199), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer vignette</td>
<td>300 (49.8)</td>
<td>244 (59.7)</td>
<td>51 (28.7)</td>
<td>75 (37.7)</td>
</tr>
<tr>
<td>Obesity vignette</td>
<td>299 (49.6)</td>
<td>241 (58.9)</td>
<td>52 (29.2)</td>
<td>76 (38.2)</td>
</tr>
<tr>
<td>HPV² vignette</td>
<td>298 (49.4)</td>
<td>243 (59.4)</td>
<td>51 (28.7)</td>
<td>75 (37.7)</td>
</tr>
<tr>
<td>HIV/AIDS vignette</td>
<td>349 (57.9)</td>
<td>269 (65.8)</td>
<td>73 (41.0)</td>
<td>106 (53.3)</td>
</tr>
<tr>
<td>Smoking vignette</td>
<td>255 (42.3)</td>
<td>207 (50.6)</td>
<td>45 (25.3)</td>
<td>66 (33.2)</td>
</tr>
</tbody>
</table>

²HPV: human papilloma virus.

Table 2. Chi-square analysis of concern expressed by respondents for each vignette based on their general privacy concern.

<table>
<thead>
<tr>
<th>Vignette</th>
<th>Number of valid cases, N</th>
<th>Pearson chi-square</th>
<th>df</th>
<th>P (asymptotic significance, 2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer vignette</td>
<td>603</td>
<td>175.9</td>
<td>16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity vignette</td>
<td>603</td>
<td>126.7</td>
<td>16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HPV² vignette</td>
<td>603</td>
<td>124.4</td>
<td>16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIV/AIDS vignette</td>
<td>603</td>
<td>79.6</td>
<td>16</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoking vignette</td>
<td>603</td>
<td>102.5</td>
<td>16</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

²HPV: human papilloma virus.

Hypothesis 3

Hypothesis 3 states that general Twitter literacy is associated with the level of concern about the use of social media monitoring on Twitter for clinical trial recruitment.

There was a significant association (P=.001) between respondents’ Twitter literacy and their concerns about the ability of researchers to monitor their Twitter activity, generally, for the purpose of clinical trial recruitment (see Table 3). This relationship also indicates that as Twitter literacy increases, so do people’s concerns about researchers monitoring Twitter activity. Additionally, there was a significant association (P=.004) between respondents’ Twitter literacy and their concerns about researchers monitoring particular information types on Twitter (eg, hashtags, public tweets, and profile description) for the purpose of clinical trial recruitment. Overall, there was a significant association (P=.03) between respondents’ Twitter literacy and their overall concerns with researchers monitoring Twitter activity.

Related to the CIRB’s concerns, we also found a significant association between respondents’ Twitter literacy and whether they considered Twitter monitoring for clinical trial recruitment as eavesdropping (P<.001) and an invasion of privacy (P=.003). There was no significant association, however, between Twitter literacy and whether respondents felt that Twitter monitoring jeopardized confidentiality (P=.43).

Table 3. Chi-square analysis of concerns expressed by respondents based on their Twitter literacy.

<table>
<thead>
<tr>
<th>Respondents’ concerns</th>
<th>Number of valid cases, N</th>
<th>Pearson chi-square</th>
<th>df</th>
<th>P (asymptotic significance, 2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concern about the ability for researchers to monitor their Twitter activity, generally</td>
<td>536</td>
<td>22.7</td>
<td>6</td>
<td>.001</td>
</tr>
<tr>
<td>Concern about researchers monitoring particular information types on Twitter (eg, hashtags, public tweets, and profile description)</td>
<td>556</td>
<td>19.3</td>
<td>6</td>
<td>.004</td>
</tr>
<tr>
<td>Overall concern with researchers monitoring Twitter activity</td>
<td>513</td>
<td>7.2</td>
<td>2</td>
<td>.03</td>
</tr>
<tr>
<td>Consider Twitter monitoring for clinical trial recruitment as eavesdropping</td>
<td>602</td>
<td>38.1</td>
<td>4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Consider Twitter monitoring for clinical trial recruitment as an invasion of privacy</td>
<td>603</td>
<td>15.8</td>
<td>4</td>
<td>.003</td>
</tr>
<tr>
<td>Felt Twitter monitoring jeopardizes confidentiality</td>
<td>603</td>
<td>3.9</td>
<td>4</td>
<td>.43</td>
</tr>
</tbody>
</table>
Hypothesis 4

Hypothesis 4 states that there are differences in attitudes toward Twitter monitoring for clinical trial recruitment compared to a more traditional, offline scenario.

We also used the vignettes to assess the attitudes toward a more traditional, offline scenario (see Multimedia Appendix 10). We asked participants about their attitudes toward patients discretely being approached in person as they leave a medical facility. We found that out of all 603 respondents, regardless of previous Twitter usage and across all disease types, fewer than one-third would be more comfortable with a traditional, in-person request to join a clinical trial: cancer (176/603, 29.2%), obesity (161/603, 26.7%), HPV (169/603, 28.0%), HIV/AIDS (174/603, 28.9%), and smoking (161/603, 26.7%). For the respondents with greater overall general Internet privacy concern, there was no meaningful shift in the respondents’ comfort levels with having researchers recruit them as a research participant in person versus through Twitter monitoring.

Hypothesis 5

Hypothesis 5 states that the level of concern is associated with the type of information monitored for the purpose of identifying individuals to recruit for clinical trials.

We assessed the level of concern about the type of information medical researchers or research institutions might monitor and review in order to identify individuals for recruiting them into clinical trials (see Multimedia Appendix 6). When asked about monitoring of hashtags in tweets (ie, keywords used to organize and link conversations on Twitter, such as #SleepApnea, #Depression, or #HeartDisease), 244 of 603 respondents (40.5%) expressed some level of concern. When asked about reviewing the text of users’ public Twitter messages, out of 603 respondents, 265 (43.9%) expressed some level of concern, while 285 (47.3%) expressed some level of concern about reviewing the text of their profile description.

Hypotheses 6 and 7

Hypotheses 6 and 7 state that there is a level of concern associated with the type of disease recruited for and the type of entity performing the monitoring.

We used the set of vignettes (see Table 1) to further assess the association between the level of concern and the disease or health topic of the clinical trial and the entity that monitors social media user activity on Twitter. We found that of all 603 respondents, regardless of previous Twitter usage, most people expressed some level of concern in response to the scenario of researchers at a medical research university monitoring for an HIV/AIDS trial (349/603, 57.9%). We compared this to respondents with some level of concern in response to other disease topics and entities, such as cancer and a research team at a major research institution (300/603, 49.7%), obesity and scientists at a pharmaceutical company (299/603, 49.6%), HPV vaccination and a health officer at a state public health office (298/603, 49.4%), and smoking and a health officer at a local public health office (255/603, 42.3%). For most vignettes, the type of entity that conducted the research was selected as the most important factor contributing to the level of concern; for example, for the cancer vignette, 284 out of 603 respondents (47.1%) indicated that the entity was the most important factor, while for the obesity vignette it was 286 respondents (47.4%), for the HPV vignette it was 271 respondents (44.9%), and for the HIV/AIDS vignette it was 250 respondents (41.5%).

We further stratified responses for each vignette’s subquestions, isolating responses for those who expressed some concern—indicated Very concerned or Somewhat concerned—and those who expressed little or no concern—indicated Not too concerned or Not concerned at all—with the overall vignette scenario. As shown in Multimedia Appendix 11, Who (or the entity who) is doing the Twitter monitoring was the most common factor that impacted concern across all scenarios, regardless of whether the overall Internet privacy concern was low or high; the exception was with the HIV/AIDS scenario, where respondents who expressed overall concern noted that The nature of the disease/medical condition being monitored for was the main contributing factor. For the obesity and HPV scenarios, a noticeably larger portion of the respondents who expressed some concern also noted that the Use of Twitter as a method in which the researchers contacted you was also a contributing factor.

Data Availability

All relevant data that support the findings of this study are available in the data repository figshare:

1. Responses from Twitter users: Monitoring Twitter for clinical trial recruitment [37].
2. Responses from TurkPrime workers: Monitoring Twitter for clinical trial recruitment [38].

Discussion

Principal Findings

Public social networks such as Twitter provide access to user information, including personal and sensitive data, without necessarily requiring an individual’s knowledge or consent. While previous studies explored the unique ethical challenges of social media as a health research tool and research data source [10,20,39,40], there are only a few studies that offer users’ perspectives and public views on the use of social media monitoring as a clinical research recruitment tool [20,22]. For example, in a recent study, Fiesler et al found that the majority of surveyed Twitter users “felt that researchers should not be able to use tweets without consent” [22]. However, researchers have pointed out the need for views of the public on the subject to inform the development of ethical and regulatory guidelines and future practice [20,22].

The goal of this study was to contribute data that reflect public views of Twitter users and nonusers and to inform the scientific discourse about the use of Twitter user data for clinical trial recruitment. We discuss our findings in relation to our hypotheses (see Table 4) and contextual factors (eg, monitored information, study disease type, and monitoring entity) and conclude with potential implications for the practice.
The majority of respondents did not share this view. While the privacy, and a potential breach of confidentiality, we found that their conversations about their health, an invasion of their listening may be perceived by participants as eavesdropping and as an invasion of privacy.

When we tested the concerns raised by the CIRB that the nature of the disease/medical condition being monitored for clinical trial recruitment is perceived as eavesdropping and as an invasion of privacy, the concern was not widespread, even among those expressing higher levels of general online privacy concern. This suggests that while clinical researchers should be mindful that some Twitter users will be wary of being monitored for the purpose of clinical trial recruitment, these concerns should not

Table 4. Summary of study findings by study hypothesis.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Overall findings (nonstratified)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary hypotheses: derived from CIRB(^b) feedback</strong></td>
<td></td>
</tr>
<tr>
<td>Hypothesis 1: Social media monitoring on Twitter for clinical trial recruit</td>
<td>Not supported. While nearly half the respondents indicated agreement that social media monitoring constitutes a form of eavesdropping that invades their privacy, over one-third disagreed and nearly 1 in 5 had no opinion. Fewer respondents felt that social media monitoring jeopardizes confidentiality.</td>
</tr>
<tr>
<td>Hypothesis 2: Twitter users’ expectations of privacy relate to their level</td>
<td>Supported. Chi-square tests revealed a positive relationship between respondents’ general privacy concerns and their average concerns about Internet research (N=603; ( \chi^2 )=143.0, ( P &lt; .005 )). Additionally, respondents who indicated some general privacy concern also generally expressed greater concern over social media monitoring, in general, as well as for each vignette scenario. Chi-square tests confirmed a statistically significant relationship between general privacy concern and concern for each vignette.</td>
</tr>
<tr>
<td>Hypothesis 3: General literacy about the Twitter platform is associated with the level of concern about the use of social media monitoring on Twitter for clinical trial recruitment.</td>
<td>Supported. There was a statistically significant association (( P=.001 )) between respondents’ Twitter literacy and their concerns about the ability for researchers to monitor their Twitter activity, generally, for the purpose of clinical trial recruitment. Overall, as Twitter literacy increased, so did people’s concerns about researchers monitoring Twitter activity. While there was an association between respondents’ Twitter literacy and whether they consider Twitter monitoring for clinical trial recruitment as eavesdropping or an invasion of privacy, there was no significant association with whether respondents felt Twitter monitoring jeopardizes confidentiality.</td>
</tr>
</tbody>
</table>

**Factors that might impact the level of concern over social media monitoring for clinical trial recruitment**

Hypothesis 5: The type of information monitored for the purpose of identifying individuals to recruit for clinical trials is associated with the level of concern over the use of social media monitoring on Twitter for clinical trial recruitment. Partially supported. While not a majority, nearly half the respondents did indicate general concern about researchers actively monitoring users’ Twitter activity to identify and contact potential participants for clinical trials. The greatest concern was related to reviewing the text of their profile description, with less concern expressed related to monitoring hashtags or the text of individual tweets.

Hypothesis 6: The type of disease recruited for is associated with the level of concern over the use of social media monitoring on Twitter for clinical trial recruitment. Supported. Nearly 6 out of 10 respondents expressed concern about monitoring for an HIV/AIDS trial compared to other disease topics that raised less concern, such as cancer, obesity, HPV\(^b\) vaccination, and smoking.

Hypothesis 7: The nature of the entity performing social media monitoring on Twitter is associated with the level of concern over this monitoring for clinical trial recruitment. Supported. The factor that most impacted the level of concern was the entity or person who conducted the Twitter monitoring and research. The exception was the HIV/AIDS scenario, where respondents who expressed overall concern noted that The nature of the disease/medical condition being monitored for was the main contributing factor.

\(^a\)CIRB: Central Institutional Review Board.  
\(^b\)HPV: human papilloma virus.

The Central Institutional Review Board’s Concerns

When we tested the concerns raised by the CIRB that active listening may be perceived by participants as eavesdropping on their conversations about their health, an invasion of their privacy, and a potential breach of confidentiality, we found that the majority of respondents did not share this view. While the CIRB’s concerns have some basis, with 4 in 10 respondents feeling Twitter monitoring is eavesdropping and an invasion of privacy, the concern was not widespread, even among those expressing higher levels of general online privacy concern. This suggests that while clinical researchers should be mindful that some Twitter users will be wary of being monitored for the purpose of clinical trial recruitment, these concerns should not...
They argue that “social media recruitment should be evaluated remaining sensitive to their potentially novel aspects” [10]. Gelinas et al suggested employing a nonexceptionalist methodology for assessing social media recruitment in research and “normalizing social media recruitment techniques while remaining sensitive to their potentially novel aspects” [10]. They argue that “social media recruitment should be evaluated in substantially the same way as more traditional analogue or ‘off-line’ recruitment.” This includes (1) the identification of “a more familiar off-line variant or equivalent of the social media technique being proposed,” (2) identification of substantive ethical considerations with a focus on the respect for the privacy and other interests of social media users and investigator transparency, and (3) clarification and evaluation of any aspects in which the online version differs from the more traditional offline equivalent. We used a series of vignettes to assess respondents’ attitudes toward a more traditional, offline scenario and asked them about their attitudes toward patients discreetly being approached in person as they leave a medical facility. We found that, regardless of previous Twitter usage and across all disease types, most people were either indifferent, did not know, or were less comfortable with an in-person approach. This suggests that even while many respondents expressed concern over social media monitoring as eavesdropping or a potential violation of privacy, as noted above, they did not find it any more concerning than the more traditional means of clinical trial subject recruitment. In fact, our data show that less than one-third of the respondents preferred in-person recruitment over the Twitter-monitoring approach described in the vignettes. Even among those with a high level of general online privacy concern, only 38% preferred in-person recruitment. However, in-person recruitment is the current standard practice. Our findings support Gelinas et al, insofar as social media-based recruitment in itself does not need to be considered exceptional from the participant’s perspective, while researchers should also remain mindful that some participants will find it problematic.

Additional Factors That Influence the Level of Concern

Following Marwick and Boyd [12] and Nissenbaum [13], our findings support the notion that users frame privacy concerns in online platforms contextually and that when contexts collapse or blur, privacy concerns might emerge. Nearly half the respondents indicated general concern about researchers actively monitoring users’ Twitter activity to identify and contact potential participants for clinical trials. This suggests that, for many, a context collapse occurred that triggered some level of privacy concern; for example, information posted publicly for one reason, such as to share with one’s Twitter followers, was taken from that social context and used for a different purpose (ie, clinical trial recruitment).

Our findings further support the point previously made by Bender et al [21] that “within health information, there are gradients of sensitivity,” and certain health topics and disease types, such as cancer, may be considered less-sensitive personal health information. We found that the monitoring of Twitter user data that was related to HIV/AIDS raised the highest level of concern compared to monitoring related to cancer, HPV, obesity, or smoking. This may be partly due to the fact that HIV/AIDS is still associated with stigma [44]. Survey respondents commented as follows:

- HIV a very serious and private disease... it is something that needs to be discussed in person.
- On Twitter, users are using the specific language. These users have already disclosed their opinions or preferences.
diagnosis. I feel like it’s similar to outing someone on accident if a company were to just randomly ask people.

However, respondents also argued in favor of using Twitter monitoring for clinical trial recruitment:

If you talk about HIV/AIDS on Twitter or any social media, you have to know it’s not private.

As long as the person or researcher making contact with the target is being very transparent about the source of the research and is happy to give information to verify their identity and intent, I wouldn’t be alarmed or put off.

We identified additional factors that influenced the level of concern about monitoring Twitter user data for clinical trial recruitment. With the exception of the HIV/AIDS scenario as stated above, the factor that most impacted the level of concern was the type of entity or the person who conducted the research. Researchers who may use this approach should ensure investigator transparency; for example, investigators should refrain from fabricating online identities and clearly disclose the goal and design of the research [10]. In the case of monitoring Twitter user data for clinical trial recruitment, multiple messages could be used to introduce the project and main purpose of the outreach, as described by Reuter et al [45].

Finally, the form of contact on Twitter (ie, public replies versus private messages) played a more important role for the HIV/AIDS, obesity, and HPV scenarios, where a noticeably larger portion of the respondents expressed some concern. Respondents argued as follows:

This condition definitely need[s] to be addressed privately and not through a public reply. [Participant in response to the HIV/AIDS vignette]

I think the public reply instead of a dm [direct message] could be embarrassing. [Participant in response to the obesity vignette]

The nature of this can be very embarrassing and a public reply could be damaging. [Participant in response to the HPV vignette]

This may be due to the stigma [44] associated with a disease such as HIV/AIDS and obesity or the level of controversy around a topic such as vaccination [46]. See Multimedia Appendix 12 for a broader sample of respondents’ comments in response to vignettes.

Study Limitations

This study was limited to two populations: Twitter users and TurkPrime workers. The range of ages, education levels, and socioeconomic statuses of these populations could be more limited than those found in the general public. A total of 22% of US adults use Twitter, nearly equally among white, black, and Hispanic adults across all ages but with the highest usage among those 18-29 years of age [14]. TurkPrime workers (ie, turkers) are diverse across several demographic dimensions, such as age, gender, and income, but are not precisely representative of the United States as a whole [47]. Therefore, our findings may also not be generalizable to the monitoring of other social media platforms with different norms and privacy expectations, such as Reddit, Facebook, Instagram, Tumblr, or Snapchat. Although we expect to see similarities in public attitudes, future research will need to shed more light on how the results presented here might play out across different populations and different platforms.

Additionally, this was an exploratory study prompted by the feedback from a national research organization (ie, CIRB) and the sample size of this study was limited. More robust studies with a larger sample could yield additional insights. Finally, we acknowledge that while we chose seven hypotheses for this initial study, there are certainly other issues and variables that deserve further attention related to the subject in future studies.

Conclusions

The data we presented here contribute to the critical dialogue with the public about the use of social media in clinical research. Public social networks such as Twitter offer the clinical research community a novel opportunity for identifying and engaging potential study participants based on user activity data. However, the availability of public social media data has led to new ethical challenges about respecting user privacy and the appropriateness of monitoring social media for clinical trial recruitment. The results of this study suggest that most users do not think monitoring Twitter for the purpose of clinical trial recruitment constitutes inappropriate surveillance or a violation of privacy. Our data further support the previously suggested use of the nonexceptionalist methodology for assessing social media in research, insofar as social media-based recruitment in itself does not need to be considered exceptional from the participant’s perspective and, for most, it is considered preferable to traditional in-person interventions at physical clinics. Notwithstanding these findings, researchers should also remain mindful that some participants might find social media monitoring problematic when connected with certain conditions. The expressed attitudes were highly contextual, depending on factors such as the type of disease or health topic and the entity or person who monitored users on Twitter. Further research should isolate factors that influence the level of concern among social media users across platforms and inform the development of more clear and consistent guidelines.
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Abstract

Background: Relapse is a common experience for people diagnosed with psychosis, which is associated with increased service costs and profound personal and familial distress. EMPOWER (Early signs Monitoring to Prevent relapse in psychosis and prOmote Well-being, Engagement, and Recovery) is a peer worker–supported digital intervention that aims to enable service users to self-monitor their mental health with the aim of encouraging self-management and the shared use of personal data to promote relapse prevention. Digital interventions have not been widely used in relapse prevention and, therefore, little is currently known about their likely implementation—both within trials and beyond.

Objective: Seeking the perspectives of all relevant stakeholder groups is recommended in developing theories about implementation because this can reveal important group differences in understandings and assumptions about whether and for whom the intervention is expected to work. However, the majority of intervention implementation research has been retrospective. This study aimed to discover and theoretically frame implementation expectations in advance of testing and synthesize these data into a framework.

Methods: To develop a hypothetical implementation framework, 149 mental health professionals, carers, and people diagnosed with psychosis participated in 25 focus groups in both Australia and the United Kingdom. An interview schedule informed by the normalization process theory was used to explore stakeholders’ expectations about the implementation of the EMPOWER intervention. Data were analyzed using thematic analysis and then theoretically framed using the Medical Research Council guidelines for understanding the implementation of complex interventions.

Results: All groups expected that EMPOWER could be successfully implemented if the intervention generated data that were meaningful to mental health staff, carers, and service users within their unique roles. However, there were key differences between staff, carers, and service users about what facilitators and barriers that stakeholders believe exist for intervention implementation in both the cluster randomized controlled trial stage and beyond. For example, service user expectations mostly clustered around subjective user experiences, whereas staff and carers spoke more about the impact upon staff interactions with service users.

Conclusions: A hypothetical implementation framework synthesized from stakeholder implementation expectations provides an opportunity to compare actual implementation data gathered during an ongoing clinical trial, giving valuable insights into the accuracy of these stakeholders’ previous expectations. This is among the first studies to assess and record implementation expectations for a newly developed digital intervention for psychosis in advance of testing in a clinical trial.

Trial Registration: ISRCTN Registry ISRCTN99559262; http://www.isrctn.com/ISRCTN99559262

https://www.jmir.org/2019/10/e14366

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14366 | p.530

(page number not for citation purposes)
Introduction

Background

Relapse is common for many people diagnosed with schizophrenia [1]. Relapses are linked to increased disability from loss of important relationships and reduced education and employment opportunities [2]. One estimate suggests that psychotic relapse costs £10,950 (at 6 months) compared with £2532 for no relapse, with 75% of the difference in these costs coming from inpatient treatment [3]. In the United States, excess costs from relapse range from US $6033-$32,753 [4]. Commonly, relapses are preceded by so-called early warning signs (EWS) that reflect a combination of symptoms such as anxiety, depression, suspiciousness, and uniquely personal experiences. EWS-based prevention strategies assume that identifying relapse early enough enables preventative action and averts full relapse [5]. Guidelines for psychosis in both Scotland, the United Kingdom, [2] and Australia [6] recommend early signs-based strategies as crucial for relapse prevention in routine psychosis care.

Research into reliable and valid signs of relapse is essential for early intervention aimed at minimizing the harms associated with relapse [7]. A review [8] to determine the validity of early signs as predictors of relapse in people with nonaffective psychosis found that the sensitivity (correct relapse prediction by staff) ranged from 10% to 80% (median 61%), and specificity (nonrelapses correctly identified) ranged from 38% to 100% (median 81%). Therefore, existing systems used to identify EWS have an uncertain prognostic utility and may result in an unnecessary intervention that engenders fear of relapse in service users and carers [9]. Delayed help-seeking narrows the window for timely intervention [10] and can result in the use of coercive treatment measures that confirm negative expectations [11] and make disclosure of EWS more threatening for service users. Therefore, new interventions that address problems associated with help-seeking and disclosing EWS appear warranted [12].

Early Signs Monitoring to Prevent Relapse in Psychosis and Promote Well-Being, Engagement, and Recovery

Description

One emerging application of technology in mental health care is remote self-monitoring [13]. Remote self-monitoring may improve upon traditional face-to-face monitoring by allowing more regular sampling of symptoms and, potentially, earlier detection of relapse signs. EMPOWER (Early signs Monitoring to Prevent relapse in psychosis and prOmote Well-being, Engagement, and Recovery; ISRCTN99559262) aims to develop and evaluate a mobile app for use with adults who experience psychosis. The app enables routine self-monitoring for a variety of different experiences, including psychosis (eg, hearing voices and suspicious thoughts), anxiety, mood, self-esteem, and interpersonal support. Furthermore, each time people complete an app questionnaire, they receive an EMPOWER message, which (depending on user input) provides links to further relevant information, practical advice, or helpful quotes. The EMPOWER algorithm aims to tailor these messages to individual changes in user well-being to promote a greater sense of control over mental health and to support self-management. EMPOWER participants will use the app for an initial 28-day baseline period to identify their typical variation in personal well-being. Significant changes from baseline will then be triaged by a clinician. Peer support workers will be involved in setting up and personalizing the daily questionnaire, alongside regular fortnightly follow-up meetings where they will support service users in using the app.

Implementation of Digital Interventions

Digital interventions can help address clinical priorities in psychosis, such as increasing access to psychological interventions for symptoms such as paranoia [14]. However, many effective digital interventions have failed to generalize from clinical trials into clinical practice [15,16]. Owing to concerns about generalization beyond trial contexts, the UK Department of Health [17] encourages systematic implementation research to increase an understanding of how interventions are adopted or rejected. The effectiveness of interventions (including their success in reaching the target population) can be influenced by how an intervention interacts with the context in which it was implemented [18,19]. When appraising the results of a clinical trial, it can be challenging to know whether the intervention will generalize into real-world contexts of clinical practice. Process evaluations assess the implementation of interventions and help predict generalizability in different contexts. The Medical Research Council (MRC) framework for process evaluation [18] recommends clear descriptions of assumptions about how the intervention is expected to be implemented within a specific context. In addition, consulting multiple stakeholder groups is recommended because this can reveal across-group variance in understandings of what the intervention is and differences in assumptions about why and for whom the intervention is expected to work. Collecting data at different time points is also recommended to characterize changes in implementation factors such as participants’ attitudes toward an intervention.

Typically, the majority of implementation research on engagement with interventions has been retrospective [20]. The MRC framework for process evaluations recommends that implementation research should proactively include key stakeholders because those expected to engage with an intervention are likely to have relevant experiential knowledge, which is useful in understanding the implementation process during a trial [18]. Qualitative research carried out during a trial (eg, asking service users about their experiences) can aid in understanding why an intervention might work and how context affects implementation [21]. However, before interacting with an intervention, stakeholders may have pre-existing expectations regarding implementation that will shape how they interact with...
a planned intervention (hypothetical acceptability). Hypothetical acceptability is measured by key stakeholders’ willingness to engage with a proposed intervention and in previous trials of digital interventions for severe mental health problems actual acceptability (assessed postintervention) is typically higher than hypothetical acceptability [22].

Theory in implementation science implies some predictive capacity [23]. Typically, implementation theory aims to create conceptual tools that enable researchers to describe, identify, and explain crucial elements of the implementation process and its outcomes [24]. Developing implementation theories in advance of empirical testing provides a framework for developing predictions about how interventions will interact with the context in which they are tested. Furthermore, completing this work allows researchers to make informed predictions about what implementation barriers that might be reasonably expected [25]. One such implementation theory, normalization process theory (NPT) [25] focuses on the work that groups and individuals do when interacting with an intervention and how they make sense of it, many intervention studies have successfully utilized NPT as a framework to guide research to more fully understand the implementation process [26]. Despite the recommended involvement of patients and members of the public within implementation research [27] and widespread assumptions that consultation work can help researchers anticipate stakeholders’ needs, capacities, and priorities [28], the MRC guidelines on process evaluation [18] report substantial empirical uncertainty regarding the value of Patient and Public Involvement (PPI) work. However, stakeholders are likely to offer insights beyond the acceptability of digital interventions (eg, predicting intervention implementation barriers during testing) and arguably have a right to be involved in research, which impacts them. Adding the insight of carers, service users, and mental health staff should lead to a clearer understanding of barriers and facilitators to implementation.

To the best of our knowledge, only one other study has [29] explored staff, carers, and service users’ perspectives of acceptability and implementation of a digital intervention for psychosis before engagement. Inclusion of these stakeholders enabled potentially diverse perspectives to be integrated into system design requirements for a mobile intervention for people who were considered to have treatment-resistant schizophrenia. Although this study is in a different population, the inclusion of multiple perspectives is a strength that could be applied to the prospective investigation of stakeholder engagement with digital interventions. In addition, there is little longitudinal research comparing stakeholder predictions pre-intervention with what happens when people interact with a digital intervention. Developing implementation theories for the EMPOWER intervention based on the expectations of staff, service users, and carers within a longitudinal process evaluation will allow for the assessment of the accuracy and the changing nature of these predictions over time, potentially highlighting the value of contextual knowledge that comes from consulting with stakeholders. We anticipate that developing an a priori implementation theory derived from stakeholder consultation will enhance implementation of the intervention in the context of a clinical trial and provide meaningful data to enable later generalization into clinical practice, a clear priority for services [15,17].

This study aimed to summarize the implementation expectations expressed within focus groups by mental health staff, carers, and service users in consultation work before a clinical trial to be able to compare these with the actual experiences of implementation observed within a feasibility study.

Methods

Design

This study forms part of the qualitative phase conducted before a cluster randomized controlled trial for the EMPOWER intervention (ISRCTN: 99559262). The methods are reported in line with the consolidated criteria for reporting qualitative research reporting recommendations for qualitative work [30]; a full checklist can be seen in Multimedia Appendix 1. Before the start of the study, ethical approvals were provided by West of Scotland REC (16/WS/0042) and Melbourne Health (REC/15/MH/344). Managerial approval was given by National Health Service Greater Glasgow and Clyde (NHSGG&C; GN14CP229) and North Western Mental Health Services (Project Number: 2015.286). The protocol is available in the National Institute of Health Research website [31]

Eligibility and Recruitment

All participants came from 1 health board area in the United Kingdom and 1 in Australia, where the intervention will be tested in a multisite clinical trial. Staff who support people with psychosis within Community Mental Health Services (CMHS) were invited to take part through initial researcher contact with clinical team leaders. Service user participants were invited to take part in focus groups through mental health staff and organizations providing support or representation to people with mental health difficulties. Service user participants were eligible if they were in contact with CMHS, had experienced a relapse within the previous 2 years, had received a diagnosis of Diagnostic and Statistical Manual of Mental Disorders-5 psychosis-related condition, and were able to provide informed consent. People who identified as carers for someone with psychosis were recruited from both mental health services and support organizations.

Focus Groups

Using focus groups rather than individual interviews enabled respondents to interact with and respond to the ideas and comments of other participants with whom they shared a role [32]. Focus groups were held in private rooms (of either CMHS or support organizations) and conducted by members of the research team using a topic guide. We did not collect demographic data beyond whether the participant was a carer, service user, or mental health staff. Following best practice guidelines [18], we used an explicit theoretical framework to guide our focus group schedule. An interview schedule informed by NPT [33] was developed to explore stakeholders’ expectations. A copy of the topic guide for each of the stakeholder focus groups is provided in Multimedia Appendices 2-4.
A total of 25 focus groups were held across Melbourne and Glasgow from July 20, 2016, to September 9, 2017. Participants were 88 mental health staff, either working in the NHS in the United Kingdom (n=54, 9 focus groups) or NorthWestern Mental Health (public run) services in Australia (n=34, 4 focus groups). Focus group length ranged from 57 min to 2 hours and 9 min. A total of 21 service users were recruited from the United Kingdom (n=5, 3 focus groups) and Australia (n=16, 4 focus groups) and 40 carers from the United Kingdom (n=20, 2 focus groups) and Australia (n=20, 3 focus groups). Carers and service users received UK £20 or Aus $40 for participation. Staff received no cash reimbursement and participated during their usual working day. All participants gave written consent before taking part. All focus group facilitators (AG, SB, AC, ML, JG, JH, JF, and SA—a mix of genders) identified themselves as researchers to conduct the research and were transparent if they also held a clinical role. All participants received a presentation about the EMPOWER intervention. The focus groups were audio recorded and then transcribed verbatim. NVivo software (QSR International) was utilized to perform analysis.

**Reflexivity**

SA is a Doctor of Philosophy student investigating the implementation of digital interventions for psychosis. Facilitating focus groups was a task shared by all coauthors. Data analysis was primarily completed by SA, who has previously utilized qualitative methods. Supervision and code checking for all analysis (including discussions about saturation) were provided by AG and HM, both of whom are clinical psychologists. AG is chief investigator for the EMPOWER study and was responsible for the overall design and conduct of the research.

**Data Analysis**

The analysis comprised 2 stages. Thematic analysis is a qualitative method used to construct, analyze, and report on patterns within text data [34]. This is commonly utilized within qualitative aspects of process evaluations to identify key barriers and facilitators for implementation of a diverse range of digital interventions [35-37]. In stage 1, we performed an inductive thematic analysis [34] for each unique stakeholder group in turn. This was justified because in a pilot clinical trials such as EMPOWER, study evaluators are encouraged to use exploratory research to identify facilitators and barriers to interventions so that strategies can be put in place in time for an evaluation of effectiveness [18].

For stage 2, the MRC process evaluation framework [18] was identified as a suitable deductive coding framework [38] for placing the themes in an implementation theory context more relevant to the needs for a feasibility study where it may be too early to decide if normalization should be the goal. This was the rationale for moving away from our original plan (EMPOWER ISRCTN: 99559262) to use the NPT [39] framework for qualitative work. The MRC framework goes beyond barriers and facilitators to implementation and provides a taxonomy of implementation constructs. Expected barriers and facilitators (on their own) can be seen as singular aspects of a predicted overall process. However, during the analysis of focus group conversations, it was clear that barriers and facilitators were expected to interact together into an overall expected implementation process for EMPOWER. Therefore, we selected implementation constructs from the MRC process evaluation to structure our barriers and facilitators findings in a theoretically driven hypothetical implementation theory (presented as a deductive framework) for the EMPOWER trial:

- Reach (whether service users are expected to consent to take part)
- Fidelity (whether the intervention is expected to be used as described)
- Context (contextual factors expected to affect, or be affected by, the implementation process)
- Implementation (what successful implementation would look like in practice, beyond a trial)

Coding and analyzing the data within this framework resulted in the implementation issues highlighted during inductive analysis being more meaningfully constructed as implementation barriers and facilitators. Through our initial thematic analysis, we developed 16 themes (Table 1). The implementation diagram (Figure 1) represents implementation expectations for the EMPOWER intervention across staff, service users, and carers with facilitators (green) and barriers (red) within the implementation framework. The framework analysis was completed across all stakeholder groups simultaneously.

Both stages of qualitative analysis were completed by SA and triangulated through discussion with AG and HM. Resource limitations meant that strategies such as member checking (where participants check over themes proposed by the researcher as an interpretation validity check [40]) were not utilized. However, it has been highlighted that employing this technique may increase the validity of findings in qualitative research exploring user views of digital interventions in psychosis [41] and better ensure participant views have not been misrepresented.
Table 1. Themes from stage 1 analysis.

<table>
<thead>
<tr>
<th>Stakeholder group</th>
<th>Expected implementation barriers</th>
<th>Expected implementation facilitators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff</td>
<td>Service users viewed as having chaotic lives</td>
<td>Service user youth</td>
</tr>
<tr>
<td></td>
<td>Service user paranoia</td>
<td>Clinical usefulness of data</td>
</tr>
<tr>
<td></td>
<td>Uncertainty about whether early warning signs data are useful in early intervention services</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>App providing decontextualized data</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Lack of staff time</td>
<td>—</td>
</tr>
<tr>
<td>Carers</td>
<td>Service user having previous negative experiences with mental health services</td>
<td>More attuned clinical responses</td>
</tr>
<tr>
<td></td>
<td>Service users inputting inaccurate data</td>
<td>Carer support for trying something new</td>
</tr>
<tr>
<td>Service users</td>
<td>Data privacy concerns</td>
<td>Having access to own data</td>
</tr>
<tr>
<td></td>
<td>Concern the app will replace service access</td>
<td>Wanting own data to be accurate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Importance of good user experience</td>
</tr>
</tbody>
</table>

Note: Some cells are empty as there were fewer themes constructed.

Figure 1. A diagram of the hypothetical implementation framework.

Results

The first part of the Results section introduces the inductive thematic analysis (as shown in Table 1) and offers example quotes as an attempt to illustrate our analysis transparently.

Inductive Results

Mental Health Staff Implementation Expectations

Implementation Facilitators

Youth

Many staff predicted that young people (eg, those accessing early intervention services for psychosis) were more natural consumers of digital interventions. Staff perceived young service users as being both familiar with and highly able to use digital technology. Staff also expected that older service users would find the intervention harder to use and to be too burdensome for this reason. These assumptions appeared commonplace throughout discussions in both the United Kingdom and Australia:

*I do think it’s going to be a good thing in the long term, but there’s going to be clients that don’t fit into it now as well as. Because I think the next generation of people coming through are going to have been grown up with technology and are going to be okay with using it...* [Participant 8, Staff group 11, Australia]
Clinical Usefulness
Most staff appeared cautiously optimistic about the value of the data from the EMPOWER app and believed that it could be useful for their clinical practice by enabling staff to tune themselves into the changes in early signs and the broader context for these changes. In this particular illustrative quote, staff members highlighted how they expected EMPOWER data could draw their attention to patterns and links between stress and psychotic symptoms in the life of a service user:

You see where the stressors are, what times, what the patterns are, the patterns would be so clear. [Participant 1, Staff group 2, United Kingdom]

Implementation Barriers
Service Users Viewed as Having Chaotic Lives
Staff reported that service users with a chaotic life would struggle to use the intervention. Staff viewed those individuals with chaotic lives as being the most vulnerable to relapse. Chaotic lives was a complex term referring to multiple factors including service users having difficulties with reflecting on their own experiences, having lack of insight, poor social or cognitive functioning, avoidance of services, or an inability to retain a mobile phone. These factors were considered in the context of the influence of a broader context of social deprivation or financial problems leading to users selling a provided mobile phone for cash:

It sounds like there’d be quite a specific group of patients that would benefit from this in terms of the people who are able to kind of reflect, who are you know, their lives aren’t so chaotic that they can’t keep hold of a mobile phone, you know, it doesn’t end up somewhere else or in someone else’s hands or whatever, and it’s—I think it will be really useful for people who are functioning at that level and are able to reflect on things like that, but I guess it’s—I suppose I’m just thinking it’s a shame because it’s often the people I suppose who I wonder might be at more risk of more kind of relapsing or being lost in the system somehow and becoming very unnerved, are maybe already a bit too chaotic or functioning at too poor a level supposed to be able to make use of something as helpful potentially as this. [Participant 1 Staff group 7, United Kingdom]

Uncertainty About Whether Early Warning Signs Data Are Useful in Early Intervention Services
Despite the optimistic expectation staff held about younger service users engaging with the intervention, staff from early intervention services discussed some different implementation barriers not present in other focus groups. For instance, the early stages of psychosis can be an uncertain time for clinicians because EWS of relapse might not be established yet. As illustrated below, a staff member from an early intervention service within the United Kingdom highlighted that the EMPOWER intervention might face a different implementation barrier because the data gathered via the app might have limited utility for staff in predicting relapse:

It’s a trial but it is quite on the edge of relapse, which is risky. With our patient group, relapse signature is not that familiar because of early on. So, you’ve not got that history to learn from. [Participant 2, Staff focus group 3, United Kingdom]

App Providing Decontextualized Data
Many staff expressed the concern that the quantitative self-reported data gathered from service users through their usage of the app lacked the context that comes from typical interactions staff have with service users. Overall, data alone were understood as being potentially unhelpful without the clinical experience of staff members to interpret these data. Staff valued their knowledge and relationship-based experiences of service users as a basis for making decisions concerning the risk of relapse. There was an additional concern that the quantity of data could also potentially block effective decision making. An example of this can be seen below where a staff member highlighted that if information from the EMPOWER app implies that a service user is relapsing, they would not feel comfortable acting on this information alone:

a bit of an overload of information perhaps if we’re getting like you know three or whatever plus messages from the app a day and we’d need to do a management plan around...at presentation and a big limitation in that sort of context is that you don’t...it’s difficult to get a feel from the person about what is happening for the person... [Participant 3]

missing out on the interpersonal context [Participant 4, Staff group 12, Australia]

Service User Paranoia
Although the EMPOWER intervention was commonly described by staff to be an acceptable tool for managing relapse in at least some service users, they also perceived the intervention would not be acceptable to others. One common implementation barrier expected by staff was that service users with paranoid and/or delusional beliefs about technology would not engage with the intervention. This implementation expectation appeared grounded in expectations about how changing levels of paranoia will vary with technology affinity and competence. Conversations about service users who have technology-focused beliefs were frequent throughout staff focus groups and can be exemplified in the quote below where a staff member wonders aloud if EMPOWER would work for someone who already has such concerns about digital technology. Furthermore, this staff member highlighted that these beliefs could become more pronounced in the context of relapse:

I’m thinking about one of my service users in particular who, when he becomes unwell, his phone is actually part of his delusional belief system, and he becomes obsessive about certain part of it; so I’m wondering how that would work for him? [Participant 4, Staff group 6, United Kingdom]
Staff reported having many other competing demands on their time and limited resources to do their jobs. Staff frequently referred to a lack of capacity in the system and resource constraints. Several mental health staff even reported the lack of available resources within the mental health system and were concerned that digital technologies might one day replace their jobs. In the example below, the other participants in the focus group agree with participant 1, expressing concern about the potential lack of staff capacity for the implementation of EMPOWER:

> It definitely makes sense, in that my only worry about it is that thinking about my caseload at the moment and I just don’t know where we’d have the capacity to be working with it. [Sounds of Agreement from Other Participants] Particularly because it’s psychosis and schizophrenia illness and how disabling that is...erm, to people. [Participant 1, Staff group 2, United Kingdom]

**Carers’ Implementation Expectations**

**Implementation Facilitators**

**More Attuned Clinical Responses**

Many carers expressed the view that routine monitoring and access to chart data could result in more attuned responses from mental health services because the data would indicate when support was needed. They believed that this would result in their loved one engaging with services when necessary, and services having a response that was experienced by their loved ones to be more relevant, timely, and acceptable. As demonstrated in the example below, carers state that they expect themselves to have a role in starting the help-seeking process:

> if the chart was, you notice yourself it’s is negative, they are definitely going down the tube, you will encourage them, if they don’t see their doctor on a regular basis, that we should go and visit a doctor. [Participant 2, Carer group 3, Australia]

**Carer Support for Trying Something New**

Aside from reporting implementation concerns for EMPOWER, carers also said it was essential to try out new interventions aimed at improving the lives of people with psychosis. Throughout all focus groups, it seemed clear that carers valued that clinical researchers were attempting to introduce innovation and were supportive of the role of research. Although carers were cautious about how successful their encouragement may and were supportive of the role of research. Although carers were cautious about how successful their encouragement may be, they appeared keen to encourage ongoing usage of self-monitoring interventions by people who they support:

> if we [as carers] had a good working understanding of it [EMPOWER] I’d find it easier to say to her “oh how are you getting on with the app?” and just encouraging her with it if she was happy to be encouraged, yeah. So, I think that’d be really good. [Participant 5, Carer group 1, United Kingdom]

**Implementation Barriers**

**Service User Having Previous Negative Experiences With Mental Health Services**

However, similar to staff, carers frequently expressed that they expected the intervention to face multiple implementation barriers. Carers were nearly unanimous that the previous experiences of people with psychosis accessing services are likely to shape the reach of the intervention. This can be seen in the example below, where a carer predicts that her son is unlikely to use the EMPOWER intervention because of his previous autocratic experience dealing with mental health services. However, she remains cautiously optimistic about the implementation potential for the intervention of service users with different experiences:

> I just...in my son's case, he wouldn’t use it. He just wouldn’t use it. And that’s down to the experiences he’s had with what he says is the mental health authorities. He’s really...but for people who are open to it, it would be terrific. [Murmur of agreement from other participants] [Participant 7, Carer group 5, Australia]

**Service Users Inputting Inaccurate Data**

Carers reported widespread concern that their loved ones may inaccurately input data. Throughout focus groups, this was understood as a function of concerns that their loved ones would downplay or minimize their experiences to avoid unwanted responses and interventions from services that they believe could result from accurate data input:

> I suppose in some people if they are trying to be over positive and not give the truth. [Participant 3, Carer group 1, United Kingdom]

**Service Users’ Implementation Expectations**

**Implementation Facilitators**

**Having Access to Own Data**

Service users expected that having access to their data could be a useful source of learning about and becoming attuned to their well-being. Focus group discussions highlighted that psychotic experiences and general well-being are very changeable for service users. Data access appeared understood as a potential way to explore and learn about possible patterns, which might exist in these same well-being changes. In this particular example, a service user remarks that having data might encourage them to use the app because they feel that they are not currently aware of how their well-being fluctuates:

> I would use them to see what’s making me happy, what’s doing my head in. How is my sleep schedule, am I getting ill. It’s just understanding your own mind better than when you’re doing it yourself. Because you’re not really aware of all these things. You forget what you done yesterday. [Participant 1, Service user group 1, United Kingdom]
Wanting Own Data to Be Accurate

Service users reported valuing having their data and expressed an awareness that for EMPOWER to work optimally, data entry will need to be accurate. In recognition of this, service user participants reflected on the importance of responding to the survey to the best of their ability. In the example below, a participant describes this being an implementation facilitator because inaccurate data would make the app data meaningless and would not confer any benefit:

    don’t lie to yourself because if you lying to the app the you are lying to yourself and basically you are not doing anyone any favours. [Participant 2, Service user group 5, Australia]

Importance of App Providing a Good User Experience

Service users highlighted the importance of the app being appealing to use and the proposed message content being relevant and nonpatronizing. In the example below, a service user highlighted how they would feel infuriated if they were made to feel patronized. However, they stated that if they had control over what content they had to read, this would improve acceptability. Discussions such as this were commonplace and suggested that service users’ perceptions of intervention content were a vital implementation expectation:

    Participant 1: Yeah. There’s a risk that it might be a wee bit patronising. Just a risk, I don’t know. I know that me personally if I was feeling down in the dumps and I got a message saying “go for a walk”... [laughs]
    Researcher 1: “Pull your socks up.”
    Participant 1: Yeah. It may infuriate me. But maybe if I had the option to read the message, I was choosing to read the message, it wouldn’t be so annoying.
    [Service user group 1, United Kingdom]

However, user experience conversations were not limited to intervention content. Discussions about the importance of how the app looks were common throughout focus groups. In the example below, a participant highlighted the importance of the intervention providing good experience through aesthetics. Therefore, the importance of user experience seems to envelop both intervention content as well as the package in which the intervention is delivered:

    if it looks decent, if it doesn’t look like a ten-year-old made it. Yeah. It has to be engaging and it look visually... that’s pretty important to me. Not what I stand for, a ten-year-old [Participant 3, Service user group 7, Australia]

Implementation Barriers

Data Privacy Concerns

Some service users stated that EMPOWER might be unacceptable to them because of expected paranoia. However, more common concerns were expressed regarding the privacy of data inputted into the app. The example below suggests that the service user is already concerned about threats to their privacy/autonomy and highlights that they are wary because their information will be sent to the treating team. Although this specific example highlights concern about information going to mental health staff, the focus group conversations also revealed concerns about other people, such as government employees or hackers, getting access to personal data. Therefore, this theme may reflect existing privacy concerns in the lives of service users. Although service users were generally accepting of the intervention regarding its role in supporting self-monitoring, they were cautious and guarded about being monitored by others, particularly mental health services:

    Participant 3: We know that nothing is essentially private, well I happen to know that nothing that you tell any counsellor or social worker, nurse, therapist, anything, everything you tell them can be transferred even if it’s just in the lounge in the kitchen during lunchtime “oh blah de blah de blah.” We know they share information about us. We know they... um there is no privacy. Well I know it.
    Participant 1: Uh what was the question again?
    Researcher 1: It’s really about the security arrangements and confidentiality with app as we have explained if, there is any concerns or comments about that?
    Participant 3: Totally, it’s going to be sending information to the treating team [Service user group 7, Australia]

Concern App Will Replace Service Access

Service users throughout focus groups described accessing mental health services as a source of support in managing their well-being. The EMPOWER intervention was described as likely to encounter implementation barriers if the technical side of the intervention was perceived to be replacing high-touch human connection. In the example below, a service user participant highlighted that the digital intervention on its own would be a poor substitute for dealing with a person who knows them:

    seems a poor substitute for seeing a person that knows you [Participant 2, Service user group 1, United Kingdom]

Deductive Results

Barriers impacting upon reach (who consents to participate in the trial) are expected early in the implementation process. For example, carers expect that service users with previous negative experiences such as coercive treatment will be less likely to consent to the study (a reach barrier). Mental health staff expected that service users who have low general levels of functioning and/or high levels of paranoia would not consent or struggle to use the app if they do. However, mental health staff expected that younger service users would be more likely to be willing to participate in a digital intervention study because their generation are digital natives. Implementation issues that impact upon fidelity (such as service users inputting inaccurate data) are expected slightly later in the implementation process. However, even if the implementation is successful (with service users completing daily self-monitoring) and the data are perceived to be an accurate reflection of their mental state—problems in using EMPOWER data for relapse prevention are still expected. For example, staff predicted that
EMPOWER data will not be applicable within the context of early intervention services because EWS of relapse will still be unclear for people experiencing first episode psychosis (an implementation barrier). Barriers such as a lack of staff time were constructed as a predicted barrier across all levels (ie, expected to impact upon everything from service user consents into a feasibility study all the way up to generalizing into clinical practice if clinical outcomes in a definitive randomized controlled trial were favorable). The results of this deductive analysis can be seen in Figure 1.

Table 1 presents the themes as barriers and facilitators constructed during the inductive analysis.

Figure 1 presents the hypothetical implementation framework that scaffolds both barriers and facilitators themes that came up during focus group discussions. The diagram shows that throughout all stages, barriers and facilitators reach, fidelity, and implementation were constructed as coming from context.

Discussion

Principal Findings

This study is among the first to assess and record implementation expectations across mental health staff, carers, and service users for a newly developed digital intervention for psychosis in advance of testing in a clinical trial, building on previous multistakeholder work [29]. We have identified and theoretically framed the most common implementation expectations expressed by mental health staff, service users, and carers in advance of the EMPOWER clinical trial. Understanding the context behind empirical outcomes from novel digital mental health interventions is key in deciding if an intervention can be easily implemented within current practice [16] or will require significant resources and effort to do so [42]. Within a standard implementation science approach, context is defined as a shared environment, which can provide either barriers or facilitators for implementation [18]. However, within a complexity science–informed understanding, context is defined by an intervention interacting with multiple enacted environments of different social actors [43]. Although the MRC process evaluation framework provides a theoretical framework, creating the framework shown in Figure 1 means that it is more tailored to the clinical context of relapse management as reported by carers, mental health staff, and service users. Our findings provide a complexity science–informed account of how different stakeholders expect EMPOWER to interact within the multistakeholder actions that already occur during routine relapse prevention.

Key to the proposed framework (Figure 1) is a similarity between groups regarding expectations of what would constitute successful implementation. For successful implementation, it was agreed that EMPOWER must enable service user participants to self-monitor to a level of granularity that results in data allowing for visualization of potential personal indicators of relapse while also giving a comprehensive insight into overall service user mental health. Despite this implementation expectation appearing similar across groups, there were some role differences between staff, service users, and carers. The context of health care settings is constructed as being institutionalized [44] because behaviors by social actors are described in terms of the roles people are expected to act out. Our findings suggest that implementing the use of EMPOWER data in relapse prevention is only expected to be successful if the data are symbolically meaningful [15] to each stakeholder’s role. For example, in the case of staff, this means having data that enables them to understand better how a participant feels and can help them differentiate EWS of relapse from a false alarm. For carers, useful data were constructed as staff becoming more attuned and being able to differentiate relapse signals from false alarms. Although both staff and carers emphasized data access as being an implementation facilitator that could improve service responses, service users were more curious about the impact of having access to a record of their self-reported day-to-day well-being. Previous qualitative research conducted with service users exploring potential [29,41,45] and actual [46] acceptability of digital self-management interventions for psychosis has reported that having access to personal data may have positive impacts such as enhancing self-management. However, this previous study also highlights more negative impacts reported by service users such as creating concerns about data privacy [41] and paranoia [46] and that using digital interventions may eventually lead to a reduction in mental health services [41]. Therefore, the mixed findings from our study appear mainly in line with previous research.

Similar to previous work exploring hypothetical implementation expectations held by staff, service users, and carers for a digital intervention for an online portal for schizophrenia [29], we found key differences in implementation expectations across staff, service users, and carers. Service user implementation expectations for both barriers and facilitators most frequently focused on individual experience. For example, the importance of EMPOWER providing a good user experience was highlighted as a key implementation facilitator throughout all stages of the implementation process and will be very important for sustained intervention use. User experience has been described as a neglected area within digital intervention research [47] and psychosis more specifically [48]. A recent study examining a mobile health platform for clinical monitoring in psychosis indicates that implementation was low because of the app frequently crashing [49], perhaps highlighting the importance of exploring user experience in implementation research. Carers (similar to findings from previous qualitative work [50]) and staff generally reflected how they foresee EMPOWER influencing service user interactions with staff. Furthermore, staff foreseeing digital interventions having an impact on staff roles and responsibilities is similar to previous qualitative research work conducted with mental health staff [29,51]. Carers expected that previous negative experiences of mental health care could act as a barrier toward initial engagement with the app. For carers, this expectation appeared to be related to a fear that EMPOWER would come to emulate existing dynamics within relapse prevention that can block timely communication of EWS. These findings are in line with previous research demonstrating that different stakeholders can hold different perspectives on digital mental health interventions [29,52,53] and suggest value in seeking out all relevant stakeholder perspectives.
This consultation work was helpful to the EMPOWER study because it highlighted key concerns of key stakeholders. For example, staff reporting a concern that app-generated data would be decontextualized data that may not be useful for clinical decision making. Going forward into the feasibility study, the role of a clinician in triaging data from the intervention to place app data within a meaningful context was emphasized to staff during recruitment.

Limitations
This study has several limitations. First, focus groups may result in some participants feeling reluctant to share their views fully. Second, the implementation barriers and facilitators highlighted in this paper were those that were most commonly discussed throughout the focus groups. However, the quantity of discussion of barriers and facilitators may not equal their importance or relevance [54]. Third, participants were given a presentation that covered the EMPOWER rationale and how the intervention works. Participants might have formed different expectations if they were presented with an actual prototype. A recent recommendation for undertaking complexity science–informed implementation research within health care services is to abandon attempts to simplify implementation research but rather explore implementation more inductively from multiple perspectives [55]. Therefore, there is a concern that adopting existing implementation taxonomy from the MRC process evaluation framework [18] within our analytic approach may have overly simplified construction of the hypothetical implementation framework. Moreover, following the NPT framework in designing research questions may have minimized the range of potential responses from participants. Finally, PPI can range from consultation to stakeholders having decision making over the aims and conduct of a study [56]. Therefore, these findings should be considered in light of them coming from consultation and not direct stakeholder involvement.

Conclusions
The field of digital self-monitoring interventions in psychosis is rapidly expanding [46,48], and there is a need to optimize interventions for implementation. One critical implementation-focused strategy is intervention co-design with stakeholders to develop digital psychosis interventions more suitable to the needs of end users [57,58]. After completion of the EMPOWER feasibility trial, we will utilize observations amassed during the trial to base comments on how stakeholder expectations identified from this analysis compare with actual trial implementation. This qualitative work done in advance of the EMPOWER trial provides insight into very early implementation expectations that form when people are first told about a digital intervention. These implementation expectations extend across different levels of implementation [59], from early engagement to posttrial implementation—indicating that expectations are complex and wide ranging. Our results suggest that potential participants may quickly form implementation-related expectations about interventions and make predictions about how they (and others) will interact with the intervention. These findings indicate that potential participants do not arrive at interventions in a naïve state and may develop expectations and assumptions about new technology before they even use it for themselves.
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Abstract

Background: Point of sale (POS) advertising is associated with smoking initiation, current smoking, and relapse among former smokers. Price promotion bans and antismoking advertisements (ads) are 2 possible interventions for combating POS advertising.

Objective: The purpose of this analysis was to determine the influence of antismoking ads and promotions on urges to smoke and tobacco purchases.

Methods: This analysis examined exposure to graphic (graphic images depicting physical consequences of tobacco use) and supportive (pictures of and supportive messages from former smokers) antismoking ads and promotions in a virtual convenience store as predictors of urge to smoke and buying tobacco products among 1200 current cigarette smokers and 800 recent quitters recruited via a Web-based panel (analytical n=1970). We constructed linear regression models for urge to smoke and logistic regression models for the odds of purchasing tobacco products, stratified by smoking status.

Results: The only significant finding was a significant negative relationship between exposure to supportive antismoking ads and urge to smoke among current smokers (beta coefficient=−5.04, 95% CI −9.85 to −0.22; P=.04). There was no significant relationship between graphic antismoking ads and urge to smoke among current smokers (coefficient=−3.77, 95% CI −8.56 to 1.02; P=.12). Neither relationship was significant for recent quitters (graphic: coefficient=−3.42, 95% CI −8.65 to 1.81; P=.15 or supportive: coefficient=−3.82, 95% CI −8.99 to 1.36; P=.20). There were no significant differences in urge to smoke by exposure to promotions for current smokers (coefficients=−1.06, 95% CI −4.53 to 2.41; P=.55) or recent quitters (coefficient=1.76, 95% CI −2.07 to 5.59; P=.37). There were also no differences in tobacco purchases by exposure to graphic (current smokers: coefficient=0.93, 95% CI 0.67 to 1.29; P=.66 and recent quitters: coefficient=0.73, 95% CI 0.44 to 1.19; P=.20) or supportive (current smokers: coefficient=1.05, 95% CI 0.75 to 1.46; P=.78 and recent quitters: coefficient=0.73, 95% CI 0.45 to 1.18; P=.20) antismoking ads or price promotions (current smokers: coefficient=1.09, 95% CI 0.86 to 1.38; P=.49 and recent quitters: coefficient=0.90, 95% CI 0.62 to 1.31; P=.60).

Conclusions: The results of this analysis support future research on the ability of supportive antismoking ads to reduce urges to smoke among current cigarette smokers. Research on urges to smoke has important tobacco control implications, given the relationship between urge to smoke and smoking cigarettes, time to next smoke, and amount smoked.

(J Med Internet Res 2019;21(10):e14143) doi:10.2196/14143
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Introduction

Background

Tobacco advertising promotes tobacco use, which results in 480,000 deaths each year in the United States [1]. In 2015, tobacco companies spent approximately US $8.5 billion, or 95% of their advertising budget, on the tobacco retail environment, otherwise known as the point of sale (POS) [2]. POS marketing influences susceptibility to smoking among youth [3,4] and quitting behavior among adults [5,6].

Moreover, 2 common and effective POS marketing techniques are tobacco displays (ie, large, colorful displays of tobacco products often referred to as power walls [7]) and price promotions, such as coupons and multipack discounts [8]. Tobacco displays and other forms of protobacco advertising at the POS have been associated with cravings to smoke among current and former tobacco users [9]. Tobacco displays are also associated with susceptibility to smoking among youth, fewer successful quit attempts among adults, and unplanned purchases of tobacco products among tobacco users [3,5,6,10-12].

Promotions are used by tobacco companies to offset price increases caused by tobacco control policies, such as taxes [13]. Promotions have been associated with current smoking among youth [4] and purchasing larger quantities of cigarettes per store visit among adult smokers [14]. Researchers found that New York State counties with a greater number of retail cigarette promotions between 2004 and 2008 also had a higher youth smoking prevalence [4]. Similarly, another study of combustible tobacco users living in the rural United States found that those who used promotions purchased more cigarettes [14].

Furthermore, 1 potential method of countering the effects of tobacco displays and promotions is antitobacco ads [9]. These ads, particularly those with emotional components (such as personal stories and graphic images), have been associated with higher odds of quitting smoking among US adult smokers [15]. In 2009, New York City posted graphic antismoking warning signs in tobacco retail stores [9]. After the warning signs were posted, visitors to New York City retail stores who viewed the warning signs (and protobacco advertising) were significantly more likely to report that the signs made them think about the health risks of smoking or quitting smoking compared with those who visited the stores before the warning signs were posted [9]. Similarly, graphic warning labels on cigarette packs have been associated with lower cravings to smoke [16].

However, 1 study suggests that antismoking ads (referred to hereafter as antismoking ads) may not be effective [17,18]. In a virtual shopping experiment [17], researchers exposed adult current cigarette smokers and recent quitters to either a closed tobacco display with no advertising or a closed display with a graphic antismoking ad. The researchers did not find any differences in urge to smoke or purchase attempts based on exposure to the antismoking ads. The US Food and Drug Administration implemented the first national POS antismoking media campaign, Every Try Counts [18], in 2018. The campaign targets adult cigarette smokers, particularly those who are trying to quit smoking cigarettes despite multiple failed quit attempts.

The campaign involves placing supportive antismoking ads that depict former smokers who appear to be in good health, and the ads contain prosmoking cessation messages such as If at first you don’t succeed, try, try again. These messages are designed to promote quit attempts among adult cigarette smokers in convenience stores around the United States. Evaluation of the campaign is currently underway.

Another approach to countering protobacco advertising at the POS is banning price promotions. These bans prevent retailers from discounting tobacco products (such as buy 1 get 1 free or US $1 off) and, therefore, have the potential to influence consumer tobacco purchases [19]. Several counties and US states have enacted price promotion bans. As of March 2018, 13 local governments in Massachusetts (Chelsea and Winthrop), Michigan (East Lansing), Minnesota (North Branch and Wyoming), New York (New York City), Rhode Island (Providence and Central Falls), Texas (Rockport and Magnolia), and Washington (Cheney, Spokane, and Millwood) had passed regulations to counteract price promotions on tobacco products. These areas passed minimum prices on cigarette packs, prohibited or restricted the ability of retailers to redeem coupons or use price-reduction promotions (eg, multipack discounts), and set a minimum pack size and prices for tobacco products other than cigarettes (eg, cigarillos and cigars) [20].

Objectives

To further understand the potential effects of antismoking ads, price promotions, and their combined effect on urges to smoke and tobacco purchases, we used RTI iShoppe (iShoppe), a virtual convenience store developed by RTI International, to conduct an experiment that used a virtual convenience store to vary these aspects of the retail environment. Virtual stores, which simulate a retail shopping experience, are helpful for evaluating the effects of new or potential tobacco control approaches. We created different versions of convenience stores in iShoppe to test the effects of antismoking ads (graphic ads, supportive ads, or no ads) and price promotions (present vs absent) on urges to smoke and tobacco purchases among current and former cigarette smokers. Graphic ads contain graphic depictions of the physical consequences of tobacco use. Supportive ads include pictures of and supportive messages from former smokers who appear healthy. This research has the potential to contribute to the existing evidence base for the use of antismoking ads and price promotion bans (as well as a combination of the 2) as tobacco control measures at the POS.

Given the evidence establishing a relationship between warning images and cravings to smoke [16], we hypothesized that participants exposed to antismoking ads would report lower urges to smoke and purchase fewer tobacco products in iShoppe. We also hypothesized that participants exposed to price promotions would report greater urges to smoke and be more likely to purchase tobacco products than those who were not exposed to promotions. In addition, given the differences in responses to advertising by smoking status [21-23], we hypothesized that smoking status would serve as an effect modifier of the relationship between the tobacco control measures and outcomes examined in this analysis.
Methods

Participants
We used Lightspeed’s Web-based survey panel to recruit a national convenience sample of 1200 adult current cigarette smokers and 800 recent quitters. First, potential participants completed a screening survey to ensure that they met the inclusion criteria. Current cigarette smokers or recent quitters older than 18 years were eligible to participate. Current smokers were participants who had smoked at least 100 cigarettes in their lifetimes and who reported that they currently smoked every day or some days. Recent quitters were participants who had smoked at least 100 cigarettes in their lifetimes and who reported that they currently smoked every day or some days. Recent quitters were participants who had smoked at least 100 cigarettes in their lifetimes and who reported that they had quit smoking within the past year.

Study Procedures
iShoppe is a 3-dimensional (3D) virtual environment based on an off-the-shelf model of a convenience store that was extensively customized using the Unity 3D interaction gaming software. Since the original version of the virtual store [24], which was based on feedback from focus groups, the store has been updated many times.

For this study, Lightspeed provided participants with a link to access the store. If the participant already had the Unity 3D player installed, the store loaded once the participant clicked on the link. If it was not installed, participants were provided with instructions on how to download it. The first screen displayed contained a list of instructions on how to use the store, including the keystrokes used to explore the store. Each participant was provided a budget of US $15 or US $20 for the experiment. In areas with higher tobacco product prices, a US $20 budget was given to ensure all participants could purchase tobacco products. Participants were informed of their budget and instructed to purchase whatever they wanted to purchase in the store (within the budget). Participants were provided instructions for completing their purchases and were given 10 min to complete the shopping task. Further information about iShoppe is available from previous publications [4,17,24-26]. After completing the shopping task, participants were routed to a survey that measured urge to smoke, recall of products and ads in the virtual store, usual tobacco purchasing behavior, and tobacco use.

Experimental Design
The study used a partially crossed 3 (antismoking ad type: graphic, supportive, or none) by 2 (antismoking ad placement: purchasable ad space only or purchasable ad space plus high-visibility ad space) by 2 (promotions: absent or present) design. Study conditions with no antismoking ads did not include variation by ad placement, making the design partially crossed. The experimental design contained 10 conditions (Figures 1-4, Multimedia Appendices 1 and 2). Approximately 200 participants were assigned to each condition (ie, 1200 current smokers and 800 recent quitters). However, this analysis focuses on the effects of antismoking ads and price promotions, but not placement of antismoking ads, because we were most interested in the main effects of antismoking ads and promotions. As a result, when we conducted the analysis, we collapsed conditions 3 and 5 (graphic ads and promotions banned [Figure 3]), 7 and 9 (supportive ads and promotions banned), 4 and 6 (graphic ads and promotions present), and 8 and 10 (supportive ads [Figure 4] and promotions present). Therefore, this analysis contains 2 variables (ad placement not included) and 6 conditions (Multimedia Appendix 3).
Figure 1. Condition 1: Antismoking advertisements are absent, and price promotions are banned.

Figure 2. Condition 4: Graphic advertisements (ads) are present in purchasable ad space (eg, interior and exterior windows, gas pump topper) and price promotions are present (text on poster on pillar reads "SPECIAL OFFER: Buy two packs, get one free").
**Figure 3.** Condition 5: Graphic advertisements (ads) are present in purchasable (eg, interior and exterior windows, gas pump topper) and high visibility (eg, by checkout counter, hanging from the ceiling between aisles) ad space, and price promotions are banned.

**Figure 4.** Condition 7: Supportive advertisements (ads) are present in purchasable ad space (eg, interior and exterior windows, gas pump topper), and price promotions are banned.
Variables

Outcome Variables

Urge to smoke was assessed immediately after completing the virtual store shopping task, on a scale from 0 to 100, with 0 indicating no urge and 100 indicating the strongest urge I have ever experienced. Purchasing 1 or more tobacco products of any kind (by clicking to purchase) was also an outcome variable. The tobacco products available for purchase in the virtual store were cigarettes, cigars (including cigarillos and little cigars), smokeless tobacco, and electronic cigarettes (e-cigarettes).

Independent Variable

The exposure variables were antismoking ad condition (graphic, supportive, or neither, the last of which is the reference category) and price promotion condition (present or absent, the latter of which is the reference category).

Antismoking Advertisement Condition

We used antismoking ads from Centers for Disease Control and Prevention’s (CDC) Tips from Former Smokers (Tips) national campaign. We chose these ads because they included graphic and supportive messages but were otherwise similar. We removed the CDC logo and placed national Quitline information (You can quit. Call 1-800-QUIT-NOW) at the bottom of all ads for consistency. Antismoking ads were placed in locations outside (gas pump toppers, walls, sandwich boards, ice chests, windows, and store entrance doors) and inside (interior windows and drink coolers) of the store that are typically available for purchase in most convenience stores. In the high-visibility condition, antismoking ads were also placed above the checkout counter (overhang) and hung from the ceiling in each center aisle.

Price Promotion Condition

The price promotion condition included special prices on specific items (eg, special price: US $0.50 off each pack) and discounts for buying more than 1 of the same product type (ie, multipack discounts). Promotions were placed on the tobacco display and ad posters for leading brands of specific tobacco products, including cigarettes, little cigars or cigarillos, smokeless tobacco, and e-cigarettes. The prices on the ads were customized based on each participant’s geographic location to reflect the tobacco product pricing and regulations in each state. In all conditions, the store contained a visible tobacco display behind the checkout counter and ads for tobacco products.

Covariates

Covariates included age (18-24 [reference category], 25-34, 35-54, and ≥55 years), gender (male [reference category] or female), race and ethnicity (non-Hispanic white [reference category], non-Hispanic black, Hispanic, or non-Hispanic, other race), education (less than high school, high school graduate, some college, or a college degree or greater [reference category]), and the frequency at which the participant visited convenience stores (coded as a range from hardly ever [1] to daily [5]). We also examined the number of days smoked in the past 30 days among current smokers.

Statistical Analysis

We excluded participants with missing values for our outcome variables of interest, resulting in an analytic sample of 1970 participants (98.50% of the original sample of 2000 participants).

Descriptive Statistics

We tested for an imbalance in demographic covariates across conditions, which can sometimes occur even with randomization. Demographic covariates were included in multivariable models if they varied by experimental condition at the $P$<.10 level [27].

Bivariate Statistics

Next, we conducted bivariate analyses to understand the relationship between antismoking ads, price promotions, and the outcome variables using $t$ tests for urge to smoke by price promotion; a 1-way analysis of variance for variance for urge to smoke by antismoking ad condition; and chi-square analyses for tobacco purchases by promotion and antismoking ad condition.

Interactions

Then, to assess the interaction effects of the 2 independent variables, we tested interaction terms for antismoking ad by price promotions. Interaction terms that were significant at the $P$<.10 level were included in final regression models.

Covariate-Adjusted Regression Models

Finally, we constructed linear regression models for urge to smoke and logistic regression models for tobacco purchases. As we hypothesized that there would be differences in reactions to the store environment based on smoking status, we stratified all models by smoking status. We included all covariates in regression models that varied at the $P$<.10 level, with the exception of days smoked in the past 30, which we did not include because the variable was only relevant for current smokers (not for recent quitters).

Results

Descriptive Statistics

More than half of participants were current smokers (1177/1970, 59.75%); 40.25% (793/1970) of the participants were recent quitters (Table 1). The largest age group included participants aged from 35 to 54 years (636/1970, 32.28%), and the majority of the sample was female (1349/1970, 68.48%). The sample was primarily non-Hispanic white (1581/1970, 77.04%), and almost half of the sample (859/1970, 43.62%) had a college degree or greater education. On average, current smokers in the sample reported smoking on 25.6 (SD 8.2) of the past 30 days.
Table 1. Demographics characteristics of participants in the RTI iShoppe antismoking ad and price promotion study (n=1970).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>1177 (59.75)</td>
</tr>
<tr>
<td>Recent quitter</td>
<td>793 (40.25)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>271 (13.76)</td>
</tr>
<tr>
<td>25-34</td>
<td>519 (26.35)</td>
</tr>
<tr>
<td>35-54</td>
<td>636 (32.28)</td>
</tr>
<tr>
<td>≥55</td>
<td>544 (27.61)</td>
</tr>
<tr>
<td><strong>Female, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1349 (68.46)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1518 (77.04)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>111 (5.64)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>189 (9.58)</td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>152 (7.74)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>42 (2.14)</td>
</tr>
<tr>
<td>High school graduate or General Educational Development degree</td>
<td>428 (21.71)</td>
</tr>
<tr>
<td>Some college</td>
<td>640 (32.54)</td>
</tr>
<tr>
<td>College graduate and beyond</td>
<td>859 (43.62)</td>
</tr>
<tr>
<td><strong>Days smoked in the past 30 (current smokers only), mean (SD)</strong></td>
<td>25.6 (8.2)</td>
</tr>
</tbody>
</table>

As expected, because of randomization, there were few differences in demographic characteristics between conditions. A greater proportion of participants in the antismoking ad condition (513/1579, 32.49%) reported attending some college compared with those in the no antismoking ad condition (111/391, 28.5%; $P=.049$). The antismoking ad condition also had fewer white participants (1146/1579, 76.2%) than the no antismoking ad condition (314/391, 80.2%; $P=.08$). Owing to these differences, race and ethnicity and education were included in all multivariable models.

Table 2. In-store behaviors and self-reported urge to smoke cigarettes by smoking status among participants in the RTI iShoppe antismoking ad and price promotion study (n=1970).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Antismoking ad condition</th>
<th>Price promotions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Graphic (n=789)</td>
<td>Supportive (n=790)</td>
</tr>
<tr>
<td>Purchased any tobacco, n (%)</td>
<td>338 (42.8)</td>
<td>345 (43.7)</td>
</tr>
<tr>
<td>Urge to smoke (1-100), mean (SE)</td>
<td>42.1 (1.2)</td>
<td>40.3 (1.1)</td>
</tr>
</tbody>
</table>

**Bivariate Statistics**

**Tobacco Purchases**

There was no difference in tobacco purchases by antismoking ad condition ($P=.78$) or price promotion condition ($P=.87$; Table 2).

**Urge to Smoke**

Bivariate analyses of the outcome variables by antismoking ad (Table 2) revealed a lower urge to smoke among participants who viewed antismoking ads (at the $P<.10$ level [$P=.08$]). However, there was no difference in urge to smoke by presence of a price promotion ($P=.58$).

**Interactions**

None of the interaction terms tested was significant at the $P<.10$ level for urge to smoke (current smokers: $P=.25$ for graphic ads by promotions and $P=.91$ for supportive ads by promotions; recent quitters: $P=.93$ for graphic ads by promotions and $P=.21$ for supportive ads by promotions), and therefore, the models of urge to smoke did not contain interaction terms. In the models of tobacco purchases, $P$ values were .08 (graphic) and .27 (supportive) for interactions for current smokers and .34 (graphic) and .65 (supportive) among recent quitters. We did not include interaction terms for current smokers because the...
results of the model remained virtually the same (graphic antismoking ad: odds ratio [OR]=0.09, 95% CI 0.45 to 1.76; supportive antismoking ad: OR=0.65, 95% CI 0.33 to 1.30; promotion: OR=0.99, 95% CI 0.46 to 2.12).

**Covariate-Adjusted Regression Models**

**Urge to Smoke**

Adjusting for covariates, current smokers exposed to supportive antismoking ads (coefficient=-5.04, 95% CI -9.85 to -0.22; P=.04; Table 3) reported significantly lower urges to smoke after visiting iShoppe than current smokers who were not exposed to the antismoking ads. However, there was no difference in urge to smoke based on exposure to graphic ads (coefficient=-3.77, 95% CI -8.56 to 1.02; P=.12) among current smokers (Table 3).

Among recent quitters, there was no difference in urge to smoke between those who did and did not see antismoking ads (graphic: coefficient=-3.42, 95% CI -8.65 to 1.81; P=.20 and supportive: coefficient=-3.82, 95% CI -8.99 to 1.36; P=.15).

There were no significant differences in urge to smoke between participants exposed to price promotions (vs not exposed) among current smokers (coefficient=-1.06, 95% CI -4.53 to 2.41; P=.55) or recent quitters (coefficient=1.76, 95% CI -2.07 to 5.59; P=.37).

**Discussion**

**Principal Findings**

In a virtual convenience store shopping experiment conducted with adults, this analysis found a lower urge to smoke among current smokers who viewed supportive antismoking ads than those who did not view antismoking ads. On average, participants exposed to supportive antismoking ads reported urges to smoke that were 5 points lower (or 5% lower as the scale was 0-100) than those of participants not exposed to antismoking ads. This finding has important implications for the potential benefits of supportive antismoking ads at the POS. Although the direction of the effect was consistent with the results for supportive ads among current smokers, we found no
effect of supportive antismoking ads for recent quitters (quit smoking in the past year) or for graphic antismoking ads regardless of smoking status. We also tested whether purchasing 1 or more tobacco products while in the virtual store varied by exposure to antismoking ads or price promotions among current smokers and recent quitters. However, none of these relationships were significant.

Importance of Findings
Our finding of a lower urge to smoke among current smokers exposed to supportive ads suggests that supportive ads may be a method of decreasing urges to smoke among cigarette smokers. Urges to smoke are an important determinant of actual smoking behavior among current smokers [28] and self-efficacy to quit smoking among smokers attempting to quit smoking [29].

Comparison With Prior Work
Regarding our specific finding of the relationship between urge to smoke and supportive antiads, we were unable to find any previous study that examined this relationship in a virtual convenience store.

In terms of graphic ads, 1 other study [17] has examined variation in urge to smoke by exposure to graphic ads in a virtual convenience store and found results consistent to ours. Using a different convenience sample of adult current smokers and recent quitters than this analysis, Kim et al [17] examined urge to smoke while exposing participants to an open (standard) or enclosed tobacco display in iShoppe. Kim et al [17] found no difference in urge to smoke between participants exposed to a graphic antismoking ad versus no antismoking ad on the enclosed display.

Regarding price promotions, we were able to locate 1 study that examined the relationship between exposure to POS advertising, including tobacco promotions such as special prices, multipack discounts, or free gifts with purchase of cigarettes, and cravings to smoke [30]. Siahpush et al [6] found a positive relationship between promotions and cravings to smoke that approached significance (P=.06). Our findings for price promotions did not approach this level of significance; however, our experimental design and analysis also included antismoking ads, which Siahpush et al [6] did not include.

Unfortunately, we were unable to find any existing research that examined the relationship between exposure to price promotions and tobacco purchases. The only related study examined the relationship between the use of price promotions when making a tobacco purchase and the size of the purchase [14]. Despite the lack of research on the impact of price promotions on purchases in the United States, bans on price promotions have been cited as one of the most effective tobacco control efforts in Europe [19].

Limitations
Several limitations apply to this analysis. Owing to our use of a convenience sample, the results of this analysis may not generalize to all current cigarette smokers and recent quitters in the United States. However, specific aspects of our experimental design, such as randomization and adjusting for covariates, created comparable experimental conditions and, thereby, minimized threats to internal validity. After participants were divided into multiple experimental conditions, our sample sizes were rather small. However, collapsing the purchasable ad space only and high-visibility conditions improved sample sizes somewhat. In addition, it remains unclear whether the results of this experiment can be generalized to behavior in brick-and-mortar convenience stores or to Web purchases. However, existing research has found similarities between virtual store purchases and real-life purchases [31-34]. In addition, because we only used antismoking ads from Tips, the results of this analysis may not generalize to all antismoking ads. Finally, it is possible that some participants in the virtual store experiment did not notice the ads. However, because the study focused on antismoking ad exposure, we could not also adjust for awareness of the antismoking ads because awareness only varies among participants who have viewed the ads.

Conclusions
This analysis supports the potential utility of future research on the ability of supportive antismoking ads to combat urges to smoke among current cigarette smokers. Given that urge to smoke is an important predictor of smoking behavior, research should continue to explore the utility of antismoking ads as a method of influencing tobacco purchases at the POS. Given the existing research suggesting that the context and type of antismoking ads in stores can affect attention to and reactions to antismoking ads [35,36], if antismoking ads are used, the choice and placement of antismoking ads should be carefully considered when using these ads as a tobacco control intervention.
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Abstract

Background: The ability of nursing undergraduates to communicate effectively with health care providers, patients, and their family members is crucial to their nursing professions as these can affect patient outcomes. However, the traditional use of didactic lectures for communication skills training is ineffective, and the use of standardized patients is not time- or cost-effective. Given the abilities of virtual patients (VPs) to simulate interactive and authentic clinical scenarios in secured environments with unlimited training attempts, a virtual counseling application is an ideal platform for nursing students to hone their communication skills before their clinical postings.

Objective: The aim of this study was to develop and test the use of VPs to better prepare nursing undergraduates for communicating with real-life patients, their family members, and other health care professionals during their clinical postings.

Methods: The stages of the creation of VPs included preparation, design, and development, followed by a testing phase before the official implementation. An initial voice chatbot was trained using a natural language processing engine, Google Cloud’s Dialogflow, and was later visualized into a three-dimensional (3D) avatar form using Unity 3D.

Results: The VPs included four case scenarios that were congruent with the nursing undergraduates’ semesters’ learning objectives: (1) assessing the pain experienced by a pregnant woman, (2) taking the history of a depressed patient, (3) escalating a bleeding episode of a postoperative patient to a physician, and (4) showing empathy to a stressed-out fellow final-year nursing student. Challenges arose in terms of content development, technological limitations, and expectations management, which can be resolved by contingency planning, open communication, constant program updates, refinement, and training.

Conclusions: The creation of VPs to assist in nursing students’ communication skills training may provide authentic learning environments that enhance students’ perceived self-efficacy and confidence in effective communication skills. However, given the infancy stage of this project, further refinement and constant enhancements are needed to train the VPs to simulate real-life conversations before the official implementation.

(J Med Internet Res 2019;21(10):e14658) doi:10.2196/14658
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Introduction

Background
Effective communication skills are an integral part of the nursing profession and the foundation for high-quality nursing care [1]. Poor communication skills have been directly related to high turnover rates; low morale among nurses [2,3]; and poor patient outcomes such as medical errors, poor adherence to the treatment plans, and lower patient care satisfaction [4]. Effective communication between nurses and patients involving nurses’ abilities to explain, listen, and empathize is necessary for successful outcomes in individualized patient care [5,6]. However, nursing students are often stressed over their lack of adequate skills to communicate effectively with patients and their family members [7,8]. This indicates a deficit in the availability of specialized communication training for nurses [7-9] and the ineffectiveness of the current communication skills training for nursing undergraduates through didactic lectures [10,11].

The need for communication skills training to be both participatory and experiential [11] led traditional nursing curricula to use simulated or standardized patients as tools to help students to develop clinical reasoning, patient communication, history taking, physical examination, and patient diagnosis skills [12,13]. Standardized patients are community members who are carefully recruited and trained to take on the characteristics of a real patient, and they provide students with opportunities of learning and assessments in simulated clinical environments [13]. However, the development and maintenance of a quality standardized patient program is costly and time-consuming [14]. Moreover, standardized patients are often subjected to feelings of anxiety, fatigue, physical discomfort, and biasness, which carry some reliability concerns [15,16]. Therefore, virtual patients (VPs) might be a more viable alternative.

VPs are computer-based simulations of authentic clinical cases that allow users to interact with the system for the purpose of health care or medical trainings, education, or assessments [17,18]. Current uses of VPs in medical education are primarily to develop students’ clinical reasonings, problem-solving skills, core or conceptual knowledge acquisitions, skills acquisitions, and affective characteristic developments (eg, professional competence) [19]. Reviews evaluating the effectiveness of VPs in medical education [17,20] have reported VPs as a cost-effective tool and as successful in facilitating clinical reasonings, communication skills, and ethical reasonings among students when used as an alternative or supplementary tool to existing curricula. However, in studies in which VPs have been used to teach and assess interview skills, students recognized the artificiality of such situations and did not demonstrate empathy or other important aspects of this skill [21,22]. Despite a few flaws in comparison with standardized patients, the use of VPs in medical education provided secured learning environments and opportunities for extensive repetitive practice with feedback and without negative consequences to real or standardized patients [21,23]. Apart from the acquisition of clinical knowledge and skills, VPs also provide students with opportunities for self-directed learning [24], which leads to reflection [25] and self-driven change [26,27]. Given their advantages and effectiveness for student learning outcomes, VPs are therefore more extensively used in medical education, although their use in nursing education is still limited [28].

Theoretical Framework
The theoretical frameworks that guided this study are Bandura’s self-efficacy theory [29] and Herrington et al’s [30] authentic learning concept. According to Bandura [29], self-efficacy is an individual’s confidence about one’s ability to carry out a behavior effectively, and this influences one’s motivation and efforts in performing a specific task, individual goal setting, and perspective [31]. Therefore, self-efficacy is an essential component needed by nursing students to display effective communication skills in health care settings. Moreover, if students have higher perceived self-efficacy in their communication with patients, their family members, or other health care providers, they may be more inclined to initiate and engage in conversations, which can boost patient-provider and work relationships.

Bandura also mentioned the importance of mastery experience (learning from one’s own experience) and verbal persuasion (receiving feedback on one’s own performance) in enhancing an individual’s self-efficacy [29]; therefore, these factors were taken into consideration when planning the VP case scenarios. In addition, 9 elements of authentic learning environments [30] consisting of authentic contexts, authentic activities, expert performances, multiple perspectives, collaboration, reflection, articulation, coaching and scaffolding, and authentic assessments will be introduced during the program planning to provide authentic exposure and encourage real-life learning to prepare nursing students for their future professional lives. The theoretical framework of this study is presented in Figure 1.
Figure 1. Theoretical framework for virtual counseling application using artificial intelligence.

Preliminary Study

This project is an extension of a preliminary study conducted in 2016 in which a blended learning approach was adapted to teach communication skills to year 1 nursing undergraduates [32,33]. The redesigned course retained face-to-face tutorials and replaced didactic face-to-face lectures with electronic lectures. Web-based quizzes, discussion forums, and reflection exercises were introduced to enhance students’ engagement with the Web-based course material. To promote applications of the theoretical contents, face-to-face tutorials included role-play and problem-based learning using authentic clinical scenarios (ie, standardized patients) to simulate conversations between nurses, other health care professionals, patients, and their family members. Findings suggested that students who received the module via the blended learning approach had improved communication self-efficacy, better attitudes in learning communication skills, statistically significantly higher satisfaction, and better academic scores compared with participants from the previous cohort who had only didactic lectures [32]. Apart from enhanced learning, students also reported confidence boosts in handling similar situations in their year-end assessments, but they were less confident in retaining these learned skills and transferring it to real-life clinical settings during their end-of-semester clinical postings [33]. Stakeholders also mentioned deterioration in communication skills among year 3 and 4 nursing students, which indicates a necessity for additional resources to reinforce their communication skills. However, employing standardized patients, as such for year 1 students, to provide authentic communication training in subsequent years is expensive and resource extensive. Therefore, these findings motivated the development of VPs to fill in the previous gaps and provide nursing students with continuous authentic trainings in communication skills. Furthermore, the use of VPs also aligns with the university’s goal of encouraging self-directed and autonomous learning among students using electronic platforms.

Methods

Overview

The Alice Lee Centre for Nursing Studies under the National University of Singapore (NUS) offers a 3-year (4 years for honors students), full-time Bachelor of Science (Nursing) program that is accredited by the Singapore Nursing Board. The course covers core modules, such as anatomy, physiology and physical assessment, pathophysiology, pharmacology and nursing practice, communication, and cultural diversity, and includes clinical practicums at tertiary hospitals that range from 2 weeks to 3 months. This project will be conducted with nursing undergraduates of the NUS who have completed the core module Effective Communication for Health Professionals (module code NUR1110) in the year 1 of their nursing courses. The 2-year study will follow these students in year 2 and year 3 consecutively by introducing VPs depicting real-life case scenarios at gradual difficulty levels before their end-of-semester clinical postings. A total of 4 VP case scenarios were developed for each semester on the following topics: (1) interviewing a pregnant woman with pain to solicit holistic history taking (year 2 semester 1); (2) history taking from a depressed patient (year 2 semester 2); (3) using a standardized approach such as situation, background, assessment, and recommendation (SBAR) to hand-off interdisciplinary communications (year 3 semester 1); and (4) showing empathy to a fellow nursing student (year 3 semester 2). Overall, the aim of this project was to develop and evaluate the use of VPs to better prepare nursing
undergraduates in communicating with real-life patients, family
members, and other health care professionals during their
clinical postings. The specific research questions we plan to
answer in this project are as follows:

1. What is the effect of using VPs in enhancing nursing
undergraduates’ self-efficacy and attitudes toward learning
communication skills?
2. Do the students who receive additional training using VPs
perform better in their communication skills during their
clinical postings compared with students who receive
standard training?
3. What are the levels of outcomes of students’ self-efficacy
and attitudes toward learning communication skills at pretest
(year 2 semester 1 before receiving VP training), posttest 1
(last day of clinical posting year 2 semester 1), posttest 2
(last day of clinical posting year 2 semester 2), posttest 3
(last day of clinical posting year 3 semester 1), and posttest 4
(last day of clinical posting year 3 semester 2)?
4. What are the changes in self-efficacy and attitudes toward
communication skills scores over time (pretest and posttests
1 to 4)?
5. What are the students’ experiences in receiving additional
training using VPs before their clinical postings?

The aim of this paper was, therefore, to provide a detailed
breakdown on the development process of the virtual counseling
application using artificial intelligence (VCAAI) for
communication skills training in nursing education and to
highlight recommended resolutions and challenges faced to
inform future research.

**Design and Development**

The research team involved in the design and development of
the VCAAI comprises clinical nurses, nurse educators, and
information technology (IT) experts. On the basis of the vast
experience of the research team, the detailed dialogue flows
with mind maps were written at the initial stage. The Master
Interview Rating Scale (MIRS) provided a framework to develop
the scenarios. The MIRS was designed to teach effective
communication between health care practitioners and patients.
It has been used in medical education over the past decades
[34]. On the basis of the 15 basic items in the MIRS framework,
the team created a coding schema to classify the characteristics
of a patient’s interview questions into 1 of the following
categories: open-ended, close-ended, empathetic statements,
information gathering, and the patient’s perspective.

The nursing research team then worked closely with the
technology team from the NUS Information Technology
department to develop a voice chatbot learning system. The
voice chatbot was powered by an artificial intelligence (AI)
using the natural language processing engine Google Cloud’s
Dialogflow. The AI uses artificial neural networks just like
human intelligence to learn from varying situations to recognize,
classify, and predict responses based on analysis by machines
such as computer systems [35]. In this study, a limited memory
AI [36] was used to mimic the human characteristics of
standardized patients used in simulation training for
communication skills. The standardized patient’s conversations
were further visualized in a three-dimensional (3D) avatar form,
characterized by natural, nonverbal gestures to elicit more
engaging connections as well as to have more life-like realism.
It was later further integrated and visualized into a 3D avatar
form to mimic human conversations (both verbal and nonverbal)
by leveraging Unity 3D, which is a popular 3D development
platform. According to Hintze et al [36], a limited memory AI
uses past experiences to inform future decisions. As such, our
3D avatar (VP) was trained using Google Cloud’s Dialogflow
processing engine to store memories of potential conversations.
Supervised learning by the machines (VPs) was modeled directly
based on the research team’s observations and an analysis of
live standardized patient interactions (video recordings) with
the nursing undergraduates from our previous preliminary study.

**Case Scenarios**

Students can interact with the VPs through 4 case scenarios,
which were developed by members of the clinical nursing team
with input from nursing students with a clinical background.
These scenarios are based on authentic clinical cases (adapted
from real-life clinical case studies), focusing mainly on
communication aspects. The topic details and student objectives
for the 4 scenarios described in **Textbox 1**.

The four scenarios were developed based on the growing clinical
needs of nursing undergraduates. Each scenario is matched with
the core modules students take during their undergraduate years.
For example, the **pregnant woman** scenario is matched with the
core module **Women and Child Health** that students take in year
2 semester 1. The **depressed patient** scenario is matched with the
**Mental Health** module that students take in year 2 semester
2. The **SBAR** scenario is matched with the year 3 semester 1
module **Operating Theatre Nursing**, and the last **empathy**
scenario is matched with the final year 3 semester 2’s clinical
postings before students transit to clinical settings and
registration with the Singapore Nursing Board.
Textbox 1. Case scenarios.

Scenario 1: A 32-year-old pregnant woman in her third trimester experienced pain along the side of her belly while heading to the market in the morning. She was later diagnosed with Braxton Hicks because of a lack of consistent contractions and no increase in contraction strength. In addition, she is prone to menstrual cramps and has a history of miscarriage, which has rendered her very anxious, scared, and worried about her pregnancy. She does not have any children currently, and her spouse is often very busy.

- Objective: Students are required to interview the patient and find out more about her pain. Using the pneumonic characteristics of the pain, onset of the pain, location of the pain, duration of the pain, severity of the pain, precipitating factors that make the pain worse or make her feel better, and associated symptoms (COLDSPA), students will communicate with the pregnant woman to obtain a holistic idea about her pain and mutually develop her care plan to allay her anxiety.

Scenario 2: A 34-year-old, single, Chinese male lorry driver self-admitted himself to the hospital because of a relapse of depressive symptoms. He is in a depressed mood and has a closed-off demeanor, yet is fidgety and actively avoids eye contact. He has a history of major depressive disorder and was previously admitted because of a failed suicide attempt. He has undergone cognitive behavioral therapy and has been prescribed fluoxetine. Although his condition was stable at discharge, he is noncompliant with his prescribed regimen of fluoxetine and now complains of a loss of appetite, underproductivity, avolition, and reclusiveness.

- Objective: Students are required to establish a working rapport with the patient and elicit background information from a biological, psychological, and sociological perspective using the MIRS and relevant components of COLDSPA. Students will then proceed to develop a care plan based on the information they gather.

Scenario 3: A 42-year-old male patient was admitted to the general surgical ward after an operation (post appendectomy) 3 days ago. The student is assigned to change the patient’s operative wound dressing, but the dressing is soaked in blood, and he appears to be slightly pale, lethargic, and distressed.

- Objective: Students need to use the pneumonic SBAR to update the patient’s condition to the physician as well as to demonstrate clinical reasoning and appropriately prioritize areas of concern in patient care.

Scenario 4: The student user will take the role as a final-year nursing student communicating with another student (VP) during her final preregistration clinical posting period. The student will be very stressed because of escalating demands and clinical workloads.

- Objective: The student user will speak to this stressed student to find out more about her stressors and help her to reflect on how she can cope better. This scenario focuses on the principles of Showing Empathy using the pneumonic Naming emotion, express Understanding, showing Recognition, and offering Support (NURS) and on helping someone obtain his or her own perspective using the pneumonic Ideas or beliefs of cause of the situation, how the situation is affecting daily Function, and what Expectations one has from the interviewer over the situation (IFE). These pneumonics have been taught in the Effective Communication Among Health Professionals core module, and the students should be well-versed in their use.

User Interface

The VCAAI user interface was designed to be straightforward and user friendly with realistic features and detailed instructions to guide the students and optimize their user experiences. At the start of every session, students will arrive at the case scenario selection menu to choose 1 of the 4 scenarios mentioned previously (Figure 2).

The cases of the pregnant woman and the depressed patient were selected for illustrative purposes. Students will be first provided with introductory instructions to begin conversing with the completed 3D voice chatbot (Figure 3), after which they will be given interview objectives and instructions depicting their roles and relationships to the patient, which are guided closely by the context of the case (Figure 4).

Before interaction with the VP, students must complete a speech recognition training involving the main keywords related to the selected case scenario (Figure 5).

Upon successful pronunciations of a few keywords, students can proceed to interview the VP as per the nursing conversation guidelines (MIRS, COLDSPA, SBAR, NURS, and IFE). They will be presented with a first-person perspective of the patient avatar in 3D with his or her demographic profile and a list of potential questions to interact with the VP (Figure 6).
Figure 2. Case scenario selection menu for the virtual counseling application using artificial intelligence.

Figure 3. Technical voice input instructions on how to initiate a conversation with the virtual patient.
**Figure 4.** Assessment instructions and objectives for students.

**Figure 5.** List of case scenario–specific keywords provided for voice recognition training.
Figure 6. Case scenario of a depressed patient.

The list of questions is compiled from reviewing previously video-recorded interactions between standardized patients and nursing undergraduates while they interview these patients. These interviews are part of the year 1 nursing undergraduate core module titled Effective Communication Among Health care Professionals’ Final Assessment. The users have complete freedom to determine the sequence of the interviews. Nonverbal cues, such as the head-in-the-hands gesture, and a realistic clinical environment with relevant posters and equipment are incorporated to enhance the simulation of a real-life scenario. The scenario will end with a case summary discussing the main points shared, a performance checklist that serves as a formative feedback on their communication skills and interview processes, and a closure to recommend the next series of actions to take (Figure 7).

Figure 7. Performance checklist at the end of the assessment.
Results
To test and validate the content, the VCAAI will be implemented on approximately 150 year 2 and year 3 nursing undergraduates. A user acceptance test (UAT) will be performed to evaluate the program’s effectiveness on nursing students’ performances, attitudes, and perceived self-efficacy pertaining to communication skills. Only nursing undergraduates who have completed the redesigned NUR1110 (Effective Communication for Health Professionals) core module will receive additional training via VPs in each semester (2 semesters per year) of year 2 and year 3 before they go for their clinical postings. Students will have unlimited access to the VPs (available scenarios depend on which semester the student is in) by logging in through the school portal. At the end of the semester, students’ performances, attitudes, and self-perceived self-efficacy in terms of communication skills will be measured using self-administered questionnaires, and the consolidation of students’ experiences and feedback will be done through focus group discussions. Approximately 20 clinical instructors (the exact number will be based on data saturation) supervising the nursing students during their end-of-semester clinical postings will also be interviewed for their perspectives of the students’ communication skills abilities. Subsequently, VPs users’ comments and ambiguities generated from the focus group discussions will be incorporated into the VCAAI program to further refine and optimize the user experience. Only then can the VPs be officially implemented and made available to all nursing students on the academic portal.

Discussion
Throughout the course of development to the execution of the scenarios of the VCAAI program, the team met with various technological limitations and challenges to prove the effectiveness of the VPs, to imitate a standardized patient, and to provide smooth role-playing experiences for students. The context of these challenges and resolutions are categorized as follows: (1) content development, (2) technological limitations, (3) expectation management and contingency planning.

Content Development
Content development entails permutation development, presentation of permutation, the relay of permutation to program designers for development, and the ability to predict possible dialogue permutations. Each of these aspects is important to ensure that the user experience with the VPs is fulfilling and beneficial.

A prominent issue that arose at the initial stage was that programmers and content developers spoke in different languages because of a lack of expertise in each other’s field. Content developers were focused on nursing communication skills, but programmers were unfamiliar with nursing concepts, conversation guidelines (MIRS, COLDSPA, SBAR, NURS, and IFE), and what a conversation between a nurse and a patient would be like. In addition, content developers did not know what information the programmers required and were unfamiliar with the technical terms used by programmers, and hence, they had difficulty translating their knowledge into programmers’ language. This difficulty in communication put restraints on the instructions and expectations of the VPs. Both teams should be more mindful when using technical jargon so that everyone can be on the same page, and technicalities should clearly be spelled out so that misunderstandings can be prevented. For example, the content developers can provide an information sheet that clearly explains to the IT team and vendor the common terms and expectations of health care communications in various scenarios. Visual diagrams and specific examples (eg, mind maps, drawings, and sample dialogues) were also useful in helping the programmers understand the content developers’ expectations of conversations. Such information sheets should be provided by both teams, which will give each other greater insights of each field, and this document should be kept accessible for easy reference when working individually.

In addition, for the content developers to provide adequate information for the program developers, the programmers must create specific templates and constantly scrutinize the data before the data can be translated into the VPs. Moreover, administrative details such as the labeling of the files and the color coding of the data had to be mutually agreeable and adhered to by both parties.

To bridge the gap of expertise and information between content designers and IT experts, it will help to have a team member who encompasses expertise in both content design and IT. frequent check-backs of the program process is needed through weekly face-to-face meetings. The communication styles of the nursing team (content developers) and the IT experts differ, and the keywords used to describe similar concepts vary, leaving room for misunderstandings and confusion, which can eventually cause distrust and frustration toward other team members. To resolve this issue, content developers and programmers maintained open communication and corresponded closely through mutual platforms (ie, emails and WhatsApp). Weekly face-to-face meetings were also conducted to prevent miscommunication through emails and WhatsApp messages. However, with the development of subsequent scenarios, there were marked improvements in terms of communication between team members and ease in the development process, which could be attributed to familiarity with the project by both teams.

To further improve the workflow between content developers and IT experts, a direct discussion with the actual program developers may be more effective than discussion with a representative. In this project, with special circumstances, the program developers were in a different country with a different time zone from the content developers, and the weekly meetings were communicated via a representative of the IT expert team who used an online chatting platform to relay the team’s message to the developers. This left room for miscommunication. Hence, it would be ideal for the program developers to be present more frequently during meetings and test runs so that they can experience the realities of the way the team communicates as well as bot performances with a user. It will also paint a clearer picture for them when they make amendments. However, given the tight budget, it was not feasible to fly them in on a weekly or even biweekly basis. The time zone differences also made organizing Skype calls difficult. For future collaborations, the availability and presence of
on-the-ground developers can be considered before engaging an IT expert team.

Another challenge faced by the team was their inability to predict the possible intent of the conversations. Although content developers were focused on the components of nursing conversation guidelines (MIRS, COLDSPA, SBAR, NURS, and IFE) and various possible imputations, they failed to consider other conversational intents that went beyond the guidelines, such as small talk and giving advice. As students go beyond the scope of the guidelines, the content developers have major difficulties keeping up with the infinite possibility of inputs. This renders the conversations with the VPs disruptive and thus fails to effectively provide an immersive experience of role-playing for students. A resolution of this issue involved including senior nursing students, who had previously taken this communication module, in the VP testing to provide content developers with more permutations to broaden the VPs' abilities to have natural conversations. However, the team was still met with the issue of keeping up with unexpected inputs by students, as seen in the UATs. Therefore, to encode the VPs to reflect the complexity and multifaceted nature of a person, programmers will have to constantly update the VPs using past inputs provided by the users. This process needs to be ongoing for at least one school semester, given the complexity of a natural conversation. Despite all the enhancements, there will always be some limitations for the VPs to account for because of countless unpredictable permutations. A continuous training of the VP will be needed to exhaust the maximum amount of data permutations with as many UATs as possible to report visible improvements only after each iteration of such a training in a longitudinal study. As such, VPs may be more effective with structured conversations and predictable inputs. For example, in the third scenario, as SBAR is more structural than conversational compared with the rest of the scenarios, the content design was relatively more linear and straightforward. Furthermore, playing as a fellow health care colleague receiving information from the user, the bot’s responses were often acknowledgment statements such as okay and alright, making content design a lot simpler. Upon testing within the team members, the conversation flow was indeed a lot more predictable and compartmentalized, and the majority of the responses from the program were appropriate.

### Technological Limitations

The VP is unable to adapt to the context of the conversation as the basis of communication for the VP is mostly reactive to the input, and it retrieves only a specific response tagged to the permutation. For example, in the first scenario:

- **Student:** On a scale of zero to ten, can you rate your pain [belly pain]?
- **VP:** Seven out of ten.
- **Student:** Do you have any other pain?
- **VP:** My back aches a little too.
- **Student:** On a scale of zero to ten, can you rate your pain [back pain]?

As seen, the keyword *pain score* was tagged with the answer *seven out of ten* as the belly pain was the main chief complaint. The VP was unable to adapt to the context, and this resulted in difficulties for content developers in tagging keywords to responses as similar questions can refer to different issues that require different responses.

Another example is the fourth scenario, which explores the use of IFE and NURS. As the program recognizes keywords to determine the appropriate responses, users may say *you seem stressed* with the intention of naming the emotion, and the keywords here are *seem* and *stressed*. Users may also say *don’t be stressed* with the intention of consoling, and the keywords are *don’t be* and *stressed*. With very similar keywords, the program may sometimes respond inappropriately, switching up responses for these 2 variations. With limited knowledge on how the program recognizes keywords or associates keywords together, content creators sometimes choose keywords inappropriately, resulting in the program being unable to fulfill its function. Such loopholes are easily missed out unless variations of the keywords are tested out with the program, the transcripts of the test runs are reviewed, and the content is amended afterward. This is manpower-intensive and time-consuming and may not be the most effective way to move forward. The possibility of the program learning variations and logic can be explored through predictions of speech and language.

Another key concern was that not all computers (eg, Mac, older versions of Windows, and Windows without Cortana or a graphic card) are compatible with the application, and certain earpieces or microphones do not work with the application. This led to a poor recognition of voice inputs and testers’ dictions, especially when a dictation is heavily influenced by culture and content and the software used to develop the VPs uses American English. The software’s inability to detect, recognize, and translate speech to text effectively poses a challenge. There are various other factors such as background noises and poor microphone qualities, but through the team’s observation, the students’ dictions were the primary issue. As Cortana (Microsoft Corporation), a voice recognition software, uses either American English or British English, if the students are more comfortable with Singlish (English-based creole or patois spoken colloquially in Singapore), the program will have difficulty recognizing their pronunciations or speech patterns, resulting in translation failures. For example, in addition to unique and complex medical terms (eg, laparoscopic appendectomy and postoperation day), when students attempt to mimic the Singapore setting (ie, by naming various patients with common Singaporean names), the translations can be inaccurate. Moving forward, to counter text translation difficulties, audio-recordings of real Singaporean users will be incorporated into the program to enhance text translation abilities and to eliminate some errors from varying accents and pronunciation differences between Singaporean English and American English. In addition, we have invested in good quality microphones for the students during the UATs and have consulted with software developers to use the latest
voice-training feature. Early setups and test runs of the computers and VPs by the team are crucial before test runs with students.

This program of virtual learning aims to enhance learning and mimic reality to the technology’s best capacity. Although environmental and nonverbal cues were taken into consideration when programming the VPs’ settings and behaviors, these aspects of communication can be further refined during interactions between students and VPs by including action-related selections for users to select or active reflection elements that allow the users to reflect on time points in the conversation continuums, during which nonverbal communication and environmental factors could have made a difference. For instance, in the third scenario, although SBAR can be structural, much thought had to be put into the scenarios so that the conversations do not seem robotic or linear. The program must carry a certain caliber of conversational capacities and physical attractiveness to enchant users. Conversational elements are often unpredictable and arise from real user test runs of the program. Like previous scenarios, with a small team being familiar with the nursing context and conversational skills, variations may be limited. Future studies that are set in diverse and multicultural environments should consider including other languages or dialect inputs for their VP programs to simulate a more realistic hospital case setting for students.

**Expectations Management and Contingency Planning**

A possible setback to the teamwork is the misunderstanding of expectations toward other expertise. The content creators were unsure of the processes needed to incorporate changes and the logic of the program operating system, whereas the IT team were unsure of the expectations of the outcome of the program. As the program is still in its preliminary stage, expectation management of the team is essential to keep the team grounded and prepared for potential hiccups. Establishing open and clear communication, setting realistic team and user expectations and deadlines, and having an administrative figure to keep track of deadlines and to keep everyone on track will help to facilitate an effective operation of the task and to ensure that all members are equally involved in the end goal. Meeting minutes should also be taken at the end of every meeting and sent to all members for reference. A consolidation of the deliverables should also be readily available and should be revisited before every subsequent meeting. It is important that before every UAT, clear instructions are given to the students that the purpose of using the VPs is to provide additional training to practice communication skills and not to replace actual or standardized patients. This may provide them with a sense of realism about the actual intent of the VCAAI program, which will thus avoid unnecessary comparisons and follow-on frustrations.

During the development stage, the team should prepare a blueprint by breaking the project into smaller parts, such as content development and IT development. This includes discussing possible exhaustive permutations during content development and having weekly meetings between the IT developers and the content developers to clarify any doubts and to document the process and progress of the project until its completion. There should be exigency plans throughout the development and execution phases of the VPs and UATs. Moreover, 2 of the most important lessons that were learned during the development phase of the VPs were to factor enough time for the content development and training of the VPs and to be prepared with alternatives. We also foresee challenges of recruiting and engaging students during the UATs as the test runs will take place over 4 different semesters of the nursing undergraduate program. Having strategic plans such as sending multiple reminders to the students before the UATs, providing them options of engaging in UATs even from home by downloading the provided links, and planning the UATs’ dates to match their academic timetables to avoid clashes with their other classes will be helpful.

**Conclusions**

The adoption and creation of VP simulations to hone nursing students’ communication and interview skills with patients, health care providers, and colleagues will not only provide truly unique and authentic learning experiences for students but also potentially enhance their perceived self-efficacy and confidence in effective communication skills. However, given the infancy stage of this project, further refinements and constant enhancements are needed to train the VPs, such as by increasing possible permutations and improving speech-to-text translations to facilitate more realistic conversations. Future developers and users of the VCAAI can learn from the reflections shared by the authors to avoid similar pitfalls and enhance the user experience.
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Abstract

Background: The eHealth Literacy Scale (eHEALS) is the most widely used instrument in health studies to measure individual’s electronic health literacy. Nonetheless, despite the rapid development of the online medical industry and increased rural-urban disparities in China, very few studies have examined the characteristics of the eHEALS among Chinese rural people by using modern psychometric methods. This study evaluated the psychometric properties of eHEALS in a Chinese rural population by using both the classical test theory and item response theory methods.

Objective: This study aimed to develop a simplified Chinese version of the eHEALS (C-eHEALS) and evaluate its psychometric properties in a rural population.

Methods: A cross-sectional survey was conducted with 543 rural internet users in West China. The internal reliability was assessed using the Cronbach alpha coefficient. A one-factor structure of the C-eHEALS was obtained via principal component analysis, and fit indices for this structure were calculated using confirmatory factory analysis. Subsequently, the item discrimination, difficulty, and test information were estimated via the graded response model. Additionally, the criterion validity was confirmed through hypothesis testing.

Results: The C-eHEALS has good reliability. Both principal component analysis and confirmatory factory analysis showed that the scale has a one-factor structure. The graded response model revealed that all items of the C-eHEALS have response options that allow for differentiation between latent trait levels and the capture of substantial information regarding participants’ ability.

Conclusions: The findings indicate the high reliability and validity of the C-eHEALS and thus recommend its use for measuring eHealth literacy among the Chinese rural population.

(J Med Internet Res 2019;21(10):e15720) doi:10.2196/15720

KEYWORDS

eHealth literacy; eHEALS; psychometrics; classical test theory; item response theory

Introduction

China has the world’s largest population of internet users, who also frequently access medical resources over the internet [1]. Internet users adopt online medical platforms and related applications for evaluation of doctors [2], medical inquiries [3], and health management [4]. The Chinese government and health practitioners have recognized challenges and opportunities, given the increasing adoption and diffusion of information communication technologies (ICTs) in the health
care system [5]. For example, limited health literacy has been shown to pose problems for Chinese residents who access online health resources [6] and has even led to avoidable medical tragedies [7]. Promoting public health literacy in today’s information age is an urgent need in China. Therefore, in 2019, the National Health Commission of the People’s Republic of China proposed the Health China Campaign (2019-2030), which includes the ambitious goal of enhancing residents’ health literacy to decrease the disease burden and improve national well-being [8].

Given the low-cost and accessibility of ICTs, it is not surprising that policymakers, practitioners, and researchers have focused on electronic health (eHealth) and its applications [9]. Thus, for potential and current individual eHealth users, their eHealth literacy should be considered. eHealth literacy refers to “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [10].” Norman and Skinner [10] used the Lily model to describe eHealth literacy in six dimensions: computer literacy, health literacy, traditional literacy, information literacy, science literacy, and media literacy. They also developed the eHealth Literacy Scale (eHEALS) to evaluate each individual’s perceptions toward eHealth literacy based on the Lily model [11].

The eHEALS has been shown to be reliable in diverse languages and has been validated in many countries [12-16]. Nevertheless, most of these evaluations were carried out in developed areas, and very few studies in developing areas were reported. eHEALS has also been translated into a traditional Chinese version in Taiwan [17]. For China, the largest developing country with a large rural population, rural-urban disparities exist in terms of cultural adoption, health care resource allocation, and personal health literacy [18,19]. Whether the eHEALS can be used to evaluate Chinese rural residents’ eHealth literacy is still unknown. We have two concerns about the existing traditional Chinese version of the eHEALS [17]: it cannot be reliable and valid in mainland China, especially for the Chinese rural population because of two reasons: (1) People living in the Chinese mainland were educated under a simplified Chinese environment. The long-term cultural divide between the Chinese mainland and Taiwan may produce certain semantic differences for specialized vocabularies. The language customs between Chinese mainland and Taiwan are obviously different. For instance, as a typical example of exotic vocabulary, the term “internet” was translated as “wang lu” in traditional Chinese in Taiwan. People who are not familiar with traditional Chinese in mainland China may deem “lu” as one type of physical infrastructure rather than the cyber platform. In the modern simplified Chinese context, the “lu” of “wang lu” mostly refers to the physical road. The “internet” should be translated as “wang luo,” which semantically emphasizes the network in simplified Chinese. (2) Even in the Chinese mainland, it is still necessary to testify whether the Chinese version of eHEALS is valid and reliable for the rural population. China has been facing an era of internal migration in the recent two decades [20-23].

With the inadequate development and limited work choices in rural areas, rural residents have to migrate to urban areas for better economic benefits, which, in turn, causes a significant issue of rural depopulation [23]. People who cannot migrate to urban areas mostly have a low literacy level and poor health status [24]. One report by the China Internet Network Information Center reveals that rural internet penetration was only 34.0% in mid-2017, while that in urban areas was 69.4% [19]. The perception and knowledge of ICT adoption among rural residents may lag behind those of urban residents. Given the discussion above, the eHEALS must be translated into simplified Chinese, and its psychometric analysis must be performed in the rural population.

The eHEALS was originally proposed to have a one-factor structure [11], which was supported by substantial evidence [12,16,17]. However, recent studies have found that it has a two-factor structure for Italian-speaking people [25], Israeli adults [26], and German adolescents [27]. Additionally, using confirmatory factor analysis, two studies have suggested that eHEALS may have a three-factor structure for baby boomers [28] and outpatients [29]. Although these studies used different statistical strategies, the inconsistent findings imply that the structure of the eHEALS may vary contextually. For instance, Hyde and colleagues indicated that the structure of eHEALS factors differs according to the task complexity [29]. This is true when testing the eHEALS among people living in metropolitan areas, since they have intrinsic modern knowledge distinguishable in terms of complexity levels in use of the eight items of eHEALS. However, the case might be vastly different among people with limited technological and medical literacy in developing areas. The one- or two-factor structure is rational in the latter scenario. Thus, to better understand Chinese rural people’s eHealth literacy status, the structure of the eHEALS for the Chinese rural population should be investigated in-depth.

Given the research question proposed above, this study aimed to develop a simplified Chinese version of the eHEALS (C-eHEALS) and evaluate its psychometric properties in a rural population. In this study, both the classical test theory and item response theory methods were adopted based on previous studies’ suggestions [25,30].

Methods

Procedure and Participants

In-person interviews on the theme of internet-mobile media usages and health outcomes in rural China were conducted in Chaotian, Sichuan Province, for three weeks in June 2017. Variables included in this study were one part of the entire questionnaire. As of 2017, Chaotian was a poverty-stricken county with 25 towns and a very low level of urbanization. The percentage of rural residents in Chaotian is more than 90% [31]. The quota sampling method was adopted, and each town was assigned 50 quotas considering its individual characteristics such as age, sex, education background, and residential districts. In total, 1250 questionnaires were delivered, and all interviews were conducted by trained local interviewers.
Before the survey, all participants received written information about the study and signed a consent form if they volunteered to participate in the study. When they completed the entire questionnaire, participants were given a small present as compensation. The questionnaires with major illogical, inaccurate, and missing answers accounting for more than 15% of total questions were identified as invalid. In total, 727 rural responses were valid in this survey. After the interviews, researchers randomly selected 30 participants for in-depth interviews about the health-related behaviors’ adoption and their influence on participants’ daily life. Of all valid responses, 543 participants who identified themselves as internet users were finally included in the analysis of the C-eHEALS.

**Measurement**

**Chinese Version of the eHealth Literacy Scale**

This study focuses on the main measurement of the C-eHEALS (Multimedia Appendix 1). Like the original English version of the eHEALS, the C-eHEALS has eight items with response options on a five-point scale, ranging from 1 (strongly disagree) to 5 (strongly agree) [11]. The C-eHEALS was developed following the process of translation and adaptation of the instrument presented by the World Health Organization [32]. First, the eHEALS was translated into simplified Chinese by two bilingual researchers and then reviewed by a bilingual expert panel of four professionals in health communication studies and two rural medical professionals. After the expert panel evaluation, the translated instrument was revised and the complete C-eHEALS was generated. Thereafter, two independent native English translators with no knowledge of the eHEALS translated the C-eHEALS back to English. The resulting items were compared with the original items by the two English translators and the research team to identify possible semantic differences. In addition, the research team compared the simplified Chinese items with the traditional Chinese version of the eHEALS from the previous study [17] to confirm conceptual consistency.

**Online Health Information–Seeking Behaviors**

We used a multiple-choice question developed from the China Internet Network Information Center [19] to measure individuals’ online health information–seeking behaviors as the criterion measure of C-eHEALS. All participants were asked, “In the past 12 months, have you engaged in any of the following behaviors when you accessed the Internet?” We provided the following 11 choices: researched information about hospitals or doctors, researched information about physical exercise, researched information about smoking cessation, researched health or medical information, researched information about drinking cessation, read or shared health information via social media (eg, Weibo and WeChat), researched information about diet, wrote and shared health information via social media (eg, Weibo and WeChat), joined a specific disease internet community, purchased health care products online, and scheduled an appointment online. We added all answers to obtain one indicator—Scope of Online Health Information Seeking Behaviors (SOHISB)—to reflect the diversity in participants’ eHealth-related behaviors. Based on the number of behaviors selected, SOHISB ranged from 0 to 11.

**Control Variables**

For all analyses in this study, several demographic and socioeconomic variables (age, sex, and marital status) were controlled.

**Statistical Analysis**

First, descriptive statistics, means, SDs, and percentages were calculated for the variables. Second, the C-eHEALS was evaluated according to the classical test theory approach. The reliability of the C-eHEALS was assessed using the Cronbach alpha coefficient (recommended value>.7) [33]. Subsequently, exploratory factor analysis and confirmatory factor analysis were conducted. In the exploratory factor analysis step, the Kaiser-Meyer-Olkin measure of sampling adequacy (recommended value>.6) and the Bartlett test of sphericity (should be statistically significant) [34] were used to test the factorability of C-eHEALS. Principal component analysis was then conducted to examine the latent properties of the eight observed items of C-eHEALS [35] and test whether the structure of the C-eHEALS has a unique pattern or is consistent with the Norman and Skinner one-factor structure [11]. Qualified factors via exploratory factor analysis should account for more than 40% of the total variance with eigenvalues>1 [36,37]. Moreover, a scree plot was used to determine the number of factors to be extracted. In the confirmatory factor analysis, we adopted structural equation modeling to evaluate the structure determined by exploratory factor analysis. The model’s goodness of fit was evaluated with the following: the Chi-square test ratio to degrees of freedom ratio ($\chi^2$/df; recommended value<3) [38], comparative fit index (recommended value>.95), Tucker-Lewis index (recommended value >.95), root mean squared error of approximation (recommended value <.06), and standardized root mean squared residual (recommended value<.08) [39].

We thereafter tested other dimensions of the C-eHEALS’ psychometric properties using the item response theory approach. In this section, the graded response model [40], which is a generalization of the two-parameter logistic item response model (IRM) for ordinal data, was fit to the C-eHEALS. We chose IRM to help evaluate the C-eHEALS because IRM is more useful than classical test theory in providing information regarding item discriminability and difficulty [25]. Indeed, a recent study suggested that IRM should be used to evaluate the eHEALS properties [25]. Here, the graded response model was adopted over alternative IRMs because each item of the C-eHEALS has five ordered responses. In the graded response model, two types of parameters are generated: discrimination parameter alpha and difficulty or threshold parameter beta [40]. Although alpha indicates how strongly an item relates to a given latent trait theta, beta indicates the level of the latent variable a participant needs to endorse for the next higher response category, with a 50% probability. A larger beta suggests that a higher theta is required for participants to endorse a higher ordered response. Following Baker and Kim’s guidelines [41], alpha<.65 indicates low discriminability, .65-1.34 indicates moderate discriminability, and >1.34 indicates high discriminability. Next, item characteristic curves, which present
the probability of participants at a given latent literacy level responding in a particular response category, were estimated for each item [42]. Then, item characteristic curves were transformed into item information curves to demonstrate how much information each item can provide. Thereafter, the test information function, which demonstrates the precision of the entire C-eHEALS along the latent trait continuum, was estimated by summing up all item information curves. In addition, the item characteristic curves were summed, in turn, to obtain the test characteristic curve, which represents the expected score of the C-eHEALS.

Subsequently, following the suggestion of a previous study [14], we also tested the criterion validity of the C-eHEALS via hypothesis testing. We hypothesized that the C-eHEALS score is positively associated with SOHISB among rural participants. Because SOHISB provides count data, Poisson regression was adopted to perform the estimation [43].

Results

Characteristics of the Rural Participants

Details of the characteristics of rural participants are listed in Table 1. Among the 543 participants, the mean age was 40.37 (SD 9.19) years, ranging from 18 to 70 years; men accounted for 58.56% of the participants. Most participants were married (83.43%). As for the highest education level, almost half of the participants listed junior middle school (46.49%), 27.81% listed primary school and below, 16.39% participants listed senior middle school, and 9.21% listed junior college and above. In terms of employment, approximately one-third of the participants (37.57%) had farming jobs, 17.31% had nonfarming jobs within the county, 27.44% had nonfarming jobs outside the county, 7.37% were unemployed, and 10.31% reported other jobs.

Although all samples were recruited in one county via quota sampling, which did not have an ideal representativeness, we compared the internet users in Chaotian and overall China as per a recent report [44]. At the end of 2015, 55.2% Chinese rural internet users were men [44], which was relatively equivalent to the sample in this study. However, the overall Chinese rural internet users showed a higher educational background (20.8% completed primary school and below, 51.9% completed junior middle school, 21.4% completed senior middle school, and 6% completed junior college and above) than the sample in Chaotian. Additionally, regarding the employment status, the overall Chinese rural internet users had fewer people in the farming occupation (15.8%) than the Chaotian sample. The differences between the Chaotian sample and overall Chinese internet users are not surprising as Chaotian, the survey site we chose, was a typical impoverished county when the investigation was conducted.

As for the 11 online health information–seeking behaviors, the least performed behavior was scheduling appointments online (3.31%) and the most was reading or sharing health information via social media (42.91%). As shown in Table 2, the mean of the items in the C-eHEALS ranged from 3.26-3.46 of 5.
Table 1. Characteristics of the rural participants (N=543).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.37 (9.19)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>318 (58.56)</td>
</tr>
<tr>
<td>Female</td>
<td>225 (41.44)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>453 (83.43)</td>
</tr>
<tr>
<td>Not married</td>
<td>90 (16.57)</td>
</tr>
<tr>
<td><strong>Educational background</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school and below</td>
<td>151 (27.81)</td>
</tr>
<tr>
<td>Junior middle school</td>
<td>253 (46.59)</td>
</tr>
<tr>
<td>Senior middle school</td>
<td>89 (16.39)</td>
</tr>
<tr>
<td>Junior college and above</td>
<td>50 (9.21)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Farming</td>
<td>204 (37.57)</td>
</tr>
<tr>
<td>Working within the county</td>
<td>94 (17.31)</td>
</tr>
<tr>
<td>Working outside the county</td>
<td>149 (27.44)</td>
</tr>
<tr>
<td>Nonworking</td>
<td>40 (7.37)</td>
</tr>
<tr>
<td>Other</td>
<td>56 (10.31)</td>
</tr>
<tr>
<td><strong>Online health information–seeking behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Finding information about hospitals or doctors</td>
<td>96 (17.68)</td>
</tr>
<tr>
<td>Finding information about physical exercises</td>
<td>159 (29.28)</td>
</tr>
<tr>
<td>Finding information about smoking cessation</td>
<td>36 (6.63)</td>
</tr>
<tr>
<td>Finding health or medical information</td>
<td>140 (25.78)</td>
</tr>
<tr>
<td>Finding information about drinking cessation</td>
<td>30 (5.52)</td>
</tr>
<tr>
<td>Reading or sharing health information via social media (eg, Weibo and Wechat)</td>
<td>233 (42.91)</td>
</tr>
<tr>
<td>Finding information about diet</td>
<td>226 (41.62)</td>
</tr>
<tr>
<td>Writing and sharing health information via social media (eg, Weibo and Wechat)</td>
<td>200 (36.83)</td>
</tr>
<tr>
<td>Attending a specific disease Internet community</td>
<td>62 (11.42)</td>
</tr>
<tr>
<td>Purchasing health care products online</td>
<td>38 (7.00)</td>
</tr>
<tr>
<td>Online appointment</td>
<td>18 (3.31)</td>
</tr>
</tbody>
</table>

Table 2. Item means for the C-eHEALS in rural participants (N=543).

<table>
<thead>
<tr>
<th>C-eHEALS items</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-eHEALS1 I know what health resources are available on the Internet</td>
<td>3.41 (0.76)</td>
</tr>
<tr>
<td>C-eHEALS2 I know where to find helpful health resources on the Internet</td>
<td>3.32 (0.76)</td>
</tr>
<tr>
<td>C-eHEALS3 I know how to find helpful health resources on the Internet.</td>
<td>3.45 (0.73)</td>
</tr>
<tr>
<td>C-eHEALS4 I know how to use the Internet to answer my questions about health.</td>
<td>3.33 (0.79)</td>
</tr>
<tr>
<td>C-eHEALS5 I know how to use the health information I find on the Internet to help me.</td>
<td>3.46 (0.79)</td>
</tr>
<tr>
<td>C-eHEALS6 I have the skills I need to evaluate the health resources I find on the Internet.</td>
<td>3.34 (0.85)</td>
</tr>
<tr>
<td>C-eHEALS7 I can tell high quality health resources from low quality health resources on the Internet.</td>
<td>3.33 (0.78)</td>
</tr>
<tr>
<td>C-eHEALS8 I feel confident in using information from the Internet to make health decisions.</td>
<td>3.26 (0.87)</td>
</tr>
</tbody>
</table>
Reliability and Exploratory Factor Analysis

The C-eHEALS had excellent reliability (Cronbach alpha=.834). Both the Kaiser-Meyer-Olkin measure of sampling adequacy (.829; Table 3) and Bartlett test of sphericity (1556.34 (df=28), \(P<.001\)) showed a good fit to the data, allowing for exploratory factor analysis [34]. Exploratory factor analysis using principal component analysis resulted in a one-factor solution with an initial eigenvalue of 3.159, accounting for 91.8% of the variance (Table 3). The scree plot also showed a one-factor structure (Figure 1). As shown in Table 3, all items loaded above .5, varying from .576 (C-eHEALS1) to .706 (C-eHEALS3). Thus, a single factor was retained.

Table 3. Principal components analysis and Kaiser-Meyer-Olkin test of the C-eHEALS items.

<table>
<thead>
<tr>
<th>C-eHEALS items</th>
<th>Factor loading</th>
<th>Kaiser-Meyer-Olkin value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-eHEALS1</td>
<td>0.576</td>
<td>0.820</td>
</tr>
<tr>
<td>C-eHEALS2</td>
<td>0.629</td>
<td>0.814</td>
</tr>
<tr>
<td>C-eHEALS3</td>
<td>0.706</td>
<td>0.870</td>
</tr>
<tr>
<td>C-eHEALS4</td>
<td>0.635</td>
<td>0.820</td>
</tr>
<tr>
<td>C-eHEALS5</td>
<td>0.650</td>
<td>0.840</td>
</tr>
<tr>
<td>C-eHEALS6</td>
<td>0.582</td>
<td>0.839</td>
</tr>
<tr>
<td>C-eHEALS7</td>
<td>0.649</td>
<td>0.785</td>
</tr>
<tr>
<td>C-eHEALS8</td>
<td>0.590</td>
<td>0.842</td>
</tr>
<tr>
<td>Eigenvalue</td>
<td>3.159</td>
<td>N/A</td>
</tr>
<tr>
<td>Cumulative explained variance, %</td>
<td>91.8</td>
<td>N/A</td>
</tr>
<tr>
<td>Overall Kaiser-Meyer-Olkin value</td>
<td>N/A</td>
<td>0.829</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

Figure 1. Scree plot for Chinese version of the eHealth Literacy Scale.

Confirmatory Factor Analysis

Confirmatory factor analysis was run to verify the one-factor structure obtained from exploratory factor analysis. Results suggested that the C-eHEALS has an excellent one-factor structure (\(\chi^2/df=1.813\), comparative fit index=0.993, Tucker-Lewis index=0.985, root mean squared error of
approximation=0.039, standardized root mean squared residual=0.022). Thus, the structure of the C-eHEALS is consistent with the original eHEALS proposed by Norman and Skinner [11] and the traditional Chinese version of the eHEALS [17].

**Item Response Theory: Graded Response Models**

All eight items of the C-eHEALS were fit to a graded response model. The item parameter estimation and item fit statistics are displayed in Table 4. The discrimination parameters (alpha) ranged from 1.32 to 2.3, indicating that all items discriminated between low and high levels of eHealth literacy well. Only item C-eHEALS6 has a moderate alpha value (1.32), while the other seven items have high discriminability.

Difficulty parameter (beta) estimates indicated that the C-eHEALS is more sensitive at the lower range of latent trait theta because all mean beta (Beta_M) values were lower than 0. The beta values of C-eHEALS1 and C-eHEALS5 were unevenly distributed across the trait range, indicating that most participants were unlikely to endorse lower response options. The other six items (C-eHEALS2, C-eHEALS3, C-eHEALS4, C-eHEALS6, C-eHEALS7, and C-eHEALS8) were distributed evenly across the trait range, suggesting that these items differentiate participants from low through high trait levels.

In addition to these results, item characteristic curves are included in Figure 2. These plots show the probability that a participant selects a particular response category at a given level of the latent construct. It was observed that the response categories were distinguishable and monotonically related to the latent trait theta for all items.

Test information function, as reported in Figure 3, reveals that theta values <-3 and >2.5 are poorly represented relative to the rest of the trait range. This is true for seven items (C-eHEALS1, C-eHEALS2, C-eHEALS4, C-eHEALS5, C-eHEALS6, C-eHEALS7, and C-eHEALS8). Only the item information curve of C-eHEALS3 represented a significant fluctuation when theta levels are approximately between 1 and 3. Figure 4 presents the test characteristic curve, which indicates that 95% of randomly selected participants are expected to score between 18.4 and 33.6.

<table>
<thead>
<tr>
<th>C-eHEALS items</th>
<th>Discrimination</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>alpha</td>
<td>SD</td>
</tr>
<tr>
<td>C-eHEALS1</td>
<td>1.46</td>
<td>0.15</td>
</tr>
<tr>
<td>C-eHEALS2</td>
<td>1.74</td>
<td>0.17</td>
</tr>
<tr>
<td>C-eHEALS3</td>
<td>2.31</td>
<td>0.23</td>
</tr>
<tr>
<td>C-eHEALS4</td>
<td>1.72</td>
<td>0.16</td>
</tr>
<tr>
<td>C-eHEALS5</td>
<td>1.81</td>
<td>0.16</td>
</tr>
<tr>
<td>C-eHEALS6</td>
<td>1.32</td>
<td>0.13</td>
</tr>
<tr>
<td>C-eHEALS7</td>
<td>1.55</td>
<td>0.15</td>
</tr>
<tr>
<td>C-eHEALS8</td>
<td>1.43</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Discrimination (alpha) refers to an item’s ability to discriminate between different latent levels of eHealth literacy (ie, theta). Difficulty parameters (beta) for responses on the 5-point Likert-type scale: 1 (from “strongly disagree” to “disagree”), 2 (from “disagree” to “neutral”), 3 (from “neutral” to “agree”), and 4 (from “agree” to “strongly agree”).

Beta_M: mean beta.
Figure 2. Item characteristic curves for each Chinese version of the eHealth Literacy Scale. Curves indicate the probability of participants at varying levels of eHealth literacy. C-eHEALS: Chinese version of the eHealth Literacy Scale.
Figure 3. Item information curves and test information function for item characteristic curves. Curves indicate the amount of psychometric information (i.e., the reciprocal of the standard error of measurement) provided by the instrument. C-eHEALS: Chinese version of the eHealth Literacy Scale.

Figure 4. Test characteristic curve for Chinese version of the eHealth Literacy Scale.
Criterion Validity

The results of Poisson regression of the relationship between the C-eHEALS score and SOHISB are displayed in Tables 5 and 6. The odds ratio of the C-eHEALS score is significantly positive, which indicates that participants with higher C-eHEALS scores will have more diverse online health information-seeking behaviors. Hence, the C-eHEALS was shown to have good criterion validity for the Chinese rural population. In addition, coefficients of demographic variables (sex, age, and marital status) do not shown statistical significance, which means the SOHISB does not vary significantly with sex, age, and marital status. However, five dummy variables of socioeconomic status (educational background and employment status) presented significant positive associations with SOHISB. These results are consistent with the knowledge gap hypothesis [45] that implies that individuals will have more possibility to access the information channels to obtain useful information if they are living with higher socioeconomic status. More importantly, even after controlling for all these variables, the C-eHEALS score still plays a positive role in accessing internet technologies to seek health information. The findings in Tables 5 and 6 also suggest that eHealth literacy may have strong practical significance for its implementation to overcome social disparities.

Table 5. Poisson regression results of relationship between C-eHEALS score and SOHISB.

<table>
<thead>
<tr>
<th>Item</th>
<th>Odds ratio</th>
<th>SD</th>
<th>T value</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-eHEALS score</td>
<td>1.03</td>
<td>0.07</td>
<td>3.66</td>
<td>&lt;.001</td>
<td>1.01-1.04</td>
</tr>
<tr>
<td>Female</td>
<td>1.08</td>
<td>0.07</td>
<td>1.20</td>
<td>.23</td>
<td>0.95-1.22</td>
</tr>
<tr>
<td>Age</td>
<td>0.99</td>
<td>0.00</td>
<td>–1.92</td>
<td>.054</td>
<td>0.98-1.00</td>
</tr>
<tr>
<td>Married</td>
<td>1.09</td>
<td>0.12</td>
<td>0.80</td>
<td>.42</td>
<td>0.88-1.34</td>
</tr>
<tr>
<td>Educational Background (0= primary school and below)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior middle school</td>
<td>1.29</td>
<td>0.10</td>
<td>3.21</td>
<td>.001</td>
<td>1.10-1.51</td>
</tr>
<tr>
<td>Senior middle school</td>
<td>1.43</td>
<td>0.15</td>
<td>3.37</td>
<td>.001</td>
<td>1.16-1.76</td>
</tr>
<tr>
<td>Junior college and above</td>
<td>1.41</td>
<td>0.17</td>
<td>2.79</td>
<td>.005</td>
<td>1.11-1.80</td>
</tr>
<tr>
<td>Employment status (0=farming)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working within the county</td>
<td>1.48</td>
<td>0.13</td>
<td>4.64</td>
<td>&lt;.001</td>
<td>1.26-1.75</td>
</tr>
<tr>
<td>Working outside the county</td>
<td>1.25</td>
<td>0.10</td>
<td>2.86</td>
<td>.004</td>
<td>1.07-1.46</td>
</tr>
<tr>
<td>Not working</td>
<td>1.18</td>
<td>0.15</td>
<td>1.27</td>
<td>.20</td>
<td>0.92-1.51</td>
</tr>
<tr>
<td>Other</td>
<td>1.01</td>
<td>0.11</td>
<td>0.07</td>
<td>.95</td>
<td>0.81-1.25</td>
</tr>
<tr>
<td>Constant</td>
<td>1.00</td>
<td>0.27</td>
<td>–0.01</td>
<td>.99</td>
<td>0.59-1.70</td>
</tr>
</tbody>
</table>

*C-eHEALS: simplified Chinese version of the eHealth Literacy Scale.

Table 6. Poisson regression results.

<table>
<thead>
<tr>
<th>Model Fit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations, n</td>
<td>543</td>
</tr>
<tr>
<td>( \chi^2 ) (df)</td>
<td>103.2 (11)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>–1062</td>
</tr>
<tr>
<td>( PR^2 )</td>
<td>0.0463</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings and Implications

This study investigated the psychometric properties of the simplified C-eHEALS in a Chinese rural population via both classical test theory and item response theory approaches. Classical test theory analyses demonstrated that the C-eHEALS has good reliability and validity for the rural population in China. The internal consistency of the C-eHEALS was .834, which was comparable to the original eHEALS' alpha value of .88 reported by Norman and Skinner [11]. Exploratory factor analysis results revealed that the C-eHEALS has a one-factor structure, which is consistent with the structures of the original eHEALS [11] and its traditional Chinese version [17]. Surprisingly, the factor accounted for more than 91.8% of the variance, which is much higher than that reported in previous findings [11,14,16,17,25]. Furthermore, referring to previous studies' suggestions [25,29], this one-factor structure also fit well in the confirmatory factor analysis. Results of the item response theory revealed that response options could differentiate between latent trait levels of all eight C-eHEALS items. The entire instrument provides less information only at extremely low levels (theta<–3) and high
levels (theta>2.5) of the latent trait. These results indicate that C-eHEALS is an excellent measure for capturing participants’ ability. Two items (C-eHEALS1 and C-eHEALS5) are more sensitive at the lower range of the latent trait, and the other six items represent excellent discriminability for participants from low through high trait levels.

This study also demonstrated that the C-eHEALS has good criterion validity. A previous study indicated that individuals with a higher level of health literacy will report a larger scope of health information sources [46]. Hence, the diversity of information access channels should be considered as one criterion of better literacy. We also hypothesized that the eHealth literacy score is positively associated with the SOHISB among rural populations. Indeed, controlling for confounding variables, Poisson regression results supported the hypothesis and revealed that rural people’s information-seeking behavior could be cultivated with adequate eHealth literacy.

The eHEALS is a validated instrument in diverse language environments [14,16,17,25,27]. In mainland China, it was first introduced in 2013 [47] and has received attention in recent years [48,49]. However, those studies were limited to reporting sophisticated psychometric properties of the eHEALS [47-49]. In addition, rural populations were ignored in previous research. Given the currently targeted poverty alleviation strategies, the campaign launched by the Chinese central government to enhance residents’ health literacy status over the next decade [8], and the obvious internet access gap between rural and urban areas [19], both community- and county-level health promotion campaigns should emphasize on health education for rural populations to mitigate large rural–urban disparities.

Health information diffused via the internet should be appropriately evaluated by individual internet users, which can be strengthened by health literacy. For future health literacy-related studies concerning Chinese rural populations, this study provides a useful instrument that can be adopted in survey studies. Moreover, highlighting aspects of health literacy specific to the internet context (eg, practical skills) over other aspects such as the perception description in the eHEALS should be considered for future research.

Findings about the criterion validity also revealed that eHealth literacy is a key element to promote rural residents’ access to ICTs for health-related information. Enhancing eHealth literacy might help rural residents overcome their inadequate resource acquisition capacities restricted by local economic recession. It is worth noting that eHealth literacy may also lead to a new digital divide between rural and urban populations. Besides the information-seeking behavior, some other online health-related practices, like health management [4] and mobile app-assisted self-care [50], may present varied implementation practices among people with different socioeconomic statuses. Future studies should design comparisons between populations living in areas with different levels of urbanization.

Limitations

There are two main limitations in this study. First, all participants were recruited from one poverty-stricken county in China via quota sampling, which cannot well represent the diverse situations of China’s rural–urban disparities and the entire Chinese rural population. The psychometric properties of the C-eHEALS may vary under different economic development statuses. Hence, future studies aiming to replicate our findings in other samples are highly encouraged. Second, this study had a cross-sectional design, and hence, we were unable to calculate test-retest reliability or predictive validity estimates [51]. Future studies may address this limitation via longitudinal designs.

Conclusions

The C-eHEALS was found to have a robust one-factor structure with excellent discriminability among the Chinese rural population. This scale is helpful for health education practitioners and health professionals to properly measure and understand rural people’s eHealth literacy before launching health campaigns. We hope to encourage health researchers who conduct studies in eHealth to carefully investigate policy effects on rural people.
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Abstract

Background: The beneficial effects of physical activity (PA) for older adults are well known. However, few older adults reach the health guideline of 150 min per week of moderate-to-vigorous PA (MVPA). Electronic health (eHealth) interventions are effective in increasing PA levels in older adults in the short term but, rarely, intermediate-term effects after a period without the support of a website or an app have been examined. Furthermore, current theory-based interventions focus mainly on preintentional determinants, although postintentional determinants should also be included to increase the likelihood of successful behavior change.

Objective: This study aimed to investigate the effect of the theory-based eHealth intervention, MyPlan 2.0, focusing on pre- and postintentional determinants on both accelerometer-based and self-reported PA levels in older Belgian adults in the short and intermediate term.

Methods: This study was a randomized controlled trial with three data collection points: baseline (N=72), post (five weeks after baseline; N=65), and follow-up (three months after baseline; N=65). The study took place in Ghent, and older adults (aged ≥65 years) were recruited through a combination of random and convenience sampling. At all the time points, participants were visited by the research team. Self-reported domain-specific PA was assessed using the International Physical Activity Questionnaire, and accelerometers were used to objectively assess PA. Participants in the intervention group got access to the eHealth intervention, MyPlan 2.0, and used it independently for five consecutive weeks after baseline. MyPlan 2.0 was based on the self-regulatory theory and focused on both pre- and postintentional processes to increase PA. Multilevel mixed-models repeated measures analyses were performed in R (R Foundation for Statistical Computing).

Results: Significant (borderline) positive intervention effects were found for accelerometer-based MVPA (baseline−follow-up: intervention group +5 min per day and control group −5 min per day; P=.07) and for accelerometer-based total PA (baseline−post: intervention group +20 min per day and control group −24 min per day; P=.05). MyPlan 2.0 was also effective in increasing self-reported PA, mainly in the intermediate term. A positive intermediate-term intervention effect was found for leisure-time vigorous PA (P=.02), moderate household-related PA (P=.01), and moderate PA in the garden (P=.04). Negative intermediate-term intervention effects were found for leisure-time moderate PA (P=.01) and cycling for transport (P=.07).

Conclusions: The findings suggest that theory-based eHealth interventions focusing on pre- and postintentional determinants have the potential for behavior change in older adults. If future studies including larger samples and long-term follow-up can
confirm and clarify these findings, researchers and practitioners should be encouraged to use a self-regulation perspective for eHealth intervention development.

**Trial Registration:** Clinicaltrials.gov NCT03194334; https://clinicaltrials.gov/ct2/show/NCT03783611.

*J Med Internet Res 2019;21(10):e13219*  doi:10.2196/13219
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**Introduction**

**Background**

The beneficial effects of physical activity (PA) for older adults (aged ≥65 years) are well known. PA reduces the risk of developing common chronic diseases, such as type 2 diabetes, cardiovascular diseases, and hypertension. In addition, PA has a positive effect on overall physical and mental functioning and on morbidity and mortality rates [1-5]. However, many older adults are not sufficiently active [3]. The World Health Organization (WHO) states that “older adults should do at least 150 min of moderate-intensity aerobic PA or 75 min of vigorous-intensity aerobic PA throughout the week, or a combination of both.” [6]. However, depending on the country, 60% to 70% of older adults in Western countries do not reach the PA health guideline [7]. Similarly, only 31% of older Belgian adults aged between 65 and 74 years are sufficiently physically active [8]. In those aged 75 years and older, this is only 12% [8]. Given these low levels of PA, it is necessary to develop effective interventions for this particular age group [9].

Overall, health behavior interventions are often not theory based. Nonetheless, it has been shown that the use of a theoretical framework for intervention development enhances the effectiveness of an intervention [10,11]. For example, the theoretical framework of self-regulation is useful for intervention development [12]. Self-regulation is defined as “a goal-guidance process aimed at the attainment and maintenance of personal goals” [12]. The process of behavior change can be divided in a pre- and a postintentional phase. In the preintentional phase, an individual acknowledges a problem (eg, the lack of PA) and develops intentions to solve this problem. In the postintentional phase, an individual sets goals and makes action plans to achieve them. In the past, interventions to increase PA levels in older adults that made use of a theoretical framework primarily targeted preintentional determinants (eg, attitude, self-efficacy, and expected outcomes) of PA [13]. However, changing these determinants does not necessarily imply that people will change their actual behavior. This is the so-called intention behavior gap [14]. To achieve actual behavior change, postintentional determinants (eg, making action plans and engaging in goal pursuit and goal adaptation) must also be integrated in an intervention. By focusing on the whole process of behavior change, the likelihood of successful behavior change increases.

In the last decade, researchers started using mobile apps and websites to promote PA and well-being in different age groups [15,16]. One of the major advantages of this evolution is the increasing accessibility of health care. In addition, face-to-face contact is no longer needed, and tailored interventions can be executed at home [17]. Furthermore, delivering electronic health (eHealth) interventions is less expensive than providing traditional interventions [18]. Research also indicated that eHealth interventions are suitable for older adults [19]. In 2015, The Federal Public Service of economy of Belgium reported that approximately 73% of adults aged 65 to 74 years used the internet on a daily basis. As this percentage is still increasing, eHealth interventions become more and more appropriate to promote PA in older adults.

Previous studies already showed that a tailored eHealth intervention, based on the self-regulation theory, could increase PA in (older) adults [15,16,20]. Degroote et al [20] and Plaete et al [16] showed that MyPlan 1.0, a website based on the self-regulation theory and the Health Action Process Approach (a specific model of self-regulation [21]), was effective in increasing PA levels in adults after a month of intervention. Similar effects were found in older adults [15].

Despite the promising results of the previous MyPlan 1.0 intervention studies, several research questions remain unanswered. In the 3 studies mentioned above [15,16,20], assessments took place a week and a month after the start of the intervention, that is, after a period of continuous website support. On the basis of this protocol, it is impossible to determine whether these effects last for a longer period, especially when support from the website is no longer being provided. Overall, such evidence is still lacking [22]. As it is important to maintain a physically active lifestyle [23], this study will focus on the effects of the eHealth website, MyPlan 2.0, on PA levels in older adults after a period of 2 months without website support.

**Objective**

Furthermore, previous studies mainly used self-reported PA data that are known to be subject to recall bias and over-reporting [24]. To overcome this problem, this study combines self-reported and objective methods to assess PA. Consequently, the aim of this study was to examine the short- and intermediate-term effects of the MyPlan 2.0 eHealth intervention on objectively measured and self-reported PA levels in older adults. It was expected that self-reported and objectively measured PA levels would increase in the intervention group immediately after using the website for 5 weeks (short-term effects), compared with the control group. As the intervention was based on self-regulation, that is, guiding individuals gradually toward their goals [12,16], it was also expected that the short-term effects would be maintained in the intermediate term, after a period without website support.
Methods

Study Design
This study was a parallel randomized controlled trial (1:1 allocation) using random sampling in combination with convenience sampling.

Research Site
The study took place in Ghent and its suburbs. Ghent is the second largest city in Flanders, which is the Dutch-speaking part of Belgium. It has approximately 260,000 inhabitants.

Procedure
First, the Public Service of Ghent provided names and addresses of 1000 randomly selected adults aged between 65 and 80 years. Second, the research team randomly sent 500 invitation letters to participate in the MyPlan 2.0 intervention and 500 invitation letters to be part of a control group receiving no intervention. As the response rate was very low, the research team additionally recruited participants by handing out flyers in local service centers (ie, convenience sampling).

The inclusion criteria for this study were the following: being aged 65 to 80 years, retired, able to walk 100 m without any help (ie, devices or help from persons), Dutch-speaking, and have an email address. The email address was needed for logging in to the website and for sending the weekly reminders to visit the website. Eligible participants were asked to confirm their participation by email or phone. Afterward, participants received an email with extra information about the study.

The study comprised 6 appointments in person (Figure 1). Data were collected from November 2016 to June 2017. During the first appointment (baseline data collection), all participants signed the informed consent, filled out the long International Physical Activity Questionnaire (IPAQ, interview version) and a demographic questionnaire, and received an accelerometer (Figure 2). At least one week later (appointment 2), the accelerometer was recollected and participants of the intervention group were invited to use the MyPlan 2.0 intervention for 5 consecutive weeks (ie, 5 website visits). The control group did not get access to the website. After 5 weeks, when the intervention group completed the MyPlan 2.0 intervention, the post data collection took place: participants were interviewed (long IPAQ) and asked to wear the accelerometer for the second time (appointment 3). A week later, the accelerometer was recollected (appointment 4). A total of 3 months after baseline, follow-up measurements were conducted. The participants wore the accelerometer and filled out the IPAQ (interview) for the last time (appointment 5). A week later, during the final appointment, the accelerometer was recollected. The study protocol was approved by the Ethics Committee of the Ghent University Hospital (project number 2015/1502).

Figure 1. Study design of MyPlan 2.0. IPAQ: International Physical Activity Questionnaire.
Figure 2. Overview of the electronic health intervention MyPlan 2.0. PA: physical activity.

**Intervention**

In this study, MyPlan 2.0, an improved version of MyPlan 1.0 [20,21], was used. MyPlan 1.0 was mainly theory based, whereas MyPlan 2.0 is theory- and user-based. Several qualitative studies were performed to optimally adapt the intervention to the users’ needs. For example, users of MyPlan 1.0 indicated that they felt demotivated by the extensive questionnaires they had to complete to receive tailored feedback and stated that they did not understand why creating coping plans would help alter their behavior [25]. In MyPlan 2.0, these questionnaires were significantly shortened and rationales for the implemented behavior change techniques were added. Moreover, Vandelanotte et al [26] showed that interventions with minimum 5 contact moments (eg, appointments, Web modules, and emails) were more successful. Therefore, MyPlan 2.0 comprised 5 website visits in contrast to the 3 obligatory website visits of MyPlan 1.0. The first website visit (for details see below) contained pre- and postintentional processes. The following 4 website visits mainly contained postintentional processes. Participants could independently use the website, without researcher involvement.

During the first website visit, participants had to complete a short PA questionnaire and based on the answers, they received computer-tailored or personalized feedback. By doing so, the preintentional processes were targeted (Figure 2). This personalized feedback was based on a comparison of the users’ PA levels with the health guidelines of 150 min per week of moderate-to-vigorous PA (MVPA) [6]. To increase knowledge, users had the option to complete a quiz about PA and its beneficial effects. As shown in Figure 2, postintentional processes were targeted by asking the participants to make an action plan. By doing so, the gap between intentions and behavior was bridged. Participants were asked what they wanted to do (eg, being more active by cycling during leisure), when (eg, every Sunday morning), where (eg, in the streets nearby), and for how long (eg, 60 min) they were planning to do the activity. After providing answers to these questions, participants could identify difficult situations and possible barriers (ie, coping planning) while pursuing their goals, using a predefined list of situations and barriers. Depending on which barriers they selected, specific solutions were given, and participants could choose which ones they considered most appropriate and applicable. At the end of the first website visit, users could indicate how they wanted to self-monitor their behavior (eg, using an agenda), and they could read more information about how to receive support toward PA from their social environment. Finally, the personal action plan could be printed weekly (optional). Multimedia Appendix 1 provides screenshots from the website and links these to the self-regulation techniques that were used.

A week after finishing the first website visit, participants received an email to revisit the website. During this second visit, they received feedback about their behavioral change process and goals (eg, did you reach your goal or not?). Afterward, participants had the possibility to adapt their action plan (eg, setting new, more realistic goals) and reconsider coping plans based on the barriers they experienced while pursuing their goals. Furthermore, participants could optionally read tips on how to increase PA.

Website visits 3, 4, and 5 were respectively activated 1 week after the previous visit. Again, participants were reminded by email. These 3 last visits were identical to the second visit (reviewing the action and coping plans). If participants did not revisit the website after 1 week, the research team phoned them reminding them to revisit the website. Figure 2 provides an overview of the intervention.

**Participants**

At baseline, the total sample comprised 72 older adults, 38 in the intervention group and 34 in the control group. Between pre and post measurements, 7 people dropped out. Of them, 3 were part of the control group and 4 of the intervention group. Reasons for dropping out were as follows: no longer interested in the intervention (n=2), sickness (n=3), and problems with using the website (n=2). There was no dropout between post and follow-up measurements (Figure 3).
Instruments and Materials

The following sociodemographic variables were assessed at baseline: age, gender, height and weight, marital status (married, widowed, divorced, cohabiting, and living alone), and highest degree of education (primary school, secondary school, college, and university).

Self-reported PA was assessed at baseline, post, and follow-up, using the long Dutch IPAQ interview version (usual week version). This questionnaire assesses the frequency and duration of walking, cycling, moderate-intensity PA, and vigorous-intensity PA in 4 domains: (voluntary) work, transport, leisure, and household (home and garden). The IPAQ has good reliability (intraclass range from 0.46-0.96), and the criterion validity is fair-to-moderate with Spearman rho ranging from 0.30 to 0.37 [27,28]. As the IPAQ has a tendency of over-reporting, all data were truncated according to the official IPAQ guidelines [29].

Objective PA was assessed at baseline, post, and follow-up, using an ActiGraph GT3X+ accelerometer. Participants wore the accelerometer for 7 days on the right hip. They were asked to wear it during waking hours but not when swimming, showering, or practicing a contact sport. The accelerometers were initialized and processed using Actilife 6.13.3. Valid wear time was set as at least four days with at least ten hours of wear time. Non–wear time was defined as ≥60 min of consecutive zeros. The epoch was set at 60 seconds, and the cut point used to determine MVPA was set at 1952 counts per minute (cpm) [30]. The cut point for light-intensity activity was set at 100 to 1951 cpm. The level of total PA was calculated by adding up light-intensity PA and MVPA.

Statistical Analyses

Baseline sociodemographic characteristics of the intervention and control group were compared using independent sample t tests (continuous variables) and chi-square tests (categorical variables) in SPSS 25.0. To evaluate the intervention effects on accelerometer-assessed and self-reported PA, multilevel mixed-models repeated measures analyses were performed in R (package lme4) [31]. Multilevel modeling (2-level: measurement–participant) was applied to take into account the clustering of the 3 measurements (pre–post–follow-up) in participants. On the basis of the recommendations of Chakraborty and Gu [32], no ad hoc data imputation was applied. As almost all PA variables, except for accelerometer-based total PA, were positively skewed, square-root transformations were applied to improve normality. To increase the comprehensibility of the tables, raw descriptive data have been reported, although analyses were conducted using the square-root transformed data. For each PA variable (2 accelerometer-based and 11 self-reported PA variables), a
separate regression model was fitted. The reported beta value for the interaction effect between time and condition can be interpreted as the difference in change in outcome between pre-and posttest, pre- and follow-up test, and post- and follow-up test according to the condition to which participants belong (intervention vs control condition). Statistical significance was set at $P<.05$ but because of the small sample size, borderline significant results ($P<.10$) were also reported.

**Results**

**Participants**

Baseline descriptive statistics are shown in Table 1. At baseline, 72 older adults (38 in intervention group and 34 in control group) participated in this study, 51% (37/72) were male. The participants’ mean age was 70.9 (SD 4.1) years, and mean body mass index was 26.4 (SD 4.2) g/m$^2$. In total, 64% (46/72) of all participants were married, and 47% (34/72) had a college or university degree. There were no significant baseline differences in sociodemographic characteristics between the intervention and the control group. Consequently, no covariates were included in further analyses.

**Table 1. Sociodemographic characteristics at baseline.**

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Total sample (N=72)</th>
<th>Control group (n=34)</th>
<th>Intervention group (n=38)</th>
<th>$X^2$ value (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.9 (4.1)</td>
<td>70.9 (4.1)</td>
<td>70.8 (4.1)</td>
<td>0.1 (70)$^a$</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (51)</td>
<td>19 (56)</td>
<td>18 (47)</td>
<td>0.5 (1)</td>
</tr>
<tr>
<td>Female</td>
<td>35 (49)</td>
<td>15 (44)</td>
<td>20 (53)</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No college/university</td>
<td>38 (53)</td>
<td>16 (47)</td>
<td>22 (58)</td>
<td>0.9 (1)</td>
</tr>
<tr>
<td>College/university</td>
<td>34 (47)</td>
<td>18 (53)</td>
<td>16 (42)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>46 (64)</td>
<td>24 (71)</td>
<td>22 (58)</td>
<td>3.4 (1)</td>
</tr>
<tr>
<td>Not married</td>
<td>26 (36)</td>
<td>10 (29)</td>
<td>16 (42)</td>
<td></td>
</tr>
<tr>
<td>Body mass index, mean (SD)</td>
<td>26.4 (4.2)</td>
<td>26.8 (4.2)</td>
<td>26.0 (4.2)</td>
<td>0.8 (70)$^a$</td>
</tr>
</tbody>
</table>

$^a$ t values with df.

$^b$ Not applicable.

**Intervention Effects on Accelerometer-Based Physical Activity Levels**

Results of the multilevel mixed-models repeated measures analyses for accelerometer-based PA are shown in Table 2. A borderline significant intervention effect between baseline and post was found for accelerometer-assessed total PA ($P=.07$). Participants in the intervention group increased their total PA, whereas those in the control group had a decrease in total PA between baseline and post. Similarly, the intervention effect (baseline–follow-up) was borderline significant for accelerometer-based MVPA ($P=.07$); accelerometer-based MVPA increased in the intervention and decreased in the control group.
Table 2. Intervention effects (time-by-group interactions) for objectively assessed physical activity levels (participants with valid accelerometer data in intervention group: baseline=35, post=31, follow-up=32 and control group: baseline=31, post=30, follow-up=27).

<table>
<thead>
<tr>
<th>Dependent variables (minutes/day)</th>
<th>Baseline (N=66), mean (SD)</th>
<th>Post (N=61), mean (SD)</th>
<th>Follow-up (N=59), mean (SD)</th>
<th>Group*time</th>
<th>Reference = Control*pre, beta (SE)</th>
<th>P value</th>
<th>Reference = Control*post, beta (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total physical activity (minutes/day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>283.9 (85.2)</td>
<td>259.8 (71.4)</td>
<td>259.8 (71.4)</td>
<td>Post: 39.4 (19.9)</td>
<td>.05</td>
<td></td>
<td>Follow-up: −24.6 (15.9)</td>
<td>.13</td>
</tr>
<tr>
<td>Intervention</td>
<td>273.3 (70.4)</td>
<td>293.7 (85.4)</td>
<td>288.9 (77.5)</td>
<td>Follow-up: 6.5 (6.9)</td>
<td>.35</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Moderate-to-vigorous physical activity (minutes/day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>29.9 (38.0)</td>
<td>22.1 (14.1)</td>
<td>24.0 (18.3)</td>
<td>Post: 0.8 (0.5)</td>
<td>.13</td>
<td></td>
<td>Follow-up: −0.1 (0.5)</td>
<td>.89</td>
</tr>
<tr>
<td>Intervention</td>
<td>17.6 (14.1)</td>
<td>25.6 (30.2)</td>
<td>22.9 (18.9)</td>
<td>Follow-up: 0.4 (0.2)</td>
<td>.07</td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aNot applicable.
bSquare-root transformed.

**Intervention Effects for Self-Reported Physical Activity Levels**

Results of the multilevel mixed-models repeated measures analyses for self-reported domain-specific PA levels are shown in Table 3. For leisure-time PA, (borderline) significant group*time interaction effects were found for vigorous (baseline–follow-up; \( P = .02 \)) and moderate (baseline–post; \( P = .09 \) and baseline–follow-up; \( P = .01 \)) PA. Leisure-time vigorous PA increased in the intervention and decreased in the control group. For leisure-time moderate PA, the intervention effects were inverse: participants in the control group increased their leisure-time moderate PA, whereas this increased less strongly (baseline–post) or decreased (baseline–follow-up) in the intervention group. For overall leisure-time PA, no significant intervention effects were found. For household-related PA, significant intervention effects were found for moderate PA in the garden (baseline–follow-up; \( P = .04 \) and post–follow-up; \( P < .001 \)) and moderate household-related PA at home (baseline–post; \( P = .04 \) and baseline–follow-up; \( P = .01 \)). All intervention effects were in the expected direction: regarding moderate PA in the garden, participants in the intervention group had a steeper increase than participants in the control group. Moderate household-related PA at home increased in the intervention and decreased in the control group. Similarly, a positive intervention effect was found for overall household-related PA (baseline–follow-up; \( P = .05 \)). Finally, a negative intervention effect was found for cycling for transport (post–follow-up; \( P = .07 \); borderline significant): participants in the control group had a stronger increase in cycling for transport between post and follow-up than participants in the intervention group. For overall transport-related PA, no significant intervention effects were found.
Table 3. Intervention effects (time-by-group interactions) for self-reported domain-specific physical activity (number of participants in the intervention group: baseline=38, post=34, follow-up=34 and control group: baseline=34, post=31, follow-up=31).

<table>
<thead>
<tr>
<th>Dependent variables (minutes/week)</th>
<th>Baseline (N=72), mean (SD)</th>
<th>Post (N=65), mean (SD)</th>
<th>Follow-up (N=65), mean (SD)</th>
<th>Group:time Reference = Control</th>
<th>P value</th>
<th>Reference = Control (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall leisure-time physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>214.3 (252.3)</td>
<td>324.5 (295.1)</td>
<td>270.2 (272.6)</td>
<td></td>
<td></td>
<td>Post: −3.9 (3.2)</td>
<td>.23</td>
</tr>
<tr>
<td>Intervention</td>
<td>169.9 (197.2)</td>
<td>220.2 (272.1)</td>
<td>185.9 (198.1)</td>
<td></td>
<td></td>
<td>Follow-up: −2.4 (3.0)</td>
<td>.43</td>
</tr>
<tr>
<td>Leisure-time walking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>156.3 (214.5)</td>
<td>195.8 (226.0)</td>
<td>150.6 (193.1)</td>
<td></td>
<td></td>
<td>Post: −2.3 (2.3)</td>
<td>.32</td>
</tr>
<tr>
<td>Intervention</td>
<td>92.4 (159.8)</td>
<td>109.6 (209.1)</td>
<td>103.8 (124.9)</td>
<td></td>
<td></td>
<td>Follow-up: −3.8 (9.6)</td>
<td>.97</td>
</tr>
<tr>
<td>Leisure-time vigorous physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>32.6 (146.3)</td>
<td>15.5 (57.9)</td>
<td>15.5 (86.2)</td>
<td></td>
<td></td>
<td>Post: 1.8 (1.1)</td>
<td>.11</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.00 (0.00)</td>
<td>30.0 (145.0)</td>
<td>22.1 (78.0)</td>
<td></td>
<td></td>
<td>Follow-up: 1.1 (0.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Leisure-time moderate physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>25.3 (55.2)</td>
<td>113.2 (220.1)</td>
<td>104.0 (179.8)</td>
<td></td>
<td></td>
<td>Post: −3.6 (2.1)</td>
<td>.09</td>
</tr>
<tr>
<td>Intervention</td>
<td>77.5 (153.1)</td>
<td>80.6 (137.0)</td>
<td>60.0 (159.8)</td>
<td></td>
<td></td>
<td>Follow-up: −2.9 (1.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Overall household-related physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>345.6 (292.2)</td>
<td>345.8 (328.5)</td>
<td>385.6 (365.4)</td>
<td></td>
<td></td>
<td>Post: 3.0 (3.3)</td>
<td>.36</td>
</tr>
<tr>
<td>Intervention</td>
<td>360.8 (360.2)</td>
<td>414.3 (351.2)</td>
<td>603.2 (415.9)</td>
<td></td>
<td></td>
<td>Follow-up: 6.6 (3.4)</td>
<td>.05</td>
</tr>
<tr>
<td>Moderate physical activity garden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>30.8 (60.3)</td>
<td>74.4 (184.6)</td>
<td>82.3 (216.1)</td>
<td></td>
<td></td>
<td>Post: −2.1 (1.9)</td>
<td>.28</td>
</tr>
<tr>
<td>Intervention</td>
<td>32.8 (74.3)</td>
<td>17.6 (56.8)</td>
<td>150.0 (212.3)</td>
<td></td>
<td></td>
<td>Follow-up: 2.4 (1.1)</td>
<td>.04</td>
</tr>
<tr>
<td>Vigorous physical activity garden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>17.6 (84.2)</td>
<td>23.2 (129.3)</td>
<td>61.9 (212.1)</td>
<td></td>
<td></td>
<td>Post: 1.5 (2.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Intervention</td>
<td>37.9 (165.3)</td>
<td>58.2 (168.7)</td>
<td>22.9 (100.2)</td>
<td></td>
<td></td>
<td>Follow-up: −8.8 (1.0)</td>
<td>.40</td>
</tr>
<tr>
<td>Moderate physical activity home</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>297.1 (290.6)</td>
<td>248.2 (227.4)</td>
<td>241.5 (246.0)</td>
<td></td>
<td></td>
<td>Post: 4.5 (2.2)</td>
<td>.04</td>
</tr>
<tr>
<td>Intervention</td>
<td>290.1 (309.5)</td>
<td>338.4 (315.6)</td>
<td>430.3 (328.1)</td>
<td></td>
<td></td>
<td>Follow-up: 3.7 (1.4)</td>
<td>.01</td>
</tr>
<tr>
<td>Overall physical activity for transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>196.6 (228.7)</td>
<td>205.5 (200.8)</td>
<td>277.9 (327.5)</td>
<td></td>
<td></td>
<td>Post: −1.8 (2.8)</td>
<td>.52</td>
</tr>
<tr>
<td>Intervention</td>
<td>190.8 (284.8)</td>
<td>136.8 (142.4)</td>
<td>153.5 (154.7)</td>
<td></td>
<td></td>
<td>Follow-up: −3.5 (2.9)</td>
<td>.24</td>
</tr>
<tr>
<td>Walking for transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>148.7 (180.2)</td>
<td>161.6 (178.6)</td>
<td>171.8 (217.8)</td>
<td></td>
<td></td>
<td>Post: −1.0 (2.2)</td>
<td>.66</td>
</tr>
<tr>
<td>Intervention</td>
<td>133.8 (216.6)</td>
<td>92.9 (122.6)</td>
<td>99.7 (134.7)</td>
<td></td>
<td></td>
<td>Follow-up: −5.9 (1.1)</td>
<td>.59</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This study aimed to examine the short- and intermediate-term effects of the MyPlan 2.0 eHealth intervention on objectively measured and self-reported PA levels in older adults. Regarding objectively measured PA, the results showed that MyPlan 2.0 had positive but only borderline significant effects for accelerometer-based total PA in the short term and accelerometer-based MVPA in the intermediate term, when support of the website was no longer present. If our findings can be confirmed in a larger study sample, this could suggest that integrating self-regulation principles in behavior change interventions can lead to behavior change [12,33]. The intermediate-term effects found in this study are promising toward health promotion in older adults in the future. Our results are in line with a study by Irvine et al [34], showing intermediate-term effects of an eHealth intervention in adults aged older than 55 years. In that study, most of the positive intervention effects on self-reported PA were maintained after a 3-month period without support from the intervention [34]. To our knowledge, no other study previously examined whether effects of an eHealth intervention on PA in older adults remained after a period without support from the website. The positive intermediate-term effects on MVPA, in the absence of short-term effects, might be explained by the fact that self-regulation can be seen as a goal-guiding process during which individuals are gradually guided toward their goals [12,15]; it might take some time to reach these goals. In addition, it may be that participants start with increasing light-intensity PA, which is more easily achievable and can be reflected in an increase of total PA. When they feel sufficiently comfortable and ready for a next step, they might switch to specifically increasing MVPA after a few weeks.

From a health perspective, the effects on accelerometer-based MVPA are very promising. The WHO states that older adults should be physically active for at least 150 min per week [6]. The eHealth intervention MyPlan 2.0 was able to increase the levels of MVPA in older adults with an average of 5 min per day between baseline and follow-up. This equals an average increase of 35 min per week, which can have a large impact on population health if the intervention would be implemented on a larger scale.

When taking a closer look at the results of objectively assessed PA, it is notable that objectively assessed MVPA decreases between baseline and follow-up in the control group, whereas the intervention group shows an increase. This may be because of seasonal effects. A study by Tucker and Gilliland [35] states that PA levels vary with seasonality. As our baseline measurements took place during an exceptionally warm autumn, post measurements during winter, and follow-up measurements during the beginning of spring (cold and rainy weather), this may be an important reason why MVPA levels decreased between baseline and follow-up in the control group. When linked to the increase in MVPA found in the intervention group, it could be that MyPlan 2.0 might prevent the seasonal decline in MVPA that is common in older adults, as was observed in the control group. This suggests that, if this study was conducted during 1 season, a greater absolute increase in the intervention group might have been established. Evidently, this is a post hoc explanation and requires further scrutiny.

Besides the effects on objective PA data, this study also investigated the effects of MyPlan 2.0 on self-reported domain-specific PA. Positive (borderline) significant intervention effects were found for leisure-time vigorous PA, moderate PA in the garden, and moderate household-related PA. However, inverse effects were found for leisure-time moderate PA and cycling for transport. There was no clear consistency in the timing of the positive intervention effects; most effects were found between baseline and follow-up or between post and follow-up, indicating intermediate-term effects. Again, the positive intermediate-term effects, in the absence of short-term effects, might suggest that it takes time for self-regulation techniques to be adopted and used by participants [12,14].

It is important to note that 3 intervention effects were inverse. Cycling for transport (between post and follow-up, borderline significant) and leisure-time moderate PA (both between baseline and post, borderline significant, and between baseline and follow-up, significant) increased more in the control group than the intervention group (small increase or decrease). This suggests that the intervention had a negative effect on these 2 PA domains. It is important to note that users could choose which domain they targeted in their action plans. When examining the content of the action plans in detail, it became clear that no action plans specifically focused on increasing cycling for transport and few action plans (11 out of 59) focused on leisure-time moderate PA (eg, jogging, swimming, and cycling). Of these 11 action plans, 6 focused on both moderate PA and cycling for transport. It is clear that no action plans specifically focused on increasing moderate household-related PA. However, inverse effects were found for leisure-time moderate PA and cycling for transport. There was no clear consistency in the timing of the positive intervention effects; most effects were found between baseline and follow-up or between post and follow-up, indicating intermediate-term effects. Again, the positive intermediate-term effects, in the absence of short-term effects, might suggest that it takes time for self-regulation techniques to be adopted and used by participants [12,14].

The eHealth intervention on objectively assessed PA levels show an increase. This may be because of seasonal effects. A study by Tucker and Gilliland [35] states that PA levels vary with seasonality. As our baseline measurements took place during an exceptionally warm autumn, post measurements during winter, and follow-up measurements during the beginning of spring (cold and rainy weather), this may be an important reason why MVPA levels decreased between baseline and follow-up in the control group. When linked to the increase in MVPA found in the intervention group, it could be that MyPlan 2.0 might prevent the seasonal decline in MVPA that is common in older adults, as was observed in the control group. This suggests that, if this study was conducted during 1 season, a greater absolute increase in the intervention group might have been established. Evidently, this is a post hoc explanation and requires further scrutiny.

Besides the effects on objective PA data, this study also investigated the effects of MyPlan 2.0 on self-reported domain-specific PA. Positive (borderline) significant intervention effects were found for leisure-time vigorous PA, moderate PA in the garden, and moderate household-related PA. However, inverse effects were found for leisure-time moderate PA and cycling for transport. There was no clear consistency in the timing of the positive intervention effects; most effects were found between baseline and follow-up or between post and follow-up, indicating intermediate-term effects. Again, the positive intermediate-term effects, in the absence of short-term effects, might suggest that it takes time for self-regulation techniques to be adopted and used by participants [12,14].

It is important to note that 3 intervention effects were inverse. Cycling for transport (between post and follow-up, borderline significant) and leisure-time moderate PA (both between baseline and post, borderline significant, and between baseline and follow-up, significant) increased more in the control group than the intervention group (small increase or decrease). This suggests that the intervention had a negative effect on these 2 PA domains. It is important to note that users could choose which domain they targeted in their action plans. When examining the content of the action plans in detail, it became clear that no action plans specifically focused on increasing cycling for transport and few action plans (11 out of 59) focused on leisure-time moderate PA (eg, jogging, swimming, and cycling). Of these 11 action plans, 6 focused on both moderate PA and walking. So, the increases in these behaviors in the control group, as opposed to the decreases or less steep increases in the intervention group, may be because of other reasons that
remain unclear until now. A potential other reason could be that some individuals from the control group bought a new bike during the intervention period and, consequently, increased their cycling for transport and/or leisure-time moderate PA. However, this is speculative reasoning as we did not assess whether or not individuals of the control group bought a new bike.

Exploring the content of the action plans in more detail also revealed that many action plans focused on walking during leisure-time (solely or in combination with other leisure-time behaviors: 19/59) and PA at home or in the garden (15/59). This can explain the effects found on household-related PA, but, remarkably, no intervention effects were found on walking during leisure-time. This suggests that participants might not always act upon their proposed action plans. It should be noted that participants were allowed to make more than one action plan, and a previous study showed that participants who formulated multiple action plans focusing on different PA domains were not able to fulfill all these plans [36]. Of course, this is a post hoc reasoning that should be substantiated with data (eg, from personal interviews with participants) to make it possible to draw definite conclusions.

Overall, the finding that effects were mainly found in the intermediate term, when support of the website was no longer present, confirms the practical relevance of developing theory-based eHealth interventions using a self-regulatory perspective. Although our study sample was small, and the results needed to be confirmed in a trial with a longer period without website support, the findings tentatively suggest that eHealth interventions, focusing on pre- and postintentional determinants using specific behavior change techniques, have potential for behavior change in older adults. Consequently, researchers and practitioners should be encouraged to use principles of the self-regulation theory when developing eHealth interventions.

Strengths and Limitations

The main limitation of this study was the low response rate. Of the 1000 retired adults who received a letter, only 5% participated in the study. Additional recruiting (convenience sampling) was needed until the baseline sample of 72 older adults was reached. This indicated that participants were probably very motivated to increase their PA levels, which may have biased the results. Owing to the low response rate, it is not possible to generalize these study results to the general population of older adults. Second, baseline accelerometer-based MVPA differed between the intervention and control group (average difference of 12.3 min per day). Although a multilevel analysis approach was used taking into account clustering of measurements within participants and controlling for baseline PA levels, this large baseline difference in MVPA might have influenced our results. Finally, only retired older adults were included in this study. As PA levels of retired adults might differ from those of working adults, this limits the generalizability of our findings and the comparability with other studies.

The study also had some methodological and theoretical contributions. First of all, the dropout rate was low (10%, 7/72). The study of Degroote et al [20] examining MyPlan1.0 in adults had a dropout rate of 76% in the intervention group and 56% in the control group. In this study, this was 6.9% in the intervention group and 2.8% in the control group, respectively. This very low dropout might be explained by the improvements that were done to the MyPlan website and also by the fact that older adults were targeted in this study. It has been shown that older adults are less likely to drop out from studies than adults [15]. Furthermore, telephone calls were conducted to remind participants to revisit the website when this was not done timely. This might have helped to limit the dropout. However, it is important to keep in mind that follow-up telephone calls might not be feasible when the intervention would be implemented on a larger scale. This may lead to higher attrition rates. Second, objective and self-reported PA levels were measured using validated instruments. Finally, this was one of the first studies to examine the intermediate-term effects of an eHealth intervention when support from the website was no longer available.

Recommendations for Future Research

Future research should examine whether these intervention effects last in the long term in a larger sample. Furthermore, other self-regulation interventions should aim to examine intermediate- and long-term intervention effects instead of focusing mainly on short-term effects. Ideally, the follow-up period should be extended to 6 months to 1 year. In this way, the evidence base on the intermediate- and long-term potential of eHealth interventions aiming to increase PA can be strengthened. To increase the response rate, other recruitment strategies should be used. Recruiting older adults through local service centers, community health centers, and associations for older adults may be more promising than simple random selection through a postal invitation letter. Providing small incentives can also help increase the response rate. Finally, studies using a comparable study protocol and intervention in different countries worldwide should be encouraged. Internet use in older adults differs strongly across countries [37], so it would be useful to discover whether these differences affect the effects and attrition rates of eHealth interventions.

Conclusions

In conclusion, this study adds evidence for the effectiveness of eHealth interventions after a period without support from the website. MyPlan 2.0 was effective in increasing self-reported leisure-time vigorous PA and moderate household-related PA (home and garden), mainly in the intermediate term when support of the website was no longer present. Although the findings for accelerometer-based MVPA were only borderline significant, this study provided a first indication of the potential of eHealth interventions to increase objectively assessed MVPA in older adults. Future studies with larger samples and long-term follow-up are needed to confirm and clarify these findings.
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Abstract

Background: Cognitive behavioral therapy (CBT) is an effective treatment, but access is often restricted due to costs and limited availability of trained therapists. Blending online and face-to-face CBT for depression might improve cost-effectiveness and treatment availability.

Objective: This pilot study aimed to examine the costs and effectiveness of blended CBT compared with standard CBT for depressed patients in specialized mental health care to guide further research and development of blended CBT.

Methods: Patients were randomly allocated to blended CBT (n=53) or standard CBT (n=49). Blended CBT consisted of 10 weekly face-to-face sessions and 9 Web-based sessions. Standard CBT consisted of 15 to 20 weekly face-to-face sessions. Baseline and 10, 20, and 30 weeks after start of treatment, self-assessed depression severity, quality-adjusted life-years (QALYs), and costs were measured. Clinicians, blinded to treatment allocation, assessed psychopathology at all time points. Data were analyzed using linear mixed models. Uncertainty intervals around cost and effect estimates were estimated with 5000 Monte Carlo simulations.

Results: Blended CBT treatment duration was mean 19.0 (SD 12.6) weeks versus mean 33.2 (SD 23.0) weeks in standard CBT (P<.001). No significant differences were found between groups for depressive episodes (risk difference [RD] 0.06, 95% CI −0.05 to 0.19), response to treatment (RD 0.03, 95% CI −0.10 to 0.15), and QALYs (mean difference 0.01, 95% CI −0.03 to 0.04). Mean societal costs for blended CBT were €1183 higher than standard CBT. This difference was not significant (95% CI −399 to 2765). Blended CBT had a probability of being cost-effective compared with standard CBT of 0.02 per extra QALY and 0.37 for an additional treatment response, at a ceiling ratio of €25,000. For health care providers, mean costs for blended CBT were €176 lower than standard CBT. This difference was not significant (95% CI −659 to 343). At €0 per additional unit of effect, the probability of blended CBT being cost-effective compared with standard CBT was 0.75. The probability increased to 0.88 at a ceiling ratio of €5000 for an added treatment response, and to 0.85 at €10,000 per QALY gained. For avoiding new depressive episodes, blended CBT was deemed not cost-effective compared with standard CBT because the increase in costs was associated with negative effects.
Conclusions: This pilot study shows that blended CBT might be a promising way to engage depressed patients in specialized mental health care. Compared with standard CBT, blended CBT was not considered cost-effective from a societal perspective but had an acceptable probability of being cost-effective from the health care provider perspective. Results should be carefully interpreted due to the small sample size. Further research in larger replication studies focused on optimizing the clinical effects of blended CBT and its budget impact is warranted.

Trial Registration: Netherlands Trial Register NTR4650; https://www.trialregister.nl/trial/4408

International Registered Report Identifier (IRRID): RR2-10.1186/s12888-014-0290-z

(J Med Internet Res 2019;21(10):e14261) doi:10.2196/14261
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Introduction

Several evidence-based pharmacological and psychological treatments have been developed for major depressive disorder (MDD) [1,2]. Within the domain of psychotherapy, there is an especially large body of evidence supporting the efficacy of cognitive behavioral therapy (CBT) [3]. Unfortunately, there is a discrepancy between treatment availability and treatment demand [4]. This can partly be explained by increasingly insufficient mental health care budgets, which limit the availability of trained psychotherapists who can provide evidence-based treatments [5]. As a consequence, patients with severe symptoms often do not receive treatment, or they have to be placed on waiting lists rather than having immediate access to specialized depression care [4,6]. Therefore, there is a high need for efficient and cost-effective mental health care to manage this problem [7].

Web-based (online) psychotherapy is often cited as a promising way to reduce treatment costs and increase treatment availability for common mental disorders [8-11]. For example, it may lower the required therapist time per patient [12]. The efficacy of several online treatments has been demonstrated for the treatment of depression when compared with control groups [13-15]. Evidence suggests that therapist-guided online treatment can be equally as effective as standard face-to-face therapy [16,17]. The cost-effectiveness of guided online treatment has been less well studied. An individual patient data meta-analysis, combining data from five randomized controlled trials (RCTs), suggested that guided online treatment is not yet cost-effective compared with control conditions [18].

To date, most studies have focused on community samples and self-referred participants. Less is known about the costs and effects of online therapy in routine specialized mental health care for patients with more severe or complex depression profiles. This patient group is likely to require more personalized treatment, such as monitoring of suicidal ideation or addressing comorbid disorders [16]. The integration of online and face-to-face treatment into a blended treatment format could be a promising way to address these matters [19-23]. Blended treatment allows therapists to closely monitor their patients, both in face-to-face sessions at the clinic and in an online environment. At the same time, it is thought to retain the positive aspects associated with online treatment, such as lower costs compared with standard treatment, reduction of therapist time, and increased patient self-management [19,24,25].

Although several studies are in progress, current evidence for blended treatment is limited [26-29]. Most studies to date have evaluated the online component as an add-on to standard care rather than offering an integrated blended treatment protocol [30-35]. Results of these studies are promising and indicate that blended treatment may be a viable treatment option. However, the treatment format limits the margin for cost-effectiveness because therapist time is not reduced and overall treatment dosage may even increase [18,36]. Recently, Thase and colleagues [25] used a more integrated approach to blended treatment. Therapist time was limited by combining nine online sessions with twelve 25-minute (instead of 50-minute) face-to-face sessions. Compared with CBT (n=77), blended CBT (n=77) led to noninferior results on the Hamilton Depression Rating Scale (HAM-D) in medication-free adults with depression, when provided in two university clinics.

This study compares the costs and effects of integrated blended CBT with standard CBT when provided to depressed patients in the acute phase of treatment in specialized mental health care. The blended treatment aimed to replace half of face-to-face treatments with online sessions, and thereby shorten treatment duration when compared with standard CBT for MDD [22]. The study examines whether blended CBT has the potential to lead to comparable clinical effects as standard CBT at lower costs. The study was designed as a pilot study with the aim to guide further development of blended CBT and inform future research on feasibility, effectiveness, and cost-effectiveness of blended CBT for depression in outpatient specialized mental health care.

Methods

Study Design and Participants

This pilot study was designed as an RCT in three mental health care organizations in the Netherlands, at five outpatient treatment locations. Blended CBT was compared with standard CBT for depression. Outcomes were measured before treatment allocation at baseline and 10, 20, and 30 weeks after start of treatment. Adult patients with a Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition, Text Revision; DSM-IV-TR) diagnosis of MDD, who were indicated for individual CBT by the local intake staff, were recruited during the intake procedure. In the Netherlands, patients can be referred
to specialized services when they do not respond to treatment in primary mental health care [38]. Therefore, patients in this trial were likely to have complex or severe clinical profiles and to have undergone some form of pharmacotherapy or short-term psychotherapy before this study.

Exclusion criteria were inadequate proficiency in the Dutch language; no valid email address or no computer with internet access; current psychotic disorder, bipolar disorder, or substance dependence; or high risk for suicide (current plans). Patients with current substance dependence could participate in the trial if they reported abstinence and had been treated at a center specialized in treatment of substance abuse for at least a month before random allocation.

Diagnoses and suicidal ideation were assessed with the Mini-International Neuropsychiatric Interview Plus (MINI-Plus) [39,40]. Assessors were trained research assistants with master’s degrees in psychology. The study protocol has been published [41]. The trial was registered in the Netherlands Trial Register (registration number NTR4650) and approved by the Medical Ethics Committee of the VU University Medical Center Amsterdam (registration number 2014.191).

Randomization and Masking

Patients were randomly allocated to blended CBT or standard CBT when they met the inclusion criteria, provided a signed informed consent form, and completed the full baseline assessment. Allocation was stratified by mental health care center using a computer-generated random number table. An independent researcher conducted the randomization. Patients and therapists were aware of group allocation, but allocation was concealed from outcome assessors.

Interventions

Both interventions consisted of cognitive behavioral depression treatment. The content of CBT was based on the standard treatment manual [42-44], which recommends 15 to 20 weekly sessions focusing on psychoeducation, behavioral activation, cognitive restructuring, and relapse prevention. As part of the treatment, patients in both treatment groups were encouraged to fill in the 16-item Quick Inventory of Depressive Symptomatology Self-Report (IDS-SR30) [46-49] on a weekly basis to allow patients and their therapists to monitor change in depression severity [45]. Patients who completed 14 sessions or more (75% of 18 sessions) were considered treatment completers. Parallel pharmacological treatment was allowed.

Blended CBT consisted of 10 face-to-face sessions at the specialized mental health care center and 9 Web-based (online) sessions that patients worked through at home. Therapists and patients had personal, password-protected accounts on the Web-based treatment platform. Therapists were trained in the use of the Web-based treatment platform and received a treatment manual. Patients received information on how to work with the platform in the first face-to-face session. After each online session, therapists provided online therapeutic feedback regarding content and progress. Therapists could let patients repeat an online session if this was warranted. The blended CBT protocol aimed to provide one face-to-face session, one online session, and one online feedback message per week over 10 weeks, starting with a face-to-face session. The intervention was semistructured, offering online sessions in a fixed order and providing therapists with a protocol for each face-to-face session. Therapists were allowed to personalize face-to-face sessions to each patient’s individual needs and situation in terms of themes and techniques. More detailed information on the format and content of blended CBT can be found elsewhere [22,41].

The standard CBT group received individual face-to-face cognitive behavioral depression treatment at the clinic in accordance with routine care procedures. The content of standard CBT was comparable to the content of blended CBT. Therapists were advised to plan weekly sessions but were allowed to deviate from the treatment manual when necessary. Based on the guideline, standard CBT was expected to consist of 18 sessions on average, provided over approximately 20 weeks. However, duration of treatment could vary per patient.

Outcomes

The primary clinical outcome was self-reported depression severity at 10, 20, and 30 weeks after the start of treatment, as measured by a Web-based version of the Inventory of Depressive Symptomatology Self-Report (IDS-SR30) [46-49]. Within the cost-effectiveness framework, the IDS-SR30 scores were used to assess treatment response based on the reliable change index (RCI) [50]. Baseline IDS-SR30 scores were subtracted from follow-up scores and then divided by the standard error of the difference scores (SE 4.78, Cronbach alpha=.84). Treatment response (reliable change) was coded as absent (RCI≤−1.96) versus present (RCI<−1.96). Remission was defined as the combination of an RCI less than −1.96 and an IDS-SR30 score less than 13, indicating no depression severity on the IDS-SR30 severity index [46,51].

Clinician-rated outcomes included the presence of a depressive episode at 10, 20, and 30 weeks after the start of treatment and during follow-up. Depression diagnosis was assessed at 10, 20, and 30 weeks after the start of treatment during a telephone interview with section A of the MINI-Plus diagnostic interview [39,40] by trained research assistants who were blinded to treatment allocation. At baseline and 30-week follow-up, all sections of the MINI-Plus interview were administered during a face-to-face or telephone interview to assess comorbid diagnoses.

To calculate quality-adjusted life-years (QALYs), the EQ-5D three-level version [52] questionnaire was administered online at all four time points. QALYs gained over the 30-week study period were estimated by linearly interpolating EQ-5D utility over the time points and correcting for time. Utility scores were based on the Dutch tariff [53].

Self-reported resource use in the 4 weeks before each assessment was measured with a Web-based version of the Trimbos/iMTA questionnaire for Costs associated with Psychiatric Illness (TiC-P) [54]. The TiC-P includes questions on the number of visits to various health care providers in primary and specialized care settings; (2) medication use for sleep, depression, and anxiety; (3) help from friends and family; and (4) absenteeism and reduced work productivity (presenteeism).
in paid and unpaid work. For the main economic evaluation, costs were estimated from a societal perspective, which included all costs measured by the TiC-P. The health care provider perspective only included direct medical costs. A full overview of all cost categories can be found in Multimedia Appendix 1. Costs were computed by multiplying the number of units (contacts, visits, sessions) by the standard unit cost prices (for the year 2014) as reported in the most recent Dutch guideline for economic evaluations [55]. When costs were not included in the latest version of the manual, the cost price was derived from the previous guideline [56] and indexed to the year 2014. Medication prices were retrieved from the National Healthcare Institute (Zorginstituut Nederland) (Z-index [57]). For each prescription, the standard dispensing fee for pharmacists of €6 was added. For blended CBT patients, costs associated with the actual number of online feedback messages received were added, based on an estimated 30 minutes of therapist time per feedback message. Cumulative costs over the 30-week study period were estimated using linear interpolation.

Statistical Analyses

For descriptive purposes, clinical and cost outcomes were first examined in separate linear mixed-effect models. To account for missing data and the correlation between follow-up time points, linear mixed-effect models with restricted maximum likelihood were used to estimate the treatment effects. EQ-5D utility gained, and cumulative costs across time. The models included both fixed and random effects, which allowed for estimation on a patient level of how far each patient diverged from the fixed (group level) effect over time [58,59]. Main outcome measures (ie, IDS-SR depression severity, reliable change, MINI depression status, EQ-5D QALYs, and costs) were evaluated in separate mixed models. Time was included as a categorical variable (0, 10, 20, and 30 weeks). A logistic mixed-effects model was fitted for diagnosis of depressive episodes (present versus absent) and reliable improvement of depression severity (improvement versus no improvement). In these models, the random intercept was dropped from the model because all patients started at the same baseline value (a current diagnosis of depression).

For the cost-effectiveness analyses, baseline adjusted linear mixed-effect models were estimated with group as the independent variable and societal costs, direct medical costs, and reliable change in depression severity as the dependent variables and a random effect across individuals. For dichotomous outcomes, linear mixed-effect models were fitted to estimate risk difference and calculate the incremental cost-effectiveness ratio (ICER). EQ-5D QALYs gained during the study were used as the dependent variable for the cost-utility analysis. Within the cost-effectiveness and cost-utility framework, time was not included in the regression models, rendering one estimate for cost, effectiveness, or utility for all follow-ups. Societal costs during the study period were used as the main cost outcome. Direct health care costs were examined as a separate cost outcome to conduct the health-economic evaluation from the health care system perspective. Uncertainty intervals of 95% around linear mixed-effect model regression estimates for group were estimated with 5000 probabilistic Monte Carlo simulations, running all mixed models simultaneously.

The resulting pairs of cost and effect or utility estimates were plotted on cost-effectiveness and cost-utility planes. The y-axis represented relative costs, and the x-axis represented relative effects associated with blended CBT versus standard CBT. The axes divide the plane into four quadrants. In the northeast quadrant, blended CBT was more expensive and more effective than standard CBT. In the northwest quadrant, blended CBT was more expensive and less effective than status quo (standard CBT), meaning that blended CBT was dominated by standard CBT. In the southwest quadrant, blended CBT was less expensive and less effective than standard CBT. In the southeast quadrant, blended CBT was less expensive and more effective than standard CBT, which indicated that blended CBT dominated standard CBT. Cost-effectiveness acceptability curves were estimated to assess the probability of blended CBT being cost-effective given various willingness-to-pay ceilings.

The mixed models were estimated using the lmer and glmer functions from the lme4 package (version 1.1-15) [60] using R software (version 3.4.4) [61]. Combined cost-effectiveness and cost-utility analyses were performed in Stata version 14.2 (StataCorp LP, College Station, TX, USA).

Two sensitivity analyses were conducted. First, a linear mixed-effect model was estimated for societal costs excluding the costs of in-patient care (both in general hospitals and mental health care). Although these events are rare, they can act as influential outliers due to the high costs associated with in-patient care. Second, direct nonmedical costs associated with absenteeism and presenteeism were evaluated as a separate cost outcome to assess their contribution to the overall societal costs as evaluated in the main analysis.

Power

Sample size estimation was based on the probability of blended CBT being cost-effective in comparison with standard CBT for various willingness-to-pay ceilings (ie, the maximum additional financial contribution society is willing to invest to gain one more unit of treatment effect) [62]. Through a simulation study, the impact of different sample sizes on the stability of the cost-effectiveness acceptability curve was determined [62]. Using realistic fixed estimates of the mean and standard deviation of effects and the costs on the population level (based on Hakkaart-van Roijen et al [63]), a large number of trials were simulated in which sample sizes were systematically varied between n=10 to n=500 per group. At a sample size of n=75 per group, the probability estimates converged to acceptable 75% values within the relevant range of willingness-to-pay ceilings. Therefore, this study aimed for a sample size of N=150.

Results

Overview

Between August 2014 and May 2016, 103 patients were randomized to blended CBT (n=54) or standard CBT (n=49). One patient withdrew from the study before commencing treatment due to starting another treatment elsewhere. The trial profile is presented in Figure 1. The full intention-to-treat sample
consisted of 102 patients (blended CBT: n=53; standard CBT: n=49). This sample size was smaller than the initial goal of 150 patients [41]. The recruitment and screening of sufficient patients to randomize 150 patients proved to be unfeasible within the fixed time frame of this study. Fewer patients were referred to specialized services than expected. This was partly due to a nationwide reorganization of Dutch mental health care, which meant that a larger proportion of depressed patients were treated in primary mental health care rather than specialized care.

Figure 1. Flowchart. bCBT: blended cognitive behavioral therapy; CBT: standard cognitive behavioral therapy.

Information on patients’ baseline demographic characteristics, clinical profiles, and costs are presented in Table 1. A notable number of patients (69 of 102, 68%) were diagnosed with at least one other DSM-IV disorder in addition to MDD, 60% (61 of 102) reported suicidal ideation, and 28% (29 of 102) had attempted suicide at some point in their lives. Patients in blended CBT showed a higher baseline depression severity (45.2 versus 41.5), lower mean utility score (0.36 versus 0.46), and higher
direct medical costs (€989 versus €439) in the 4 weeks before baseline than patients in standard CBT.

Table 1. Sample characteristics of participants at baseline (N=102).

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Blended CBTa (n=53)</th>
<th>Standard CBT (n=49)</th>
<th>Total (N=102)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>35 (66)</td>
<td>29 (60)</td>
<td>64 (63)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.3 (11.3)</td>
<td>38.1 (10.6)</td>
<td>38.8 (10.9)</td>
</tr>
<tr>
<td>In a relationship, n (%)</td>
<td>30 (57)</td>
<td>30 (61)</td>
<td>60 (59)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>6 (11)</td>
<td>2 (4)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Middle</td>
<td>30 (57)</td>
<td>33 (67)</td>
<td>63 (62)</td>
</tr>
<tr>
<td>High</td>
<td>17 (32)</td>
<td>14 (29)</td>
<td>31 (30)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>31 (59)</td>
<td>28 (57)</td>
<td>59 (58)</td>
</tr>
<tr>
<td>Nationality (Dutch), n (%)</td>
<td>48 (91)</td>
<td>47 (96)</td>
<td>95 (93)</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blended CBT treatment preference, n (%)</td>
<td>33 (62)</td>
<td>33 (67)</td>
<td>66 (65)</td>
</tr>
<tr>
<td>Any comorbidity, b n (%)</td>
<td>38 (72)</td>
<td>31 (63)</td>
<td>69 (68)</td>
</tr>
<tr>
<td>Anxiety disorders, n (%)</td>
<td>30 (57)</td>
<td>25 (51)</td>
<td>55 (54)</td>
</tr>
<tr>
<td>Other disorders, c n (%)</td>
<td>25 (47)</td>
<td>23 (47)</td>
<td>48 (47)</td>
</tr>
<tr>
<td>Comorbid disorders, d mean (SD)</td>
<td>1.8 (1.7)</td>
<td>1.8 (1.9)</td>
<td>1.8 (1.7)</td>
</tr>
<tr>
<td>MDDe duration in months, mean (SD)</td>
<td>73.7 (73.2)</td>
<td>80.2 (69.8)</td>
<td>76.9 (70.9)</td>
</tr>
<tr>
<td>Depression (IDS-SRf), mean (SD)</td>
<td>45.2 (12.1)</td>
<td>41.5 (11.6)</td>
<td>43.4 (11.9)</td>
</tr>
<tr>
<td><strong>Severity (IDS-SR), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild/moderate</td>
<td>17 (32)</td>
<td>22 (45)</td>
<td>39 (38)</td>
</tr>
<tr>
<td>Severe/very severe</td>
<td>36 (68)</td>
<td>27 (55)</td>
<td>64 (63)</td>
</tr>
<tr>
<td>Utility scores, mean (SD)</td>
<td>0.36 (0.29)</td>
<td>0.46 (0.31)</td>
<td>0.41 (0.30)</td>
</tr>
<tr>
<td><strong>Prior treatment (4 weeks), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressant medication</td>
<td>36 (68)</td>
<td>29 (59)</td>
<td>65 (64)</td>
</tr>
<tr>
<td>Psychological treatment</td>
<td>44 (83)</td>
<td>42 (86)</td>
<td>86 (84)</td>
</tr>
<tr>
<td><strong>Costs (€, TiC-Pg, 4 weeks), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct medical</td>
<td>989 (1626)</td>
<td>439 (398)</td>
<td>725 (1230)</td>
</tr>
<tr>
<td>Direct nonmedical</td>
<td>428 (802)</td>
<td>246 (526)</td>
<td>339 (685)</td>
</tr>
<tr>
<td>Indirect nonmedical</td>
<td>796 (1629)</td>
<td>716 (1610)</td>
<td>757 (1613)</td>
</tr>
<tr>
<td>Societal costs</td>
<td>2205 (2615)</td>
<td>1401 (1762)</td>
<td>1819 (2271)</td>
</tr>
</tbody>
</table>

aCBT: cognitive behavioral therapy.
bThe DSM-IV-TR and ICD-10 codes are available on request.
cObessive compulsive disorder, posttraumatic stress disorder, alcohol/drug abuse, somatoform disorders.
dAnxiety disorders: social phobia, panic with or without agoraphobia, agoraphobia, generalized anxiety disorder.
eMDD: major depressive disorder.
fIDS-SR: Inventory of Depressive Symptomatology, self-report version.
gTiC-P: Trimbos/iMTA questionnaire for Costs associated with Psychiatric Illness.

Study Dropout
Overall, the MINI-Plus diagnostic interview could be administered to 85 of 102 patients (83%) at 10 weeks, 84 patients (82%) at 20 weeks, and 76 patients (75%) at 30 weeks. The online self-report questionnaires were completed by 77 patients at 10 weeks (76%), 65 patients (64%) at 20 weeks, and 65 patients (64%) at 30 weeks.
Patients with missing data at one or more follow-up assessments (n=49) were on average five years younger than patients who completed all assessments (n=54; mean 36.0, SD 10.5 years versus mean 41.2, SD 10.8 years; \( t_{100} = 2.49, P = .02 \)). Within the blended CBT group, missing data were not associated with patient characteristics. Patients with missing data in the standard CBT group were more often unemployed than patients who did not have missing data (\( \chi^2 = 14.1, P < .001 \)). Figure 1 displays study and treatment adherence for both groups throughout the study period.

**Treatment Adherence**

Of 102 patients, 97 (95%) started treatment and received at least one session. In blended CBT, the average number of sessions matched the planned number of 19.5 sessions (SD 8.3, range 0 to 31). On average, blended CBT had a mean of 9.6 online sessions (SD 4.4, range 0 to 16) and 10.0 face-to-face sessions (SD 4.6, range 0 to 16). Per-patient online feedback was provided a mean of 8.4 times (SD 4.2, range 0 to 15). Based on the cutoff of 14 sessions (75% of the optimal blended CBT protocol of 19 sessions), 43 of 53 blended CBT patients (81%) were considered treatment completers. When the 75% completion criterion was applied to online and face-to-face sessions separately (>7 each), 40 blended CBT patients (75%) were considered completers. Seven patients (13%) completed the full blended CBT protocol within 10 weeks.

In standard CBT, the mean number of sessions was 13.3 (SD 6.3, range 0 to 27), which was less than planned (15-18 sessions) within the time frame of this study. Based on the cutoff of 14 sessions, 22 of 49 patients (45%) were considered treatment completers. Four patients (8%) completed the standard CBT protocol (16-20 sessions) within 20 weeks.

Compared with patients in the standard CBT group, blended CBT patients received significantly more sessions in total (19 versus 13, \( t_{100} = -4.09, P < .001 \)), but significantly fewer face-to-face sessions at the clinic (10 versus 13, \( t_{100} = 3.07, P = .003 \)). As expected based on the treatment protocol, mean treatment duration was significantly shorter in blended CBT than in standard CBT, with an average of 19.0 (SD 12.6) weeks versus 33.2 (SD 23.0) weeks (\( t_{100} = 3.91, P < .001 \)). When therapist time spent on online feedback was included, the combined amount of direct and indirect therapist time did not differ between groups with an average of 14.0 (SD 6.2) hours for blended CBT and 13.3 (SD 6.3) hours for standard CBT (\( t_{100} = -0.55, P = .58 \)).

**Clinical Outcomes**

Deviation between the desired time points and actual time of data collection was deemed within an acceptable range to enter time as a fixed categorical variable (baseline or 0 weeks, and 10, 20, and 30 weeks after start of treatment) in the linear mixed models (see Multimedia Appendix 2). No differences were found between groups in psychotropic medication use at all assessment periods. Controlling for demographic variables associated with missing data (age and employment status) did not improve model fit in all models (\( P > .05 \)). Controlling for baseline scores did significantly improve model fit in all models with continuous outcomes (\( P < .001 \)). Unadjusted (observed) means and outcomes per follow-up assessment are presented in Table 2. Controlling for baseline severity, no group difference was found in decrease of depression severity over time on the IDS-SR (overall: \( b = 2.03, 95\% \text{ CI } -1.57 \text{ to } 5.64; t_{50,45} = 1.17, P = .25 \)). Time significantly predicted a decrease of depression severity at all time points (overall: \( b = -7.13, 95\% \text{ CI } -9.64 \text{ to } -4.71; t_{49.55} = -5.74, P < .001 \)). For the full sample, the estimated mean depression severity decreased from severe (43.23, 95\% CI 42.07-44.40) to moderate (27.1, 95\% CI 22.03-32.14) [45,48].

Controlling for baseline utility scores, time significantly predicted an increase in QALYs gained at all time points (overall, \( b = 12, 95\% \text{ CI } 0.10-0.13; t_{73.84} = 13.77, P < .001 \)). There was no significant difference in QALY gains between groups (\( b = -0.01, 95\% \text{ CI } -0.03 \text{ to } 0.01; t_{73.74} = -0.88, P = .38 \)).

For reliable change in depression severity (treatment response), a significant association was found between time and treatment response \( (b=1.81, OR 4.09, 95\% \text{ CI } 0.89-2.89; z=4.00, P < .001, \) but no significant difference between groups \( (b = -0.31, \text{ OR } 0.73, 95\% \text{ CI } -1.61 \text{ to } 0.99; z = -0.53, \text{ P= } 0.60) \). Twenty patients reported significant improvement at all follow-up assessments (blended CBT: n=10; standard CBT: n=10). There were no patients who consecutively reported deterioration at all follow-up assessments. No deaths occurred during the study. One depression-related, but not treatment-related, serious adverse event occurred in the standard CBT group, in which one person self-harmed. Table 3 provides an overview of reliable change compared with baseline per follow-up, per group.

The proportion of patients who did not fulfill criteria for a depressive episode at 10, 20, and 30 weeks after the start of treatment did not differ significantly between groups (overall: \( b = -1.44, OR 0.23, 95\% \text{ CI } 0.16-0.35; z= -7.12, P < .001 \)). At 30-week follow-up, 23 of 102 patients (31% of full sample) met criteria for remission, reporting an absence of symptoms for at least 8 weeks. No significant between-group differences were found in the number of comorbid diagnoses. Table 4 provides an overview of the current diagnoses at 30-week follow-up for both groups.
Table 2. Unadjusted (observed) means and primary clinical and utility outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Blended CBT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Standard CBT</th>
<th>Full sample</th>
<th>Blended CBT vs standard CBT&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Value (SD)</td>
<td>n</td>
<td>Value (SD)</td>
</tr>
<tr>
<td>Depression severity (IDS-SR&lt;sup&gt;b&lt;/sup&gt;), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>45.2 (12.1)</td>
<td>49</td>
<td>41.5 (11.6)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>41</td>
<td>31.9 (12.7)</td>
<td>35</td>
<td>32.0 (17.5)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>35</td>
<td>30.7 (16.1)</td>
<td>30</td>
<td>27.1 (15.7)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>36</td>
<td>29.5 (17.2)</td>
<td>29</td>
<td>21.1 (15.4)</td>
</tr>
<tr>
<td>QALYs&lt;sup&gt;c&lt;/sup&gt; (EQ-5D-3L), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>0.000 (0.05)</td>
<td>49</td>
<td>0.000 (0.05)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>41</td>
<td>0.200 (0.10)</td>
<td>35</td>
<td>0.240 (0.09)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>35</td>
<td>0.200 (0.10)</td>
<td>30</td>
<td>0.340 (0.13)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>36</td>
<td>0.310 (0.16)</td>
<td>29</td>
<td>0.390 (0.13)</td>
</tr>
<tr>
<td>Reliable change (IDS-SR), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>0</td>
<td>49</td>
<td>0</td>
</tr>
<tr>
<td>10 weeks</td>
<td>41</td>
<td>0.100 (0.05)</td>
<td>35</td>
<td>0.100 (0.05)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>35</td>
<td>0.200 (0.10)</td>
<td>30</td>
<td>0.240 (0.09)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>36</td>
<td>0.310 (0.16)</td>
<td>29</td>
<td>0.390 (0.13)</td>
</tr>
<tr>
<td>Current depressive episode (MINI-Plus)&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>98 (52)</td>
<td>49</td>
<td>98 (48)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>44</td>
<td>61 (27)</td>
<td>41</td>
<td>44 (18)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>44</td>
<td>55 (24)</td>
<td>40</td>
<td>38 (15)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>39</td>
<td>39 (15)</td>
<td>37</td>
<td>35 (13)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy.<br><sup>b</sup>IDS-SR: Inventory of Depressive Symptomatology, self-report version.<br><sup>c</sup>MINI-Plus: Mini-International Neuropsychiatric Interview Plus.<br><sup>d</sup>QALYs: quality-adjusted life-years.
### Table 3. Reliable change in depression severity.

<table>
<thead>
<tr>
<th>Change at each follow-up</th>
<th>Blended CBTa</th>
<th>Standard CBT</th>
<th>Full sample</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Week 10</strong></td>
<td>n=41</td>
<td>n=35</td>
<td>n=76</td>
</tr>
<tr>
<td>Deterioration, n (%)</td>
<td>1 (2)</td>
<td>3 (9)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>No change, n (%)</td>
<td>16 (39)</td>
<td>16 (48)</td>
<td>32 (42)</td>
</tr>
<tr>
<td>Improvement, n (%)</td>
<td>21 (68)</td>
<td>10 (29)</td>
<td>31 (41)</td>
</tr>
<tr>
<td>Remission, n (%)</td>
<td>3 (7)</td>
<td>6 (17)</td>
<td>9 (12)</td>
</tr>
<tr>
<td><strong>Week 20</strong></td>
<td>n=35</td>
<td>n=30</td>
<td>n=65</td>
</tr>
<tr>
<td>Deterioration, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No change, n (%)</td>
<td>16 (46)</td>
<td>13 (43)</td>
<td>29 (45)</td>
</tr>
<tr>
<td>Improvement, n (%)</td>
<td>13 (37)</td>
<td>11 (37)</td>
<td>24 (37)</td>
</tr>
<tr>
<td>Remission, n (%)</td>
<td>6 (17)</td>
<td>6 (20)</td>
<td>12 (19)</td>
</tr>
<tr>
<td><strong>Week 30</strong></td>
<td>n=36</td>
<td>n=29</td>
<td>n=65</td>
</tr>
<tr>
<td>Deterioration, n (%)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>No change, n (%)</td>
<td>15 (42)</td>
<td>10 (35)</td>
<td>25 (39)</td>
</tr>
<tr>
<td>Improvement, n (%)</td>
<td>14 (40)</td>
<td>8 (23)</td>
<td>22 (24)</td>
</tr>
<tr>
<td>Remission, n (%)</td>
<td>6 (17)</td>
<td>11 (38)</td>
<td>17 (26)</td>
</tr>
</tbody>
</table>

a CBT: cognitive behavioral therapy.

### Table 4. Current DSM-IV-TRa diagnoses at 30-week follow-up.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Blended CBTb (n=39)</th>
<th>Standard CBT (n=37)</th>
<th>Full sample (N=76)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any comorbidity, n (%)</td>
<td>17 (44)</td>
<td>18 (49)</td>
<td>35 (46)</td>
</tr>
<tr>
<td>Depressive episode, n (%)</td>
<td>15 (39)</td>
<td>13 (27)</td>
<td>28 (37)</td>
</tr>
<tr>
<td>Anxiety, n (%)</td>
<td>15 (28)</td>
<td>15 (31)</td>
<td>30 (29)</td>
</tr>
<tr>
<td>OCDc, n (%)</td>
<td>6 (11)</td>
<td>3 (6)</td>
<td>9 (9)</td>
</tr>
<tr>
<td>PTSDd, n (%)</td>
<td>3 (6)</td>
<td>2 (4)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Somatoform, n (%)</td>
<td>4 (8)</td>
<td>4 (8)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Alcohol/drug dependency, n (%)</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Comorbid disorders, mean (SD)</td>
<td>1.5 (2.0)</td>
<td>1.3 (1.7)</td>
<td>1.4 (1.9)</td>
</tr>
</tbody>
</table>

aDSM-IV: Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition).
bCBT: Cognitive behavioral therapy.
cOCD: obsessive compulsive disorder.
dPTSD: posttraumatic stress disorder.

### Costs

Before examining cost-effectiveness, costs were explored in separate linear mixed models, controlling for baseline costs. Patients in the blended CBT group reported higher cumulative societal costs on average than patients in standard CBT (overall: \( b=1410, 95\% \text{ CI } -28.5 \text{ to } 2776.7; t_{78.86}=2.06, P=.04 \)). Part of this effect appeared to be driven by rare and costly medical events. When costs of hospitalization and in-patient psychiatric care were not included in the societal costs in a sensitivity analysis, the between-group difference was reduced (overall: \( b=1206, 95\% \text{ CI } -300.9 \text{ to } 2713.3; t_{76.69}=1.57, P=.12 \)). Based on the estimated marginal means from the mixed-effects model, the overall societal costs for the full sample at 30 weeks were estimated to be mean €10,075 (95% CI €8086–€12,066).

Regarding average cumulative direct medical costs, both groups reported similar costs (overall: \( b=55, 95\% \text{ CI } -477.0 \text{ to } 576.5; t_{90.19}=0.22, P=.83 \)). Average direct medical costs at 30 weeks were estimated to be €4535 (95% CI €3789–€5282). Sensitivity analyses showed that for cumulative indirect nonmedical costs (costs associated with absenteeism and presenteeism), patients in the blended CBT group on average reported higher costs compared with standard CBT (overall: \( b=140, 95\% \text{ CI } -178.4 \text{ to } 448.4; t_{76.22}=0.89, P=.37 \)). Average indirect nonmedical costs at 30 weeks were estimated to be €1413 (95% CI €954–€1872).
Unadjusted (observed) means and outcomes per follow-up assessment are presented in Table 5.

**Cost-Effectiveness and Cost Utility**

The results from the cost-effectiveness and cost-utility analyses are presented in Table 6. Estimated between-group mean differences in costs, utility, and effects over the full study period were not significant.

### Table 5. Unadjusted mean cumulative costs in Euros.

<table>
<thead>
<tr>
<th>Costs</th>
<th>Blended CBT</th>
<th>Standard CBT</th>
<th>Full sample</th>
<th>Blended CBT vs standard CBT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Societal costs (€)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>2205 (2615)</td>
<td>49</td>
<td>1401 (1761)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>40</td>
<td>5140 (5229)</td>
<td>35</td>
<td>2996 (2608)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>33</td>
<td>9523 (9466)</td>
<td>28</td>
<td>5765 (4974)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>30</td>
<td>12,401 (13,198)</td>
<td>24</td>
<td>8493 (7239)</td>
</tr>
<tr>
<td><strong>Direct medical costs (€)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53</td>
<td>628 (888)</td>
<td>49</td>
<td>411 (389)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>40</td>
<td>2363 (2743)</td>
<td>35</td>
<td>1697 (934)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>33</td>
<td>3834 (3833)</td>
<td>28</td>
<td>3025 (1846)</td>
</tr>
<tr>
<td>30 weeks</td>
<td>30</td>
<td>4728 (4504)</td>
<td>24</td>
<td>4287 (3743)</td>
</tr>
</tbody>
</table>

*a* CBT: Cognitive behavioral therapy.

### Table 6. Results of the cost-effectiveness and cost-utility analyses.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Blended CBT* vs standard CBT</th>
<th>ICERb</th>
<th>Cost-effectiveness plane distributionc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference cost, mean difference (95% CI)</td>
<td>Difference effect, mean or risk differenced (95% CI)</td>
<td>NWe</td>
<td>SWf</td>
</tr>
<tr>
<td><strong>Societal perspective</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCI</td>
<td>1183 (–399, 2765)</td>
<td>0.03 (–0.10, 0.15)</td>
<td>39,433</td>
</tr>
<tr>
<td>MINI</td>
<td>1183 (–399, 2765)</td>
<td>0.06 (–0.05, 0.19)</td>
<td>19,716</td>
</tr>
<tr>
<td>QALY</td>
<td>1183 (–399, 2765)</td>
<td>0.01 (–0.03, 0.04)</td>
<td>185,880</td>
</tr>
<tr>
<td><strong>Health care provider perspective</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCI</td>
<td>–176 (–659, 343)</td>
<td>0.03 (–0.10, 0.15)</td>
<td>–5867</td>
</tr>
<tr>
<td>MINI</td>
<td>–176 (–659, 343)</td>
<td>0.06 (–0.05, 0.19)</td>
<td>–2913</td>
</tr>
<tr>
<td>QALY</td>
<td>–176 (–659, 343)</td>
<td>0.01 (–0.03, 0.04)</td>
<td>–29,333</td>
</tr>
</tbody>
</table>

*a* CBT: Cognitive behavioral therapy.

b ICER: incremental cost-effectiveness ratio.

c For plane distribution, NW=more expensive, less effective; SW=less expensive, less effective; NE=more expensive, more effective; SE=less expensive, more effective.

d Risk difference: RCI and MINI; Mean: QALY.

e NW: northwest.

f SW: southwest.

g NE: northeast.

h SE: southeast.

i RCI: reliable change index (based on IDS-SR).

j MINI: Mini-International Neuropsychiatric Interview Plus (diagnostic interview diagnosis of a depressive episode).

k QALY: quality-adjusted life-year (based on EQ-5D-3L).
**Societal Perspective**

For response to treatment, the ICER was 39,433, meaning that an additional treatment response in blended CBT was associated with €39,433 higher costs compared with standard CBT. Of the estimated cost-effect pairs, 89.2% was located in the northeast quadrant (more effective and more expensive), 10% in the northwest quadrant (less effective and more expensive), and 0.7% in the southeast quadrant (more effective and less expensive). The probability of blended CBT being cost-effective compared with standard CBT was 0.01 at a ceiling ratio of €0 per additional response to treatment, and 0.02, 0.18, and 0.28 at ceiling ratios of €5000, €15,000, and €20,000 per response to treatment, respectively. The probability of blended CBT being cost-effective compared with standard CBT rose to 0.37 at a ceiling ratio of €25,000 per additional response to treatment.

For occurrence of depressive episodes, the ICER was 19,716. This means that avoiding an additional depressive episode in blended CBT was associated with €19,716 higher costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.01 at a ceiling ratio of €0 per depressive episode. This was the highest possible probability.

For QALYs, the ICER was 185,880, meaning that one extra QALY in blended CBT was associated with €185,880 higher costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.01 at a ceiling ratio of €0 per QALY. The probability of blended CBT being cost-effective compared with standard CBT rose to 0.02 at a ceiling ratio of €25,000 per extra QALY.

The cost-effectiveness plane and cost-effectiveness acceptability curve are presented in Figure 2.

For occurrence of depressive episodes, the ICER was 19,716. This means that avoiding an additional depressive episode in blended CBT was associated with €19,716 higher costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.01 at a ceiling ratio of €0 per depressive episode. This was the highest possible probability.

For QALYs, the ICER was 185,880, meaning that one extra QALY in blended CBT was associated with €185,880 higher costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.01 at a ceiling ratio of €0 per QALY. The probability of blended CBT being cost-effective compared with standard CBT rose to 0.02 at a ceiling ratio of €25,000 per extra QALY.

Figure 2. Cost-effectiveness planes for response to treatment (blended CBT versus standard CBT) from the societal perspective (top left) and health care provider perspective (top right), and cost-effectiveness acceptability curves for response to treatment (blended CBT versus standard CBT) from the societal perspective (bottom left) and health care provider perspective (bottom right). CBT: cognitive behavioral therapy
Health Care Provider Perspective

For response to treatment, the ICER was −5867, meaning that an additional treatment response in blended CBT was associated with €5867 lower costs compared with standard CBT. Of the estimated cost-effect pairs, 69.7% was located in the southeast quadrant (more effective and less expensive), 20.2% in the northeast quadrant (more effective and more expensive), 5.2% in the northwest quadrant (less effective and more expensive), and 4.9% in the southwest quadrant (less effective, less expensive). The probability of blended CBT being cost-effective compared with standard CBT was 0.75 at a ceiling ratio of €0 per additional response to treatment, and 0.80 at a ceiling ratio of €1000 per additional response to treatment. The probability of blended CBT being cost-effective compared with standard CBT rose to 0.88 at a ceiling ratio of €5000 per additional response to treatment. The cost-effectiveness plane and cost-effectiveness acceptability curve are presented in Figure 2.

For occurrence of depressive episodes, the ICER was −2933. This means that an additional depressive episode in blended CBT was associated with €2933 lower costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.75 at a ceiling ratio of €0 per depressive episode.

For QALYs, the ICER was −29,333, meaning that one extra QALY in blended CBT was associated with €29,333 lower costs compared with standard CBT. The probability of blended CBT being cost-effective compared with standard CBT was 0.75 at a ceiling ratio of €0 per QALY gained, and 0.81 at €5000 per QALY gained. The probability of blended CBT being cost-effective compared with standard CBT rose to 0.85 at €10,000 per QALY gained.

Discussion

Overview

This pilot RCT focused on depression treatment in Dutch routine specialized mental health care and compared the costs and effects of blended CBT for MDD to standard (evidence-based) face-to-face CBT over a 30-week time frame. The study examined whether blended CBT has the potential to lead to clinical effects that are comparable to the effects of standard CBT, at lower costs. To the best of our knowledge, our study was the first to explore the cost-effectiveness of integrated (rather than add-on) blended depression treatment in routine mental health care and compare this blended treatment to existing, evidence-based, face-to-face CBT.

Principal Findings

The results suggest that blended CBT for depression has the potential to lead to costs and clinical effects that are comparable to the costs and effects associated with standard CBT. In both treatment groups, the severity of depressive symptoms decreased, the probability of having a depression diagnosis lessened, and quality of life improved. When costs and effects were combined, results were mixed. From a societal perspective, blended CBT was not cost-effective compared with standard CBT. From a health care provider perspective, blended CBT had an acceptable probability of being cost-effective compared with standard CBT for treatment response and QALYs (cost utility), but not for depression diagnosis (depressive episodes).

Results show that blended CBT patients received significantly fewer face-to-face sessions than standard CBT patients (10 versus 13 sessions). In line with our expectations, blended CBT also led to shorter treatment duration (19 versus 33 weeks). After 20 weeks of treatment, 51% (27 of 53) of blended CBT patients completed 75% or more of the treatment protocol (at least 14 of 18 sessions in total) versus 5% in the CBT group (3 of 49). After 30 weeks, the percentage of treatment completers rose to 85% for blended CBT and 45% for standard CBT. Combined with therapist time required for online feedback, blended CBT and standard CBT unexpectedly required similar per-patient time investments from therapists (14 versus 13 hours). This was mainly driven by the mean number of sessions in standard CBT, which was considerably lower than expected based on the protocol (13 versus 18 sessions).

Comparison with Other Work

Because this is one of the first studies to compare both costs and effects of blended depression treatment to treatment as usual, the possibility of comparing our findings to those of previous research is limited. The clinical findings appear to be in line with other studies that examined the clinical effectiveness of combined online and face-to-face treatment for depression. However, in this study we defined blended treatment as an integrated approach, replacing face-to-face sessions with online modules rather than a combined approach that adds an online intervention to a face-to-face CBT protocol. For example, Berger and colleagues [33] evaluated the clinical effectiveness of an evidence-based unguided CBT self-help intervention (Deprexis) combined with regular psychotherapy in outpatient specialized depression care compared with regular psychotherapy. The results of their RCT (N=98) showed superiority of the combined treatment [33] over regular treatment for reduced depressive symptoms (via Beck Depression Inventory-II, BDI-II) (Cohen d=.51) at posttreatment (12 weeks). In another RCT (N=229), this unguided self-help intervention was added to a psychodynamic psychotherapeutic treatment (treatment as usual) for depressed inpatients and compared with online information plus treatment as usual [35]. At treatment, treatment as usual plus unguided self-help was superior to treatment as usual plus active control (Cohen d=.44).

A naturalistic study in routine specialized mental health care by Kenter and colleagues [36] showed comparable clinical effects for blended and standard face-to-face treatment for depressed patients, as measured with Global Assessment of Functioning (GAF) scores (N=3175) [36]. In this study, the combined rather than integrated approach led to longer treatment duration and more treatment sessions (combined total of online and face-to-face sessions), making blended treatment by design more costly than face-to-face treatment [36]. Offering blended treatment in a group format rather than to patients individually could potentially further lower costs associated with treatment. Schuster and colleagues [64] examined change in severity of depressive symptoms (via Center
for Epidemiologic Studies Depression Scale, CES-D) in a combined blended group therapy compared with a waitlist control group. Participants (N=46) were adults with depressive symptoms who were recruited from the general population in Austria. Blended therapy consisted of eight 90-minute group sessions, combined with access to an e-learning platform. Treatment was provided at the University of Salzburg. The group intervention was superior to waitlist (Cohen d=.87) after treatment.

Finally, in a recent study by Thase and colleagues [25], an integrated approach was chosen for treating medication-free adults with MDD (N=154). Treatment was provided in two university clinics. In the blended treatment, nine online modules were combined with 12 face-to-face sessions of 25 minutes. Compared with 20 CBT sessions of 50 minutes, blended CBT led to noninferior results (Cohen d=.05) on the HAM-D after 16 weeks of treatment.

Limitations

There are a number of factors that need to be considered when interpreting the findings. First, the sample size was smaller than anticipated, which led to less stable probability estimates. This was mainly due to time constraints of conducting the study. The achieved sample is considered adequate for the central aim of the study, which was to guide further development and research in blended CBT. Future studies should focus on hypothesis testing in larger samples, using a noninferiority design.

Second, within this study, patients could be followed for 30 weeks. Although this was considered an acceptable time period to assess changes in outcomes during and shortly after treatment, future studies could include a long-term follow-up (eg, 1 year after treatment). This would provide more insight into the course of depression, treatment trajectories, quality of life, and costs over time. When examining costs, future studies could also include specific costs associated with delivering the interventions, such as the hosting and maintenance of the online treatment platform. Unfortunately, these data were not available in this study.

Third, this sample was characterized by a high level of heterogeneity, both in clinical and cost characteristics. On the one hand, this is a positive aspect because it is representative of the population in routine specialized mental health care. On the other hand, it led to some baseline imbalances between groups. This is most apparent in the average direct medical and nonmedical costs patients reported in the month before baseline, which were higher in the blended CBT group than the standard CBT group. This was primarily caused by the fact that three patients in the blended group reported having been admitted to an in-patient psychiatric ward before baseline assessment versus no patients in the standard CBT group.

The imbalances at baseline increased the uncertainty around the cost and effectiveness estimates, especially at the 30-week follow-up. This is reflected in the analyses concerning treatment response, quality of life, and direct medical costs (health care provider perspective). The models that included time were in favor of the standard CBT group, whereas the models that did not include time were in favor of blended CBT. It is important to keep in mind that all findings were nonsignificant and varied around zero, signifying no differences between groups.

Finally, it should be noted that in the study protocol [41] more outcomes were included than could be reported on in this paper, such as working alliance and depressive cognitions. Information on these outcomes will be provided in forthcoming publications. Next, in the study protocol, it was stated that treatment response would be assessed at 30 weeks. This might lead readers to wonder whether there was a deviation from the planned analyses. However, within the cost-effectiveness framework, the focus lies on cumulative outcomes. Therefore, cumulative group differences were estimated with linear mixed models over the full study period, rather than estimating a group difference at a single time point (30 weeks).

Conclusion

This study is one of the first to examine both costs and effects of integrated blended CBT for depression in specialized mental health care. The results are promising and suggest it is feasible to digitalize part of the therapist-patient interaction, even in the complex patient population that characterizes specialized mental health care. Blended CBT appears to lead to comparable clinical effects as standard CBT, may increase treatment adherence, and could potentially speed up patient flow through the treatment process. From a societal perspective, blended CBT is not considered cost-effective compared with standard CBT. However, there is an acceptable probability that blended CBT is cost-effective from the perspective of the health care provider. Further research in a larger sample seems warranted, which should focus on optimizing the clinical effects of blended treatment as well as the cost-impact.
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Abstract

Background: Public policy introduced since 2011 has supported provider adoption of electronic medical records (EMRs) and patient-provider messaging, primarily through financial incentives. It is unclear how disparities in patients’ use of incentivized electronic health (eHealth) tools, like patient-provider messaging, have changed over time relative to disparities in use of eHealth tools that were not directly incentivized.

Objective: This study examines trends in eHealth disparities before and after the introduction of US federal financial incentives. We compare rates of patient-provider messaging, which was directly incentivized, with rates of looking for health information on the Web, which was not directly incentivized.

Methods: We used nationally representative Health Information National Trends Survey data from 2003 to 2018 (N=37,300) to describe disparities in patient-provider messaging and looking for health information on the Web. We first reported the percentage of individuals across education and racial and ethnic groups who reported using these tools in each survey year and compared changes in unadjusted disparities during preincentive (2003-2011) and postincentive (2011-2018) periods. Using multivariable linear probability models, we then examined adjusted effects of education and race and ethnicity in 3 periods—preincentive (2003-2005), early incentive (2011-2013), and postincentive (2017-2018)—controlling for sociodemographic and health factors. In the postincentive period, an additional model tested whether internet adoption, provider access, or providers’ use of EMRs explained disparities.

Results: From 2003 to 2018, overall rates of provider messaging increased from 4\% to 36\%. The gap in provider messaging between the highest and lowest education groups increased by 10 percentage points preincentive (\(P<.001\)) and 22 additional points postincentive (\(P<.001\)) and 22 additional points postincentive (\(P<.001\)). The gap between Hispanics and non-Hispanic whites increased by 3.2 points preincentive (\(P=.42\)) and 11 additional points postincentive (\(P=.01\)). Trends for blacks resembled those for Hispanics, whereas trends for Asians resembled those for non-Hispanic whites. In contrast, education-based disparities in looking for health information on the Web (which was not directly incentivized) did not significantly change in preincentive or postincentive periods, whereas racial disparities narrowed by 15 percentage points preincentive (\(P=.008\)) and did not significantly change postincentive. After adjusting for other sociodemographic and health factors, observed associations were similar to unadjusted associations, though smaller in magnitude. Including internet adoption, provider access, and providers’ use of EMRs in the postincentive model attenuated, but did not eliminate, education-based disparities in provider messaging and looking for health information on the Web. Racial and ethnic disparities were no longer statistically significant in adjusted models.

Conclusions: Disparities in provider messaging widened over time, particularly following federal financial incentives. Meanwhile, disparities in looking for health information on the Web remained stable or narrowed. Incentives may have disproportionately benefited socioeconomically advantaged groups. Future policy could address disparities by incentivizing providers treating these populations to adopt messaging capabilities and encouraging patients’ use of messaging.
Introduction

Background
The use of Web-based tools to access health information and health services (electronic health, eHealth) has increased along with the widespread dissemination of the internet [1,2]. However, since 2000, observers have noted a persistent digital divide in the diffusion of eHealth tools across segments of the US population, with members of traditionally underserved groups (lower socioeconomic status, older, and racial and ethnic minorities) being less likely to engage in many eHealth activities [3-7]. Over the past decade, several federally supported initiatives, such as regional extension centers and state cooperatives, were implemented to accelerate the spread of some eHealth tools, including Web-based communication between patients and providers. The largest supportive policy was direct financial incentives for Meaningful Use (MU) of eHealth records, which began in 2011 and was redesigned as the Promoting Interoperability program within the Merit-Based Incentive Payment System in 2017. Other eHealth tools, such as those facilitating access to Web-based health information that is independent of health care providers, have spread without direct health policy intervention. It is not clear how the digital divide in the use of eHealth tools financially incentivized by federal policy has changed since the enactment of supportive policy compared with the digital divide in the use of eHealth tools that were not directly incentivized by policy makers.

Trends through 2014 suggested that people with higher incomes and education remained more likely to use the internet to look up health information and to communicate with their providers, with disparities based on race sometimes becoming statistically nonsignificant in adjusted models [2,8,9]. Throughout this period, group differences in internet and home computer access at least partly explained disparities in eHealth use [5,10]. Rapid dissemination of the internet, encouraged in part by public support through programs such as the Broadband Opportunities Technology Program, have reduced racial and socioeconomic disparities in internet access and use in recent years [11]. The digital divide in overall eHealth use may have similarly decreased, although these trends have not been examined in recent data. It is also possible that disparities in eHealth use persist, perhaps because of differences in eHealth literacy or perceived benefits and concerns of using eHealth [4,12,13]. Furthermore, disparities in use of eHealth tools to communicate with providers may be uniquely driven by differences in access to health care providers [14]. Individuals who have not seen any provider are not likely to communicate with one on the Web [15], and racial and socioeconomic disparities in access to providers persist despite increased insurance coverage following the Affordable Care Act [12].

Beyond differences in provider access, disparities may be driven by uneven adoption of functional electronic medical records (EMRs) among providers [16,17]. The MU program was designed as an all-or-nothing incentive in which providers either qualified in a year and received a substantial payment or did not receive any incentive payment. MU criteria became progressively more difficult: In 2011, providers were encouraged to develop the ability to send patients reminder messages to receive incentive payments. By 2015, providers were required to send secure messages to at least 5% of unique patients to receive incentives. Only 62% of physicians were able to attest to MU by 2016, and high-resource physician offices (which are more likely to treat high-resource patients) were more likely to attest to MU than low-resource physician offices [16,18,19]. Therefore, it is possible that incentives encouraging electronic communication between patients and providers have unintentionally widened disparities in its adoption and use by inadequately addressing access to providers and, in particular, to providers with highly usable EMRs who encourage eHealth communication [20].

Objectives
In this study, we characterized trends in disparities in 2 eHealth technologies from 2003 to 2018 to examine whether the digital divide persists and whether financial incentives contributed to narrowing or widening that divide. Specifically, we described the use of 1 incentivized technology (communicating with providers via messaging) and 1 technology that was not directly incentivized (looking for health information on the Web) over time and across socioeconomic strata and racial groups. Finally, we investigated whether internet adoption, health care access, and providers’ use of EMRs explain the digital divide in recent years.

Methods

Data
We used data from the National Cancer Institute’s Health Information National Trends Survey (HINTS), a cross-sectional, nationally representative survey of noninstitutionalized adults in the United States. HINTS was developed to monitor changes in health communication and information technology. We used data from 8 iterations of HINTS, administered in 2003 (HINTS 1), 2005 (HINTS 2), 2008 (HINTS 3), 2011 (HINTS 4, cycle 1), 2013 (HINTS 4, cycle 3), 2015 (HINTS-FDA), 2017 (HINTS 5, cycle 1), and 2018 (HINTS 5, cycle 2). Detailed information on each iteration’s sampling methodology, data collection, and response rates are published by the National Cancer Institute [21].

Population
The full sample included 37,300 individual-year responses from 2003 to 2018. As different questions were included in different years, we excluded observations with missing data on an analysis-by-analysis basis, as described in the Analysis section.
Dependent Variables: Electronic Health Use

Use of provider messaging was assessed by asking participants whether, in the past 12 months, they had “used e-mail or the Internet to communicate with a doctor or a doctor’s office.” This item was not asked in 2015 (HINTS-FDA). Looking for health information on the Web was assessed by asking participants whether, in the past 12 months, they had used the internet to “look for health or medical information for yourself.” This item was not asked in 2008 (HINTS 3). Response options for both items were yes/no. Before 2017, only individuals who reported using the internet (n=20,445) were asked to respond to these questions. Noninternet users (n=9994) in these survey years, who were not asked these items, were recoded as responding “no” to them, as it is reasonable to assume noninternet users were not using the internet to message their providers or look up health information.

Independent Variables: Sociodemographic and Health-Related Variables

We defined racial and ethnic groups and socioeconomic strata using 2 measures included on all years of HINTS data. To measure race and ethnicity, we defined 6 different racial and ethnic groups: Hispanic, non-Hispanic white, black, Asian, other (American Indian/Native Alaskan/Native Hawaiian/Pacific Islander), and multiracial. We defined socioeconomic strata by the level of education, categorized as 4 levels in all years: less than high school, high school graduate or General Education Diploma, some college or technical school, and college graduate or greater.

We included several additional demographic and health-related variables in multivariable models. Demographic variables included household income (<US $20,000, US $20,000- US $34,999, US $35,000- US $49,999, US $50,000- US $74,999, US $75,000- US $99,999, and > US $100,000), sex (male and female), age (18-34 years, 35-49 years, 50-64 years, 65-74 years, and >75 years), and marital status (married, living as married/member of an unmarried couple, divorced, widowed, separated, and single). Measurement of household income in 2003 differed from other survey years: the lowest income group was less than US $25,000 and the highest was greater than or equal to US $75,000. Health-related variables included health insurance coverage (yes or no) and general health (excellent, very good, good, fair, and poor).

Explanatory Factors

We explored 3 potential explanations for observed health disparities in 2017 to 2018: internet adoption, access to a health care provider, and having a provider that uses an EMR. Internet adoption was assessed by a single item: “Do you ever go on-line to access the Internet or World Wide Web, or to send and receive e-mail?” (yes/no). Access to a health care provider was assessed by the item, “In the past 12 months, not counting times you went to an emergency room, how many times did you go to a doctor, nurse, or other health professional to get care for yourself?” This item was dichotomized to reflect those who had versus those who had not visited a health care provider in the past year. Finally, provider use of an EMR was defined using the item, “Do any of your doctors or other health care providers maintain your medical records in a computerized system?” (yes/no).

Analysis

We first described the overall rates of provider messaging and looking for health information on the Web over time by plotting the percentage of all individuals who reported using these eHealth tools in each survey year. Analyses included all nonmissing responses to provider messaging (n=32,742, average responses per year=4677; minimum=2905, maximum=7612) and looking for health information on the Web (n=28,663, average responses per year=4090; minimum=2885, maximum=6350).

Next, we described disparities over time in provider messaging and looking for health information on the Web by plotting the percentage of individuals across levels of education and by racial and ethnic group who reported using these tools in each survey year. Multimedia Appendix 1 additionally plots the use of these tools across income levels.

We then compared the unadjusted change in magnitude of disparities in eHealth use by education and race and ethnicity during the preincentive period (2003 vs 2011) and postincentive period (2011 vs 2018). Linear regression models included an indicator for year, education level or race and ethnicity, and the interaction between year and education or race and ethnicity. We added and subtracted regression coefficients using linear combinations to generate mean differences and SEs of differences across groups and years. Two racial and ethnic groups (Native American/Pacific Islander and Multiracial) were excluded from this analysis because they did not have at least 100 observations in each survey year. Respondents were excluded from analyses if they were missing data on education (3%) or race (7%).

We generated adjusted estimates of the associations of education and race and ethnicity with provider messaging and looking for health information on the Web using multivariable linear probability models. Analyses included both education and race and ethnicity and were adjusted for household income, sex, age, marital status, insurance coverage, and general health. To examine changing associations over time, we replicated models in 3 separate periods: before major public investment (2003-2005), the first years of public support (2011-2013), and recent years (2017-2018). In constructing these periods, we excluded the 2008 and 2015 survey years in which only 1 dependent variable was included in the survey instrument. Finally, in 2017 to 2018, an additional regression model added internet adoption, access to health care providers, and providers’ use of an EMR to the multivariable model described above to test whether these factors explained the disparities that persisted in 2017 to 2018. Only cases with complete data were used in analyses; sample sizes for each regression analysis can be found in Table 1. Survey weights were applied in all analyses, which were conducted using Stata 15 MP by StataCorp, College Station, TX.
Table 1. The associations of education and race with electronic health use in preincentive (2003-2005), early incentive (2011-2013), and postincentive (2017-2018) periods. Analyses are adjusted for individuals’ income, age, gender, marital status, insurance status, and health status. Linear probability models were generated using complete case analyses. Unweighted sample sizes for each model are provided in parentheses. Survey weights were used to generate means reflective of the US population. \( P \) values were created using jackknife SEs. Full regression results and SEs are available in Multimedia Appendix 2.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Provider messaging</th>
<th>Looking for health information on the Web</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education level (Reference: Less than high school)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>-0.001</td>
<td>-0.01</td>
</tr>
<tr>
<td>Some college</td>
<td>0.03 (^b)</td>
<td>0.09 (^b)</td>
</tr>
<tr>
<td>College graduate</td>
<td>0.06 (^b)</td>
<td>0.13 (^b)</td>
</tr>
<tr>
<td>Race (Reference: non-Hispanic white)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>-0.02</td>
<td>-0.002</td>
</tr>
<tr>
<td>Black</td>
<td>-0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Asian</td>
<td>-0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Multiple races selected</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Other</td>
<td>0.01</td>
<td>-0.003</td>
</tr>
<tr>
<td>Explanatory factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses internet</td>
<td>— (^d)</td>
<td>—</td>
</tr>
<tr>
<td>Seen physician in previous 12 months</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Physician uses EMR(^c) (Reference: No)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Do not know</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Constant</td>
<td>0.01</td>
<td>0.05</td>
</tr>
</tbody>
</table>

\(^a\)An additional model (2017-2018B) included potential explanatory factors: internet adoption, provider access, and providers’ use of EMRs.

\(^b\)\(P<.01\).

\(^c\)\(P<.05\).

\(^d\)Not applicable.

\(\)EMR: electronic medical record.

Results

Overall Trends

Provider Messaging

The population-weighted percentage of individuals using provider messaging increased by 32 percentage points, from 4.4% in 2003 to 36% in 2018 (Figure 1). Growth was relatively slow during the first years of the study period, increasing by 9.0 percentage points (from 4.4% to 13%) between 2003 and 2011. Growth was more rapid in later years, after the enactment of relevant public policies starting in 2011, increasing by 22 percentage points between 2011 and 2018 (from 13% to 36%).
Figure 1. Prevalence of electronic health use, 2003 to 2018. The sample for provider messaging includes 32,742 total responses (average 4677 per year), and the sample for looking for health information on the Web includes 28,663 total responses (average 4090 per year). Survey weights were used to generate means reflective of the US population. Bars represent 95% CIs generated using jackknife SEs.

Looking for Health Information on the Web

The percentage of individuals that reported looking for health information on the Web increased by 38 percentage points, from 32% in 2003 to 70% in 2018. In contrast to provider messaging, growth was rapid during the first years of the study period and slowed in later years. Between 2003 and 2011, the percentage increased by 31 percentage points (from 32% to 63%) and then increased by only 7.2 percentage points between 2011 and 2018 (from 63% to 70%).

Trends in Disparities

Education

Reported use of provider messaging increased across all education groups between 2003 and 2018 (Figure 2, top panel), although growth was slower among individuals with lower levels of education. Among individuals who did not complete high school, rates of provider messaging increased by only 14 percentage points, with most of this increase (11 points) occurring after 2011. Over the same period, there was a 46 percentage point increase among college graduates, again with most of the change (34 points) occurring after 2011. The gap between the highest and lowest education groups increased by 10 percentage points between 2003 and 2011 ($P<.001$) and an additional 22 percentage points between 2011 and 2018 ($P<.001$).

Reported use of the internet to look for health information also increased across all education groups (Figure 2, bottom panel). In contrast to provider messaging, the increase in looking for health information on the Web was similar across education levels. From 2003 to 2018, reported rates increased by 36 percentage points among individuals who did not complete high school, compared with 33 percentage points among those with a college degree. For both groups, the majority of this increase occurred in the preincentive period; from 2003 to 2011, rates increased by 27 percentage points among individuals who did not complete high school and 24 percentage points among college graduates. Therefore, the gap between the highest and lowest education groups increased by 2.9 percentage points between 2003 and 2011 ($P=.69$) and then narrowed by 6.2 percentage points between 2011 and 2018 ($P=.50$).
**Race and Ethnicity**

Use of provider messaging increased across all racial and ethnic groups between 2003 and 2018 (Figure 3, top panel), although the growth was slower among traditionally underserved groups, as was the case with education groups. Among Hispanics, who reported messaging providers least often, the reported rates of provider messaging increased by 22 percentage points, the smallest increase of any group. Meanwhile, among non-Hispanic whites, the reported rates increased by 35 percentage points. As with education, the majority of these increases occurred in the postincentive period: between 2011 and 2018, rates of provider messaging increased by 15 percentage points among Hispanics and by 25 percentage points for non-Hispanic whites. The gap in use of provider messaging between Hispanics and non-Hispanic whites increased by 2.1 points between 2003 and 2011 ($P=.42$) but widened an additional 11 points between 2011 and 2018 ($P=.01$). Trends for blacks closely followed those for Hispanics, whereas trends for Asians more closely resembled those for non-Hispanic whites.

The rates of looking for health information on the Web also increased across all racial and ethnic groups. However, unlike provider messaging, the reported rates of looking for health information on the Web increased most quickly among traditionally underserved racial groups. Among Hispanics, the reported rates increased by 49 percentage points between 2003 and 2018, the greatest increase of any group. Among non-Hispanic whites, the rates increased by 38 percentage points. Paralleling trends across education levels, the majority of this increase occurred in the preincentive period, with rates increasing by 44 percentage points for Hispanics and 30 percentage points for non-Hispanic whites between 2003 and 2011. Therefore, the gap between Hispanic and non-Hispanic whites narrowed by 15 points between 2003 and 2011 ($P=.008$) and then widened by 3.8 points between 2011 and 2018 ($P=.53$).
Figure 3. Electronic health use by race and ethnicity. The sample for provider messaging includes 29,484 total responses, and the sample for looking for health information on the Web includes 25,638 total responses. Survey weights were used to generate means reflective of the US population. Bars represent 95% CIs generated using SEs. Brackets represent the difference in prevalence between Hispanic and non-Hispanic white respondents in the first and last years of the analysis. Other and multiracial categories were excluded from this analysis because they did not have at least 100 observations for each sample year. Furthermore, 7% of total respondents were excluded because they did not indicate a race.

Adjusted Associations

**Education**

The magnitude of the adjusted association between education and provider messaging increased over time but was smaller than the unadjusted differences presented above (Table 1). In 2003 to 2005, college graduates were 6.2 percentage points more likely to use provider messaging than those with less than a high school education ($P<.001$), whereas in 2017 to 2018, college graduates were 24 percentage points more likely to use provider messaging than those with less than a high school education ($P<.001$). In comparison, the adjusted association between education and looking for health information on the Web grew less strong over time. In 2003 to 2005, college graduates were 34 percentage points more likely than those with less than a high school education ($P<.001$). By 2017 to 2018, the difference decreased to 28 percentage points ($P=.06$).

**Race and Ethnicity**

As with education, the associations between race and ethnicity and provider messaging increased over time, whereas the associations with looking up health information on the Web lessened. In 2003 to 2005, non-Hispanic whites were 2.0 percentage points more likely to use provider messaging than Hispanics ($P=.07$), compared with 5.4 percentage points in 2017 to 2018 ($P=.05$). In contrast, in 2003 to 2005, non-Hispanic whites were 11 percentage points more likely than Hispanics to look for health information on the Web ($P<.001$). By 2017 to 2018, the difference decreased to 5.2 percentage points ($P=.06$).

**Explanatory Factors**

In 2017 to 2018, internet adoption and access to health care providers were strongly associated with both provider messaging and looking for health information on the Web. Physician use of an EMR was associated with a 20 percentage point increase in the likelihood of provider messaging ($P<.001$) but was not associated with looking up health information on the Web. Including these variables in the model attenuated, but did not eliminate, the associations between education and provider messaging or looking for health information on the Web. Disparities across racial and ethnic groups in provider messaging and looking for health information on the Web were no longer statistically significant when accounting for these explanatory factors.
Discussion

Principal Findings

In nationally representative data from 2003 to 2018, both provider messaging and looking up health information on the Web became more common. However, the digital divide in the use of financially incentivized, provider-focused eHealth (provider messaging) widened, whereas the divide in eHealth that is independent of providers and policy-based incentives (looking up health information on the Web) stayed the same across education levels and narrowed across racial and ethnic groups. For all groups, the rates of provider messaging grew more rapidly in the years following the introduction of federal financial incentives, whereas the rates of looking up information on the Web plateaued. Disparities that persisted in 2017 to 2018 were only partially explained by differences in internet adoption, health care access, or provider use of an EMR. These findings indicate that federal incentives may have accelerated growth in the technologies they targeted across all groups, but they may have disproportionately impacted growth among white, well-educated, and wealthier individuals.

Existing theories and models of patient adoption of health technologies suggest that persistent disparities in health technologies stem from systematic differences at the patient, provider, and system levels [22-24]. Financial incentives directed at providers address provider participation in secure messaging, but they may have failed to address several other provider-level factors that differentially impact groups of patients. Although our data included a measure of whether providers maintained an EMR, they did not include measures of whether providers offered secure messaging to patients. Providers serving underresourced communities may not offer secure messaging to patients because they are too busy, are not comfortable with eHealth tools themselves, hold beliefs or biases that these groups of patients are unlikely to use or benefit from eHealth tools, or are less able or willing to change workflows to facilitate the use of sometimes cumbersome messaging tools [25-28]. One key issue is that EMRs vary in quality, and adopting poorer-quality EMRs may make messaging time consuming, difficult, and poorly integrated into existing clinical workflows [29-31]. Public policies, including MU, may have exacerbated the differences in EMR quality. High-resource practices, which often serve wealthier patient groups, were more likely to use advance EMRs, attest to MU, and receive payments [32-35]. In contrast, lower-resource practices may have either viewed the MU criteria as too challenging or have adopted systems that were just good enough to facilitate MU attestation. The challenges of working with poorer-quality EMRs are likely made more difficult by the fact that practices serving low-resource patients tend to have especially limited time for each patient visit [36].

Beyond these important provider-level considerations, evidence indicates that several differences in patient-level factors, such as health literacy, eHealth literacy, attitudes toward Web-based health information, and social norms, also contribute to continued disparities in eHealth use [4,5,10,12,13]. Some related mechanisms may be unique to the growing disparities in the use of provider messaging. For example, evidence suggests that there are barriers to high-quality interpersonal communication between patients who are racial and/or ethnic minorities, have lower levels of education, or have lower incomes and their providers [37-39]. Poorer interpersonal communication may discourage patients from communicating with physicians outside of the clinic setting through eHealth. Finally, although the spread of the internet has narrowed the digital divide [11], African Americans, Hispanics, and low-income individuals are more likely than white or wealthier Americans to rely on smartphones for their Internet connections, leading to unreliable access, especially for those who reach their maximum monthly data allotments or have to cancel or suspend phone services because of financial hardship [40-42]. The measure of Internet adoption used in this research did not capture these kinds of disparities in access that may impede patients’ ability to engage in health technologies. Underresourced patients are also more likely to share devices or use publicly available devices, perhaps sparking concerns about the privacy and security of sharing their health information over the Internet. Indeed, a previous study has shown that African Americans are more concerned about health information security than whites and that these concerns predict engagement in eHealth more strongly for African Americans than they do for whites [13].

As supplements to newer policy efforts under the Merit-Based Incentive Payment System, public policy should consider ways to overcome barriers that are particularly likely to impede provider messaging with patients in lower-resource settings. These might include further development of team-based approaches that move some of the burden of messaging from physicians to other professionals, provider education around strategies to maximize benefit from messaging, and support for provider outreach programs specifically targeting disadvantaged patients. Policy makers may also need to complement provider-facing initiatives with other programs designed to increase digital inclusion. For example, a previous study has shown that lacking Internet access in one’s neighborhood is a major factor associated with patient portal use [43], suggesting a need for further efforts aimed at increasing reliable, secure access to the Internet. Other efforts could target patient-level barriers to adoption, including general skills training to improve proficiency of Internet use and targeted training to orient patients to portal use and/or secure messaging. Policy makers might also consider how to provide incentives for smaller EMR vendors to enhance the usability of patient messaging platforms to close the advanced use gap between providers in high-versus low-resource settings [17]. Although our data are from the United States, other countries may similarly find that without careful design, the benefits of information technology investment and financial incentives disproportionately benefit some groups over others.

We presented both unadjusted (Figures 1-3) and adjusted (Table 1) associations between demographic variables and eHealth use because of the closely intertwined nature of race, education, and income. Multivariate modeling approaches that attempt to isolate the independent effects of each may obscure important relationships by controlling for parts of the causal pathway. In these data, lower rates of eHealth use among some racial and
ethnic minority groups are mostly accounted for by the inclusion of education, income, and other predictors in adjusted models. This suggests that policies addressing differences by education and income, for example, by increasing eHealth literacy or incentivizing providers’ use of secure messaging in low-resource settings, may be more impactful while also decreasing racial disparities.

We report absolute differences in eHealth use between groups, although some previous literature [1,12] has focused on relative differences. Given the rapidly changing rates of use across all groups during this period, absolute differences are more readily interpretable. Still, both absolute and relative differences indicate that the divide in provider messaging is worse relative to the divide in the use of the internet to look up health information. We find that the digital divide in looking for health information on the Web has stayed constant, whereas the divide in provider messaging has grown. In relative terms, the divide in looking up health information on the Web has decreased (eg, from eight-fold in 2005 to two-fold in 2018 across education groups), whereas the divide in provider messaging has stayed fairly constant (eg, from five-fold to four-fold).

Limitations

Our study is subject to a number of limitations. HINTS is a cross-sectional survey that does not allow for longitudinal analysis of change in individuals over time but rather changes by group characteristics; therefore, selection bias in specific survey years may influence our findings. Furthermore, similar to all survey data, HINTS data may be subject to nonresponse or self-reporting bias. Our analysis does not support causal inference: although we highlight that changing rates of eHealth use parallel enactment of public policy related to provider messaging, specifically federal financial incentives to providers, we cannot definitively state that the incentives caused these changes. Similarly, as we have discussed, it is likely that unobserved mediating variables are more proximal causes of the digital divide than the demographic variables measured here. Finally, our analysis was constrained to only 2 eHealth activities that were asked in most years of HINTS. These activities are representative of provider-focused, incentivized eHealth and of eHealth that is independent of providers and not directly incentivized [44], but they differ in other ways as well. For example, looking up health information on the Web was more common in the baseline year than provider messaging, which may in part explain the tapering increases in use in later years. Using additional measures of eHealth activities would bolster our inference that the relationship with federal financial incentives influenced diverging rates of use of each activity, but those measures are not available.

Conclusions

Using recent, nationally representative data on individuals’ use of Web-based tools, we identified a growing digital divide in the rate of messaging with health care providers relative to looking for health information on the Web. This indicates that although federal financial incentive initiatives were successful at increasing patient-provider messaging across all groups, they may have also disproportionately benefited socioeconomically advantaged groups. Moving forward, policy makers should consider how redesigned policy initiatives and new policies might reduce disparities in the use of tools intended to facilitate communication between patients and providers.
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Multimedia Appendix 1

Electronic health use by income, 2003-2018. The sample for provider messaging includes 28,238 total responses, and the sample for looking for health information online includes 25,080 total responses. Survey weights were used to generate means reflective of the US population. Bars represent 95% CIs, generated using jackknife SEs. Income was coded differently in 2003, the lowest group was less than US $25k and the highest was above US $75k, these groups were therefore excluded from the figure in that survey year.
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Multimedia Appendix 2

Results of multivariable logistic regression models predicting provider messaging and looking for health information on the Web in 3 separate periods: before major public investment (2003-2005), the first years of public support (2011-2013), and recent years (2017-2018). Furthermore, 2 additional models included 3 variables to test potential explanations for remaining disparities in electronic health use in 2017 to 2018: whether respondents were internet users, whether they had seen a doctor in the past year, and whether their health care provider maintained electronic medical records. Analyses were adjusted for individuals’ income, age, gender, marital status, insurance status, and health status. Linear probability models were generated using complete case.
analyses. Survey weights were used to generate means reflective of the US population. P values were created using jackknife SEs. SEs are presented in parentheses.
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Abstract

Background: Poor quality primary health care is a major issue in China, particularly in blindness prevention. Artificial intelligence (AI) could provide early screening and accurate auxiliary diagnosis to improve primary care services and reduce unnecessary referrals, but the application of AI in medical settings is still an emerging field.

Objective: This study aimed to investigate the general public’s acceptance of ophthalmic AI devices, with reference to those already used in China, and the interrelated influencing factors that shape people’s intention to use these devices.

Methods: We proposed a model of ophthalmic AI acceptance based on technology acceptance theories and variables from other health care–related studies. The model was verified via a 32-item questionnaire with 7-point Likert scales completed by 474 respondents (nationally random sampled). Structural equation modeling was used to evaluate item and construct reliability and validity via a confirmatory factor analysis, and the model’s path effects, significance, goodness of fit, and mediation and moderation effects were analyzed.

Results: Standardized factor loadings of items were between 0.583 and 0.876. Composite reliability of 9 constructs ranged from 0.673 to 0.841. The discriminant validity of all constructs met the Fornell and Larcker criteria. Model fit indicators such as standardized root mean square residual (0.057), comparative fit index (0.915), and root mean squared error of approximation (0.049) demonstrated good fit. Intention to use ($R^2 = 0.515$) is significantly affected by subjective norms ($\beta = 0.408; P < 0.001$), perceived usefulness ($\beta = 0.336; P = 0.03$), and resistance bias ($\beta = 0.237; P = 0.02$). Subjective norms and perceived behavior control had an indirect impact on intention to use through perceived usefulness and perceived ease of use. Eye health consciousness had an indirect positive effect on intention to use through perceived usefulness. Trust had a significant moderation effect ($\beta = 0.095; P = 0.049$) on the effect path of perceived usefulness to intention to use.

Conclusions: The item, construct, and model indicators indicate reliable interpretation power and help explain the levels of public acceptance of ophthalmic AI devices in China. The influence of subjective norms can be linked to Confucian culture, collectivism, authoritarianism, and conformity mentality in China. Overall, the use of AI in diagnostics and clinical laboratory analysis is underdeveloped, and the Chinese public are generally mistrustful of medical staff and the Chinese medical system.
Stakeholders such as doctors and AI suppliers should therefore avoid making misleading or over-exaggerated claims in the promotion of AI health care products.

(J Med Internet Res 2019;21(10):e14316) doi:10.2196/14316
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Introduction

Background
As part of the fourth industrial revolution, artificial intelligence (AI) has achieved massive progress and explosive growth. It is actively applied in health care to perform a wide range of functions such as patient administration and monitoring, clinical decision support, risk prediction, medical error reduction, health care intervention, and productivity improvement [1,2]. These potential benefits could contribute greatly to primary care services in China, where the health system is facing great challenges owing to an aging population and an increase in chronic noncommunicable diseases [3].

This challenge is especially crucial for eye health management in China, where rates of blindness and vision impairment are the highest in the world and age-related eye diseases such as cataracts, diabetic retinopathy (DR), and juvenile myopia are increasingly common [4]. Most of these diseases cannot be diagnosed in primary care institutions, so patients seek direct care from ophthalmologists in tertiary hospitals without a referral. Data from 1 survey in Shanghai showed that on average there are only 0.09 ophthalmologists and 0.1 primary eye care (PEC) providers for every 10,000 people [5]. Of the available ophthalmologists and PEC providers, 82.9% majored in public health, nursing, or internal medicine and have not had specialist ophthalmic training. The situation is even worse in areas of western China, such as Tibet and Inner Mongolia, where the high prevalence of blindness and poor vision has become a serious public health issue. It is vital to establish and maintain an appropriate, effective eye care program in these areas [6,7].

Researchers have demonstrated that the performance of image-based AI devices can reach or even surpass that of experts [8-10]. The number of effective programs and policies to prevent blindness in China has increased [11], and a number of ophthalmic AI devices are available in clinical scenarios, such as EyeGrader (Center for Eye Research Australia, Melbourne, Australia) for the detection of DR [12] and CC-Cruiser (Zhongshan Ophthalmic Center, Guangzhou, China) for congenital cataracts [13]. Stakeholders such as doctors and AI suppliers are trying to apply these devices in clinical settings such as health check centers, community health centers (CHCs), schools, optical stores, and grassroots hospitals in rural China [14]. As no prior studies have been conducted on the implementation of ophthalmic AI devices in the Chinese context, we have briefly described the results of our formative qualitative studies of 3 CHCs where an ophthalmic AI device was used (unpublished). During the implementation period from April 1 to December 31, 2018, the total number of people who signed the Service of Community Family Physician was 63,034. We found that the low number of patients who chose to receive AI screening (3067 out of 63,034) could reflect public unwillingness to use these devices, though AI screening was not systematically offered by physicians. In interviews with patients, we found that patients were unwilling to undergo this process unless it was provided free of charge, arranged by their work unit, or they could attend the screening in a group with other people.

Above all, in recent years, AI health care researchers have focused on technical innovation and clinical results, without considering the human context or ethical challenges that are invariably involved in any complex health care system. Many real-world issues need to be assessed in the implementation phase, most notably the extent to which patients or the public accept AI and the challenges involved in protecting patient privacy and confidential medical information. Thus, understanding the factors that influence public acceptance of AI devices in the Chinese social and cultural context will help government agencies and health care administrators to devise appropriate intervention strategies to minimize user resistance and its negative effects on health care policy.

Objective
The aims of this study were to develop and test a model investigating the factors that drive the public’s acceptance of ophthalmic AI devices, with reference to those already used in primary care institutions in China. In particular, we aimed to evaluate how subjective norms, resistance bias, and trust contribute to the relationships among these factors in the Chinese cultural context.

Theoretical Background and Hypothesis Development
Many technology adoption models have been proposed to explain user adoption of new technology and to assess the factors that can affect user acceptance [15]; examples include the Technology Acceptance Model (TAM) [16,17], Theory of Planned Behavior (TPB) [18,19], and the Unified Theory of Acceptance and Use of Technology (UTAUT) [20]. Many medical information researchers have modified and combined models or added new constructs to carry out studies in domains such as telemedicine [21-23], clinical decision systems [24,25], electronic health care records [26-29], mobile medical information systems [30-32], and personal digital assistants [33-35].

Studies of the acceptance of new health care technology have identified influential factors and reliable correlations between those factors and the acceptance or usage of new technology. However, very few studies have been carried out in relation to
AI technology. As ophthalmic AI devices are an emerging technology, this study uses the following theories and constructs to evaluate these influential factors and facilitate the application of AI within primary health care institutions.

**Technology Acceptance Model Theories**

The TAM is the most widely applied model to describe consumer acceptability of information technology [36]. The original model, developed by Fred D Davis in 1989 [16], revealed that perceived usefulness (PU; defined as the perception that using a system leads to enhanced job performance) and perceived ease of use (PEOU; defined as the perception that using a system will be free of effort) were 2 basic determinants of people’s acceptance of new technology, which is now commonly evaluated by behavioral intention to use (IU; defined as an individual’s motivation or willingness to exert effort to perform the target behavior) [15,16]. Then on, many researchers have added, modified, or deleted some variables to synthesize new models to fit their studies, such as TAM 2, TAM 3, and UTAUT. However, many researchers found that both PU and PEOU had a direct effect on IU without a mediation effect of attitude, and attitude was deleted in the following TAMs [36,37]. In our study, although the purpose was to understand the Chinese public’s acceptance of AI devices, as most regions do not have access to these devices, our final dependent variable was IU, rather than actual usage behavior as indicated in the TAMs.

IU is now commonly used to refer to acceptance and is considered to reliably predict actual use; it is sometimes the only measured outcome of interest in TAM-related studies [15]. Studies have shown that PU and PEOU exert considerable positive influence on IU, and PEOU has an effect on PU [15,16]. We thus proposed the following hypotheses:

- **H1:** Perceived usefulness positively affects the public’s intention to use ophthalmic AI devices.
- **H2a:** Perceived ease of use positively affects the public’s intention to use ophthalmic AI devices.
- **H2b:** Perceived ease of use positively affects the public’s perception of the usefulness of ophthalmic AI devices.

**Theory of Planned Behavior**

The Theory of Planned Behavior (TPB) states that an individual’s behavioral intention (similar to IU in TAMs) is determined by attitude, perceived behavioral control (PBC; the extent to which people have control over engaging in the behavior) and subjective norms (SN; defined as perceptions of whether others think one should engage in a behavior) [38-40]. TPB, a more comprehensive version of the Theory of Reasoned Action (TRA) [41], allows us to examine the influence of personal determinants and social surroundings as well as nonvolitional determinants on IU [42]. As an extension of the TRA, TPB has been one of the most widely tested models of the factors influencing health-related behavior [40]. SN has a direct effect on IU in the UTAUT and TPB models and an indirect impact on IU through PEOU in many integrated models [15,36,43]. PBC has a positive effect on IU in the TPB and UTAUT models [15,44]. However, when combined with TAMs, PBC also has an indirect effect through PEOU [45,46]. Therefore, we proposed the following integrated hypotheses:

- **H3a:** Subjective norms positively affect the public’s intention to use ophthalmic AI devices directly.
- **H3b:** Subjective norms positively affect the public’s perception of the ease of use of ophthalmic AI devices.
- **H4a:** Perceived behavioral control positively affects the public’s intention to use ophthalmic AI devices directly.
- **H4b:** Perceived behavioral control positively affects the public’s perception of the ease of use of ophthalmic AI devices.

**Health Belief Model and Eye Health Consciousness**

The health belief model (HBM) [47] was initially designed to “understand the widespread failure of people to accept preventive or screening tests for the early detection of asymptomatic disease” [48]. In later studies, the HBM was used to predict more general health-related behaviors, to understand why individuals did or did not engage in these actions, and to explain and predict the acceptance of health and medical care recommendations [36,48,49]. Health consciousness is defined as the “degree to which health concerns are integrated into a person’s daily activities and health-conscious people are aware of and concerned about their wellness, resulting in a better motivation to improve or maintain their health” [49]. Health beliefs and concerns have an indirect effect on behavioral intention to use health information technology via the remote mediation effect of perceived health threat (PHT) and PU [36]. One study in China examined patients’ acceptance of mobile phone health technology for chronic disease management and showed that PHT had a significant positive effect on PU together with a positive effect directly on IU [31]. In that study, PHT referred to patients’ awareness and care of the health condition and its potential consequences. The items in their construct also covered a person’s degree of consciousness, beliefs, and awareness of hypertension and health management and asked the participants if they were aware of or concerned about blood pressure and would make efforts to manage hypertension. Therefore, we modified these items to fit the eye care context and defined this construct as eye health consciousness (EHC). We thus proposed the following hypothesis:

- **H5a:** Eye health consciousness positively affects the public’s intention to use ophthalmic AI devices directly.
- **H5b:** Eye health consciousness positively affects the public’s perception of the usefulness of ophthalmic AI devices directly.

**Dual Factor Theory and Status Quo Bias Theory**

The above health behavior theories focus almost exclusively on users’ positive (enabling) perceptions in relation to new technology usage and ignore negative (inhibiting) factors [31,50]. However, in the Dual Factor Theory (DFT), potential users’ information technology usage considerations are based on a simultaneous examination of both enabling and inhibiting factors [31]. Inhibitors discourage information systems (IS) usage when present but do not necessarily favor usage when absent. They are not quite the opposite of enablers but are qualitatively distinct constructs that are independent of but may coexist with enablers [51]. Perceived risk (PR) refers to the combination of uncertainty and the seriousness of an outcome in relation to performance, safety, and psychological or social
uncertainties, which have a negative influence on IU and are thus barriers to adoption [28,52,53]. Status Quo Bias (SQB) theory aims to explain people’s preference for maintaining their current status or situation and provides a set of useful theoretical explanations for understanding the impact of incumbent system (IS) use as an inhibitor of new IS acceptance. For example, data on the selection of health plans by faculty members reveal that SQB is substantial in important real-world decisions [54], so several studies have modified their models by supplementing the negative (inhibiting) constructs of SQB theory with user resistance factors that are a type of inhibitor [51,55]. The 2 main inhibitors are regret avoidance (lessons from experiences that have taught individuals to avoid regrettable consequences) and inertia (an individual’s attachment to his or her current situation even if there are better alternatives or incentives to change) [51,55]. Resistance to change (RTC) refers to people’s attempts to maintain their previous behaviors or habits that are connected to their past experiences when facing change [31,56-58]. RTC has been confirmed as a major barrier for electronic health and mobile health adoption [56-58]. We integrated these factors into 1 inhibitor, resistance bias (RB), defined as people’s resistance to use a new technology owing to biases such as regret avoidance, inertia, and RTC. We thus proposed the following hypothesis:

- H6: Perceived risk negatively affects the public’s intention to use ophthalmic AI devices.
- H7: Resistance bias negatively affects the public’s intention to use ophthalmic AI devices.

**Trust as a Moderator in the Chinese Social Context**

Trust is defined as the belief that someone or something is honest, reliable, good, and effective, or the desire to depend on someone or something for security [44]. Various studies show that it has a direct or indirect mediation effect on user intention or adoption of new technology [52,59-61]. With the increasing proliferation of AI applications in daily life, consideration of trust is essential because it is likely to be a critical factor in the acceptance of consumer products such as home automation, personal robots, and automotive automation [62,63]. Moreover, acceptance behaviors for technologies are controlled and moderated by cultural traits [64,65].

In China, patients’ trust of physicians is lower than in Western countries [66] and has become a serious social problem [67,68]. Trust in applied AI is an evolving phenomenon, and cognitive compatibility, trialability, and usability are the main factors related to trust in a technology [63]. The public’s trust might play a more complicated role in relation to AI devices in China, affecting the factors that influence IU. In the field of health care research, no previous studies have tested trust of the public as a moderator between PU and IU in China. However, Cuadrado identified the moderating effects of trust, showing that trust levels strengthened the negative effect of prosocialness on selfish irrigation strategies [69]. Although irrigation is unrelated to health or AI, it provides evidence and the possibility that trust might have a potential moderating effect in our context. Thus, we proposed a new hypothesis:

- H8: Trust of physicians moderates the effect of perceived usefulness on the public’s intention to use ophthalmic AI devices.

Overall, this study proposes and evaluates 12 hypotheses with TAM and TPB as the underpinning theories (Figure 1). We added the constructs EHC, PR, and RB from HBM, DFT, and SQB, respectively, to fit our context as these constructs have been validated in the previous studies in China or other parts of Asia. Trust was also added as a moderator to reflect the significance of physician-patient relationships in the Chinese context. The selection of variables from relevant theories and the development of our model are shown in Figure 1.
Figure 1. Variables from relevant theories and development of our model for ophthalmic artificial intelligence device acceptance. DFT: Dual Factor Theory; HBM: health belief model; SQB: status quo bias; TAM: Technology Acceptance Model; TPB: Theory of Planned Behavior.

Methods

Participants and Sampling

Potential end users of ophthalmic AI devices in China were recruited if they (1) resided in China (including both urban and rural areas of different provinces and people in all age groups and career types); (2) could read and write in Chinese; (3) had a mobile phone or sufficient internet access; and (4) were not ophthalmic medical staff such as ophthalmologists or nurses.

On the basis of these criteria, we worked with a Web-based company to recruit participants. We calculated the required number of participants based on a sample size rule of thumb for structural equation modeling of 10 times the number of participants as items [70]. As our survey had 32 items, the required number of participants was more than 320. The company distributed the survey to 925 potential participants from January 20 to 24, 2019. The company used simple random sampling of people who were mobile phone users. Its sample database was our source for randomly sampling, which has more than 2.6 million members. Technicians sent selected participants a direct message over a popular messaging platform (WeChat) with the link to the invitation of our questionnaire during certain times on data collection days. Surveys could be completed by potential participants using WeChat. The survey company’s website [71] showed the information about the sample source, which was verified and randomized with different job categories. Every day, more than one million people answered questionnaires on this survey platform.

The criteria for determining the completeness of a questionnaire included (1) each account responded only once; (2) the response time was longer than 300 seconds to exclude perfunctory respondents; (3) one identifying item randomly selected from an item bank, such as please select the right alphabetical sequence of the following letters: bcdefg, had to be answered correctly; and (4) anyone choosing ophthalmic medical staff in the final identification item was excluded.

Measurement

The 9 constructs in the hypothesis model were measured by 32 questionnaire items. Each item measured only 1 construct (variable or factor). All items were sourced from the relevant literature related to consumer technology acceptance research, with some changes to fit the ophthalmic AI context (Table 1). Items in English were translated into Chinese by 1 researcher and checked by 3 other researchers, and 1 researcher then back translated the items into English to check if the original meaning was retained. All researchers are bilingual fluent in English and Chinese. All items were measured on 7-point Likert scales ranging from (1) strongly disagree to (7) strongly agree.
Table 1. Constructs, items, and references of the measurements.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition and items</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived usefulness (PU)</strong></td>
<td>The degree to which a person believes that the use of ophthalmic AI devices would enhance his or her personal or job performance</td>
<td>[15, 16, 31, 72, 73]</td>
</tr>
<tr>
<td>PU1</td>
<td>Ophthalmic AI devices would help me to cope with preventable eye diseases at an early stage</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU2</td>
<td>Ophthalmic AI devices would provide detailed information and images of my eyes, which would be very useful for me</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU3</td>
<td>Ophthalmic AI devices would help the medical institutions to recognize more treatable eye patients</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU4</td>
<td>Ophthalmic AI devices would improve primary health care for health departments and save money</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU5</td>
<td>Ophthalmic AI devices would be a good supplement to traditional health care approaches and fit with my medical philosophy</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU6</td>
<td>Ophthalmic AI devices would fit my demand for eye health management</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PU7</td>
<td>Ophthalmic AI devices would achieve the same results as face-to-face diagnosis with an ophthalmologist</td>
<td>[16, 31]</td>
</tr>
<tr>
<td><strong>Perceived ease of use (PEOU)</strong></td>
<td>The degree to which a person believes that ophthalmic AI devices would be easy to use</td>
<td>[15, 16, 31, 72]</td>
</tr>
<tr>
<td>PEOU1</td>
<td>I find the instructions for ophthalmic AI devices easy, clear, and understandable</td>
<td>[16, 31]</td>
</tr>
<tr>
<td>PEOU2</td>
<td>Ophthalmic AI devices would offer a more convenient way for me to cope with my eye disease without queuing for registration in hospitals and would save me time and money</td>
<td>[16, 31]</td>
</tr>
<tr>
<td><strong>Perceived behavioral control (PBC)</strong></td>
<td>Perception of internal and external resource constraints to using ophthalmic AI devices, or the availability of skills, resources, and opportunities necessary to use them</td>
<td>[15, 18, 32, 44]</td>
</tr>
<tr>
<td>PBC1</td>
<td>I have enough knowledge to recognize whether the results of the report are reliable</td>
<td>[15, 44]</td>
</tr>
<tr>
<td>PBC2</td>
<td>I would receive appropriate technical assistance when encountering any difficulties in using ophthalmic AI devices or understanding the report</td>
<td>[15, 44]</td>
</tr>
<tr>
<td>PBC3</td>
<td>I would be able to use ophthalmic AI devices independently as long as I had enough time and made an effort to learn</td>
<td>[15, 44]</td>
</tr>
<tr>
<td><strong>Subjective norms (SN)</strong></td>
<td>Perception of important (or relevant) others’ beliefs about my use of ophthalmic AI devices</td>
<td>[15, 18, 43, 44, 52]</td>
</tr>
<tr>
<td>SN1</td>
<td>People who are important to me (family members, relatives, and close friends) think that I should use ophthalmic AI devices</td>
<td>[15, 44]</td>
</tr>
<tr>
<td>SN2</td>
<td>My colleagues or peers think that I should use ophthalmic AI devices</td>
<td>[15, 44]</td>
</tr>
<tr>
<td>SN3</td>
<td>My leaders or superiors think that I should use ophthalmic AI devices</td>
<td>[15, 44]</td>
</tr>
<tr>
<td><strong>Trust (TR)</strong></td>
<td>The extent to which an individual believes that using ophthalmic AI devices is secure, reliable, effective, and poses no privacy threats</td>
<td>[44, 52]</td>
</tr>
<tr>
<td>TR1</td>
<td>I would trust that with big data and deep learning, ophthalmic AI devices could deliver a reliable report after analyzing my eye health images</td>
<td>[44, 52]</td>
</tr>
<tr>
<td>TR2</td>
<td>I would trust that ophthalmic AI devices are more accurate and reliable than human ophthalmologists, because they do not make subjective or empirical errors</td>
<td>[44, 52]</td>
</tr>
<tr>
<td>TR3</td>
<td>I would trust that stakeholders and reliable third parties would ensure the security and privacy of my personal data, health information, and images</td>
<td>[44, 52]</td>
</tr>
<tr>
<td><strong>Resistance bias (RB)</strong></td>
<td>Resistance to a new technology owing to biases such as regret avoidance, inertia, and resistance to change</td>
<td>[31, 51, 56-58]</td>
</tr>
<tr>
<td>RB1</td>
<td>I don’t want ophthalmic AI devices to change how I deal with eye diseases because I can’t be bothered and they are unfamiliar to me</td>
<td>[31, 51]</td>
</tr>
<tr>
<td>RB2</td>
<td>I don’t want to use ophthalmic AI devices because from past experience, these new high-tech products always fail flat during practical applications</td>
<td>[31, 51]</td>
</tr>
<tr>
<td>RB3</td>
<td>I might regret trying to use these ophthalmic devices because they could waste my time and effort</td>
<td>[31, 51]</td>
</tr>
<tr>
<td><strong>Eye health consciousness (EHC)</strong></td>
<td>Awareness and care of eye health conditions, and the degree to which eye health concerns are integrated into a person’s daily activities</td>
<td>[31, 49]</td>
</tr>
<tr>
<td>EHC1</td>
<td>I am aware of and very concerned about my eye health</td>
<td>[31, 49]</td>
</tr>
<tr>
<td>EHC2</td>
<td>I would make efforts to manage my eye health</td>
<td>[31, 49]</td>
</tr>
<tr>
<td>Construct</td>
<td>Definition and items</td>
<td>References</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td><strong>Perceived risks (PR)</strong></td>
<td>A combination of uncertainty and seriousness of an outcome in relation to performance, safety, psychological or social uncertainties</td>
<td>[28,52,53,73]</td>
</tr>
<tr>
<td>PR1</td>
<td>There is a possibility of malfunction and performance failure, so they might fail to deliver accurate diagnoses or recommendations and could increase conflicts between members of the public and medical institutions</td>
<td>[52,53]</td>
</tr>
<tr>
<td>PR2</td>
<td>I am concerned that my personal information and health details would be insecure and could be accessed by stakeholders or unauthorized persons, leading to misuse and discrimination</td>
<td>[52,53]</td>
</tr>
<tr>
<td>PR3</td>
<td>Considering the difficulties involved in taking high-quality images for AI analysis, I think there is a risk of incorrect screening results</td>
<td>[52,53]</td>
</tr>
<tr>
<td>PR4</td>
<td>Given the vision problems I possibly already have, such as visual fatigue, dry eye, or presbyopia, I might find it hard to read the printed or electronic report from ophthalmic AI devices</td>
<td>[52,53]</td>
</tr>
<tr>
<td>PR5</td>
<td>Because I might have difficulty understanding the screening report correctly by myself, it might increase my anxiety about my eye health</td>
<td>[52,53]</td>
</tr>
<tr>
<td>PR6</td>
<td>Because practitioners with little ophthalmic knowledge might find it difficult to understand the screening report and explain the terminology and results to me, they might increase my anxiety about my eye health</td>
<td>[52,53]</td>
</tr>
<tr>
<td><strong>Intention to use (IU)</strong></td>
<td>An individual’s motivation or willingness to exert effort to use ophthalmic AI devices</td>
<td>[15,43,44]</td>
</tr>
<tr>
<td>IU1</td>
<td>I intend to use ophthalmic AI devices as my first choice if I feel eye discomfort</td>
<td>[15,44]</td>
</tr>
<tr>
<td>IU2</td>
<td>I will encourage my friends/relatives to use ophthalmic AI devices first if they feel eye discomfort</td>
<td>[15,44]</td>
</tr>
<tr>
<td>IU3</td>
<td>I will encourage healthy people to use ophthalmic AI devices for eye health path screening</td>
<td>[15,44]</td>
</tr>
</tbody>
</table>

*AI: artificial intelligence.

The first page of the questionnaire provided an overview of the study background, purpose, voluntary nature, and anonymity, and asked respondents to indicate their consent. The participants were assured that the questionnaires would only be used by the researchers and would not be accessible to anyone else. On the second page of the questionnaire, we provided a brief introduction to ophthalmic AI devices, including their general functions and operating procedures, with photographs to help instruct the participants. Table 1 shows the constructs and items of the questionnaire and the literature references. We paid ¥12 (US $1.5) to the survey company for each of the 474 completed questionnaires. The company then paid each participant ¥4 (US $0.5). Our Web-based survey was in accordance with the required Checklist for Reporting Results of Internet E-Surveys (Multimedia Appendix 1). Ethical approval was obtained from the Ethics Committee of the Zhongshan Ophthalmic Center, Sun Yat-Sen University.

### Data Analysis

**SPSS version 25.0 was used to analyze the descriptive statistics. Model evaluation involved a 2-step analysis [74] using Amos 21.0 software by (1) evaluating item and construct reliability and validity via confirmatory factor analysis of the measurement model and (2) evaluating the structural model’s path effects, significance, and goodness of fit and mediation and moderation effects.**

### Results

**Demographic Results**

We distributed Web-based surveys to 925 potential participants, and 732 individuals participated in the survey (rate of participation, 79.1%, 732/925). Of these, 474 (rate of completion, 64.8%, 474/732) participants who completed the questionnaire and met the criteria were used for the SEM analysis. The participants’ demographic characteristics are represented in Table 2. The participants’ geographical origins are shown in Table 3.
Table 2. Demographic results.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>169 (35.7)</td>
</tr>
<tr>
<td>Female</td>
<td>305 (64.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>18-25</td>
<td>128 (27.0)</td>
</tr>
<tr>
<td>26-30</td>
<td>132 (27.8)</td>
</tr>
<tr>
<td>31-40</td>
<td>175 (36.9)</td>
</tr>
<tr>
<td>41-50</td>
<td>23 (4.9)</td>
</tr>
<tr>
<td>51-60</td>
<td>11 (2.3)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>High school</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Three-year college</td>
<td>64 (13.5)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>341 (71.9)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>54 (11.4)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3 (0.6)</td>
</tr>
</tbody>
</table>
Table 3. Geographical origins of participants (N=474).

<table>
<thead>
<tr>
<th>Province</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guangdong</td>
<td>80 (16.9)</td>
</tr>
<tr>
<td>Beijing</td>
<td>67 (14.1)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>38 (8.0)</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>37 (7.8)</td>
</tr>
<tr>
<td>Shandong</td>
<td>28 (5.9)</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>26 (5.5)</td>
</tr>
<tr>
<td>Sichuan</td>
<td>22 (4.6)</td>
</tr>
<tr>
<td>Henan</td>
<td>17 (3.6)</td>
</tr>
<tr>
<td>Hubei</td>
<td>17 (3.6)</td>
</tr>
<tr>
<td>Liaoning</td>
<td>17 (3.6)</td>
</tr>
<tr>
<td>Chongqing</td>
<td>16 (3.4)</td>
</tr>
<tr>
<td>Anhui</td>
<td>15 (3.2)</td>
</tr>
<tr>
<td>Hunan</td>
<td>13 (2.7)</td>
</tr>
<tr>
<td>Shaanxi</td>
<td>13 (2.7)</td>
</tr>
<tr>
<td>Hebei</td>
<td>10 (2.1)</td>
</tr>
<tr>
<td>Fujian</td>
<td>9 (1.9)</td>
</tr>
<tr>
<td>Heilongjiang</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Jiangxi</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Shanxi</td>
<td>8 (1.7)</td>
</tr>
<tr>
<td>Jilin</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Tianjin</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Guangxi</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Yunnan</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Guizhou</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Gansu</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Hainan</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Inner Mongolia</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Ningxia</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Xinjiang</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

The Effect of Education on Intention to Use

The results of a single-factor analysis of variance showed that the main effect of education on IU was not significant ($F_{5,468}=0.316; P>.05$) and that each group of education had no significant difference in terms of IU, with means from 4.750 to 5.204, as shown in Table 4. As predicted, the results of post hoc comparisons revealed that the effect of education on IU was not significant as shown in Table 5.

Table 4. Descriptive statistics of the effect of education on intention to use.

<table>
<thead>
<tr>
<th>Diploma</th>
<th>Total</th>
<th>Mean (SD)</th>
<th>SE</th>
<th>95% CI for mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle school</td>
<td>4</td>
<td>4.750 (1.912)</td>
<td>0.956</td>
<td>1.707 to 7.793</td>
<td>3.000</td>
<td>7.000</td>
</tr>
<tr>
<td>High school</td>
<td>8</td>
<td>5.375 (1.408)</td>
<td>0.498</td>
<td>4.198 to 6.552</td>
<td>2.333</td>
<td>6.667</td>
</tr>
<tr>
<td>Three-year college</td>
<td>64</td>
<td>5.167 (0.914)</td>
<td>0.114</td>
<td>4.938 to 5.395</td>
<td>2.333</td>
<td>7.000</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>341</td>
<td>5.199 (1.000)</td>
<td>0.054</td>
<td>5.093 to 5.306</td>
<td>1.000</td>
<td>7.000</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>54</td>
<td>5.204 (1.084)</td>
<td>0.148</td>
<td>4.908 to 5.500</td>
<td>2.333</td>
<td>6.667</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>3</td>
<td>4.778 (1.347)</td>
<td>0.778</td>
<td>1.431 to 8.124</td>
<td>3.333</td>
<td>6.000</td>
</tr>
</tbody>
</table>
Table 5. Post hoc multiple comparisons of the effect of education on intention to use (IU; dependent variable: IU Method: Scheffe).

<table>
<thead>
<tr>
<th>Diploma (I), diploma (J)</th>
<th>Mean difference (I-J)</th>
<th>SE</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Middle school</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>−0.625</td>
<td>0.622</td>
<td>.96</td>
<td>−2.704 to 1.454</td>
</tr>
<tr>
<td>Three-year college</td>
<td>−0.417</td>
<td>0.524</td>
<td>.99</td>
<td>−2.167 to 1.333</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>−0.449</td>
<td>0.511</td>
<td>.98</td>
<td>−2.157 to 1.258</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>−0.454</td>
<td>0.527</td>
<td>.98</td>
<td>−2.213 to 1.306</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>−0.028</td>
<td>0.776</td>
<td>&gt;.99</td>
<td>−2.621 to 2.566</td>
</tr>
<tr>
<td><strong>High school</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>0.625</td>
<td>0.622</td>
<td>.96</td>
<td>−1.454 to 2.704</td>
</tr>
<tr>
<td>Three-year college</td>
<td>0.208</td>
<td>0.381</td>
<td>&gt;.99</td>
<td>−1.065 to 1.482</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0.176</td>
<td>0.363</td>
<td>&gt;.99</td>
<td>−1.039 to 1.390</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>0.171</td>
<td>0.385</td>
<td>&gt;.99</td>
<td>−1.115 to 1.458</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0.597</td>
<td>0.688</td>
<td>.98</td>
<td>−1.702 to 2.896</td>
</tr>
<tr>
<td><strong>Three-year college</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>0.417</td>
<td>0.524</td>
<td>.99</td>
<td>−1.333 to 2.167</td>
</tr>
<tr>
<td>High school</td>
<td>−0.208</td>
<td>0.381</td>
<td>&gt;.99</td>
<td>−1.482 to 1.065</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>−0.033</td>
<td>0.138</td>
<td>&gt;.99</td>
<td>−0.495 to .430</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>−0.037</td>
<td>0.188</td>
<td>&gt;.99</td>
<td>−0.664 to .590</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0.389</td>
<td>0.600</td>
<td>&gt;.99</td>
<td>−1.617 to 2.395</td>
</tr>
<tr>
<td><strong>Bachelor’s degree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>0.449</td>
<td>0.511</td>
<td>.98</td>
<td>−1.258 to 2.157</td>
</tr>
<tr>
<td>High school</td>
<td>−0.176</td>
<td>0.363</td>
<td>&gt;.99</td>
<td>−1.390 to 1.039</td>
</tr>
<tr>
<td>Three-year college</td>
<td>0.033</td>
<td>0.138</td>
<td>&gt;.99</td>
<td>−0.430 to .495</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>−0.004</td>
<td>0.149</td>
<td>&gt;.99</td>
<td>−0.502 to .493</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0.422</td>
<td>0.589</td>
<td>&gt;.99</td>
<td>−1.547 to 2.391</td>
</tr>
<tr>
<td><strong>Master’s degree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>0.454</td>
<td>0.527</td>
<td>.98</td>
<td>−1.306 to 2.213</td>
</tr>
<tr>
<td>High school</td>
<td>−0.171</td>
<td>0.385</td>
<td>&gt;.99</td>
<td>−1.458 to 1.115</td>
</tr>
<tr>
<td>Three-year college</td>
<td>0.037</td>
<td>0.188</td>
<td>&gt;.99</td>
<td>−0.590 to .664</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0.004</td>
<td>0.149</td>
<td>&gt;.99</td>
<td>−0.493 to .502</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>0.426</td>
<td>0.603</td>
<td>&gt;.99</td>
<td>−1.588 to 2.440</td>
</tr>
<tr>
<td><strong>Doctoral degree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>0.028</td>
<td>0.776</td>
<td>&gt;.99</td>
<td>−2.566 to 2.621</td>
</tr>
<tr>
<td>High school</td>
<td>−0.597</td>
<td>0.688</td>
<td>.98</td>
<td>−2.896 to 1.702</td>
</tr>
<tr>
<td>Three-year college</td>
<td>−0.389</td>
<td>0.600</td>
<td>&gt;.99</td>
<td>−2.395 to 1.617</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>−0.422</td>
<td>0.589</td>
<td>&gt;.99</td>
<td>−2.391 to 1.547</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>−0.426</td>
<td>0.603</td>
<td>&gt;.99</td>
<td>−2.440 to 1.588</td>
</tr>
</tbody>
</table>

**Measurement Model**

Maximum likelihood estimation was used to test the factor loadings, measurement reliability, convergent validity, and discriminant validity. Table 6 presents a summary of the significance tests, item reliability, composite reliability (CR), and convergence validity. The standardized factor loadings of items are between 0.583 and 0.869, with good item reliability. The CR values of the 9 constructs range from 0.673 to 0.841, approaching or exceeding 0.7 [75] All constructs have acceptable internal consistency. Most constructs have an average variance extracted (AVE) value higher than the threshold of 0.5, which confirms the constructs’ convergent validity.
Table 6. Descriptive statistics of variables, items, and convergent validity.

<table>
<thead>
<tr>
<th>Construct, item</th>
<th>Mean</th>
<th>Significant test of parameter estimation</th>
<th>Item reliability</th>
<th>Composite reliability, CR&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Convergence validity, AVE&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstd&lt;sup&gt;a&lt;/sup&gt;</td>
<td>SE</td>
<td>Unstd/SE</td>
<td>P value</td>
<td>STD&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Perceived usefulness (PU)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU1</td>
<td>6.095</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PU2</td>
<td>6.171</td>
<td>1.076</td>
<td>0.09</td>
<td>11.972</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PU3</td>
<td>6.118</td>
<td>1.118</td>
<td>0.094</td>
<td>11.926</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PU4</td>
<td>5.859</td>
<td>1.344</td>
<td>0.118</td>
<td>11.386</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PU5</td>
<td>5.873</td>
<td>1.419</td>
<td>0.116</td>
<td>12.222</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PU6</td>
<td>5.77</td>
<td>1.518</td>
<td>0.115</td>
<td>13.149</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PU7</td>
<td>5.091</td>
<td>1.958</td>
<td>0.156</td>
<td>12.512</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived ease of use (PEOU)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU1</td>
<td>5.715</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PEOU2</td>
<td>5.762</td>
<td>1.109</td>
<td>0.119</td>
<td>9.313</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived behavioral control (PBC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC1</td>
<td>4.62</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PBC2</td>
<td>5.38</td>
<td>0.748</td>
<td>0.073</td>
<td>10.318</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PBC3</td>
<td>5.015</td>
<td>0.935</td>
<td>0.092</td>
<td>10.178</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Subjective norms (SN)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN1</td>
<td>5.16</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SN2</td>
<td>5.2</td>
<td>1.122</td>
<td>0.085</td>
<td>13.162</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SN3</td>
<td>5.023</td>
<td>1.009</td>
<td>0.085</td>
<td>11.884</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Trust (TR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TR1</td>
<td>5.359</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>TR2</td>
<td>4.595</td>
<td>1.697</td>
<td>0.166</td>
<td>10.228</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TR3</td>
<td>4.975</td>
<td>1.349</td>
<td>0.141</td>
<td>9.551</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Resistance bias (RB)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RB1</td>
<td>2.319</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RB2</td>
<td>2.479</td>
<td>1.368</td>
<td>0.109</td>
<td>12.567</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RB3</td>
<td>2.259</td>
<td>1.133</td>
<td>0.093</td>
<td>12.123</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Eye health consciousness (EHC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHC1</td>
<td>6.051</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EHC2</td>
<td>5.724</td>
<td>0.859</td>
<td>0.136</td>
<td>6.317</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived risks (PR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR1</td>
<td>3.962</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PR2</td>
<td>3.979</td>
<td>0.932</td>
<td>0.073</td>
<td>12.814</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PR3</td>
<td>3.804</td>
<td>1.081</td>
<td>0.075</td>
<td>14.468</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PR4</td>
<td>3.308</td>
<td>0.968</td>
<td>0.081</td>
<td>12.025</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PR5</td>
<td>4.217</td>
<td>1.089</td>
<td>0.082</td>
<td>13.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PR6</td>
<td>3.544</td>
<td>0.931</td>
<td>0.075</td>
<td>12.483</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Intention to use (IU)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IU1</td>
<td>4.977</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IU2</td>
<td>5.251</td>
<td>0.999</td>
<td>0.069</td>
<td>14.436</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 7. Discriminant validity.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>AVE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PU</th>
<th>PR</th>
<th>IU</th>
<th>RB</th>
<th>EHC</th>
<th>SN</th>
<th>PEOU</th>
<th>PBC</th>
<th>TR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness (PU)</td>
<td>0.431</td>
<td>0.657&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived risks (PR)</td>
<td>0.462</td>
<td>−0.266</td>
<td>0.680</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intention to use (IU)</td>
<td>0.506</td>
<td>0.458</td>
<td>−0.364</td>
<td>0.711</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Resistance bias (RB)</td>
<td>0.524</td>
<td>−0.318</td>
<td>0.424</td>
<td>−0.374</td>
<td>0.724</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Eye health consciousness (EHC)</td>
<td>0.625</td>
<td>0.309</td>
<td>−0.179</td>
<td>0.277</td>
<td>−0.272</td>
<td>0.791</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Subjective norms (SN)</td>
<td>0.512</td>
<td>0.432</td>
<td>−0.289</td>
<td>0.471</td>
<td>−0.236</td>
<td>0.179</td>
<td>0.716</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived ease of use (PEOU)</td>
<td>0.516</td>
<td>0.430</td>
<td>−0.223</td>
<td>0.324</td>
<td>−0.244</td>
<td>0.171</td>
<td>0.296</td>
<td>0.718</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived behavioral control (PBC)</td>
<td>0.408</td>
<td>0.383</td>
<td>−0.360</td>
<td>0.374</td>
<td>−0.116</td>
<td>0.181</td>
<td>0.453</td>
<td>0.380</td>
<td>0.639</td>
<td>—</td>
</tr>
<tr>
<td>Trust (TR)</td>
<td>0.429</td>
<td>0.343</td>
<td>−0.332</td>
<td>0.422</td>
<td>−0.152</td>
<td>0.126</td>
<td>0.458</td>
<td>0.247</td>
<td>0.411</td>
<td>0.655</td>
</tr>
</tbody>
</table>

<sup>a</sup>AVE: average variance extracted.

<sup>b</sup>The items on the diagonal in italics represent the square root of the AVE; off-diagonal elements are the correlation estimates.

<sup>c</sup>Not applicable.

In Table 7, the square roots of the AVE values (the italic numbers on the diagonal) are higher than the numbers in the off-diagonal direction (correlations between a particular construct in the same column and other constructs in different rows) in the corresponding columns, indicating that the discriminant validity of all constructs meets the criteria of Fornell and Larcker [76].

**Structural Model Analysis**

Table 8 presents the model fit indicators with their respective criteria: (1) the standardized root mean square residual is 0.057, smaller than 0.08, (2) the comparative fit index is 0.915, greater than 0.90, and (3) the root mean squared error of approximation is 0.049, also smaller than 0.08. The model fit indicators shown in Table 8 satisfy most of the criteria and the combination rule [77], indicating that the hypothesized model has a good fit to the data.

Figure 2 shows the graphic description, and Table 9 shows the numerical results of the path coefficients. IU is significantly affected by SN (beta=.408; P<.001), PU (beta=.336; P=.03), and RB (beta=−.237; P=.02). PEOU (beta=.506; P=.050; P=.59), EHC (beta=.077; P=.25), PBC (beta=−.066; P=.52) and PR (beta=−.133; P=.01) do not significantly affect IU. PEOU is significantly affected by PBC (beta=.506; P<.001) and SN (beta=.354; P=.002). PU is significantly affected by EHC (beta=.159; P<.001) and PEOU (beta=.279; P<.001).

$R^2$ was calculated to access the validity of the research model. As Table 9 and Figure 2 show, 51.5% of IU can be explained by PU, SN, PEOU, RB, and PR constructs; 48.8% of PU can be explained by the EHC and PEOU constructs; and 39.6% of PEOU can be explained by the SN and PBC constructs.
Table 8. Model fit of the research model.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Model fit of research model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$</td>
<td>The smaller the better</td>
</tr>
<tr>
<td>$df$</td>
<td>The larger the better</td>
</tr>
<tr>
<td>Normed chi-square ($\chi^2/df$)</td>
<td>$1 &lt; \chi^2/df &lt; 3$</td>
</tr>
<tr>
<td>RMSEA $^b$</td>
<td>$&lt;0.08$</td>
</tr>
<tr>
<td>SRMR $^c$</td>
<td>$&lt;0.08$</td>
</tr>
<tr>
<td>CFI $^d$</td>
<td>$&gt;0.9$</td>
</tr>
<tr>
<td>GFI $^e$</td>
<td>$&gt;0.9$</td>
</tr>
<tr>
<td>AGFI $^f$</td>
<td>$&gt;0.8$</td>
</tr>
</tbody>
</table>

$^a\chi^2$: chi-square.

$^b$RMSEA: root mean squared error of approximation.

$^c$SRMR: standardized root mean square residual.

$^d$CFI: comparative fit index.

$^e$GFI: goodness-of-fit index.

$^f$AGFI: adjusted goodness-of-fit index.

Figure 2. Estimates of regression analysis. Note: Solid line indicates a significant path and dotted line indicates a nonsignificant path.
Table 9. Regression coefficient.

<table>
<thead>
<tr>
<th>Dependent variables and hypothesis (H)</th>
<th>Unstd(^a)</th>
<th>SE</th>
<th>T value</th>
<th>P value</th>
<th>Std(^b)</th>
<th>Supported</th>
<th>R(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IU(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.515</td>
</tr>
<tr>
<td>IU→PU(^d) (H1)</td>
<td>0.336</td>
<td>0.151</td>
<td>2.219</td>
<td>.03</td>
<td>0.179</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>IU→PEOU(^e) (H2a)</td>
<td>0.05</td>
<td>0.093</td>
<td>0.544</td>
<td>.59</td>
<td>0.057</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>IU→SN(^f) (H3a)</td>
<td>0.408</td>
<td>0.098</td>
<td>4.146</td>
<td>&lt;.001</td>
<td>0.343</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>IU→PR(^g) (H6)</td>
<td>-0.124</td>
<td>0.066</td>
<td>-1.875</td>
<td>.06</td>
<td>-0.136</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>IU→RB(^h) (H7)</td>
<td>-0.237</td>
<td>0.102</td>
<td>-2.328</td>
<td>.02</td>
<td>-0.169</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>IU→EHC (H5a)</td>
<td>0.077</td>
<td>0.066</td>
<td>1.156</td>
<td>.25</td>
<td>0.073</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>IU→PBC (H4a)</td>
<td>0.066</td>
<td>0.104</td>
<td>0.64</td>
<td>.52</td>
<td>0.064</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.488</td>
</tr>
<tr>
<td>PU→EHC(^i) (H5b)</td>
<td>0.159</td>
<td>0.031</td>
<td>5.14</td>
<td>&lt;.001</td>
<td>0.285</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PU→PEOU (H2b)</td>
<td>0.279</td>
<td>0.034</td>
<td>8.128</td>
<td>&lt;.001</td>
<td>0.591</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PEOU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.396</td>
</tr>
<tr>
<td>PEOU→SN (H3b)</td>
<td>0.354</td>
<td>0.116</td>
<td>3.051</td>
<td>.002</td>
<td>0.263</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PEOU→PBC(^j) (H4b)</td>
<td>0.506</td>
<td>0.11</td>
<td>4.59</td>
<td>&lt;.001</td>
<td>0.431</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Unstd: unstandardized factor loadings.
\(^b\)Std: standardized factor loadings.
\(^c\)IU: intention to use.
\(^d\)PU: perceived usefulness.
\(^e\)PEOU: perceived ease of use.
\(^f\)SN: subjective norms.
\(^g\)PR: perceived risks
\(^h\)RB: resistance bias.
\(^i\)EHC: eye health consciousness.
\(^j\)PBC: perceived behavioral control.

Analysis of Mediation Effects
Bias-corrected bootstrapping mediation analysis (5000 iterations) was used to examine the indirect effects (Table 10). PU fully mediates the effect of EHC on IU (95% CI 0.04 to 0.1361). PEOU and PU fully mediate the effect of PBC on IU (95% CI 0.01 to 0.2322), whereas PEOU partially mediates the effect of EHC on PU (95% CI 0.0004 to 0.2517). PU also fully mediates the effect of PEOU on IU (95% CI 0.005 to 0.2398).

Analysis of Moderation Effect
In Figure 3 and Table 11, the trust moderates the effect of PU on IU (beta=-0.095; P=.049), where the effect of PU on IU is stronger for the users with low trust compared with those with high trust.
Table 10. Analysis of indirect effects.

<table>
<thead>
<tr>
<th>Paths relationship</th>
<th>Direct effect (95% CI)</th>
<th>Indirect effect (95% CI)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effect</td>
<td>LLCI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>ULCI&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>EHC&lt;sup&gt;c&lt;/sup&gt;→PU&lt;sup&gt;d&lt;/sup&gt;→IU&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.0765</td>
<td>-0.0636</td>
<td>0.2443</td>
</tr>
<tr>
<td>PBC&lt;sup&gt;f&lt;/sup&gt;→PEOU&lt;sup&gt;g&lt;/sup&gt;→PU→IU</td>
<td>0.0663</td>
<td>-0.202</td>
<td>0.3133</td>
</tr>
<tr>
<td>PBC→PEOU→IU</td>
<td>0.0663</td>
<td>0.202</td>
<td>0.3133</td>
</tr>
<tr>
<td>PEOU→PU→IU</td>
<td>0.0504</td>
<td>-0.1868</td>
<td>0.3059</td>
</tr>
<tr>
<td>PBC→PEOU→PU</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SN&lt;sup&gt;h&lt;/sup&gt;→PEOU→PU</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SN→PEOU→PU→IU</td>
<td>0.4083</td>
<td>0.1768</td>
<td>0.6509</td>
</tr>
<tr>
<td>SN→PEOU→IU</td>
<td>0.4083</td>
<td>0.1768</td>
<td>0.6509</td>
</tr>
</tbody>
</table>

<sup>a</sup>LLCI: lower limit confidence interval.
<sup>b</sup>ULCI: upper limit confidence interval.
<sup>c</sup>EHC: eye health consciousness.
<sup>d</sup>PU: perceived usefulness.
<sup>e</sup>IU: intention to use.
<sup>f</sup>PBC: perceived behavioral control.
<sup>g</sup>PEOU: perceived ease of use.
<sup>h</sup>SN: subjective norms.

Figure 3. Trust moderates the effect of PU on IU. a P<.01; b P<.05.
and believe that they should be convenient and easy to use. Although the direct effect of PEOU on IU was not significant, PEOU did have a strong effect on PU, confirming most TAM theories. Therefore, if someone whose opinion was important to participants suggested that they try the devices (SN), and the participants then realized the value or usefulness (PU) of the devices, participants’ IU would be high.

**Resistance Bias Reduces Public Intention to Use Ophthalmic Artificial Intelligence Whereas Perceived Risks Do Not Have an Effect on It**

In most research on the Dual Factor Theory, PR negatively affected the public’s IU. However, in our ophthalmic AI case, PR does not affect public’s IU. This finding is in line with the Chinese context where people do not perceive risk of blindness as an acute threat and owing to the fact that the general population of China does not strongly prioritize privacy [79]. The low mean score of the 6 items of the PR construct (3.802 out of 7) reflects the public’s lack of awareness of health risks and protection of health information and privacy. These results were also confirmed by our qualitative study that people are accustomed to providing key personal information when registering on an app or receiving nuisance calls.

We also integrated a new construct, RB, and verified its reliability and validity in our model, improving our understanding of negative factors involved in health care technology acceptance. Our results confirmed the SQB theory. People might reject ophthalmic AI devices owing to unfamiliarity, regret avoidance, or past experiences with new technology products. This resistance reflects many people’s natural preference to continue with traditional approaches to health management. This finding matches observations about Chinese patients’ acceptance of mobile phone health technology and mobile health services for chronic disease management that these inhibitors had a negative effect on behavioral intention [31,57].

**Eye Health Consciousness and Perceived Behavioral Control Have an Indirect Positive Effect Via the Mediators Perceived Usefulness and Perceived Ease of Use**

Previous studies of health behavior based on the theories of HBM have found that PHT (similar to EHC) has both direct and indirect effects on IU [31,36]. In our study, EHC had a significant positive influence on PU and an indirect influence on IU via PU. However, EHC had no significant direct effect on IU, which contrasts with the findings of Dou about Chinese
patients’ acceptance of mobile phone health technology [31] but is consistent with the work of Kim about consumers’ health behavior IU of health information technology [36]. Our findings could indicate that although people are conscious about their eye health and perceive health threats even without eye screening, they will assess the usefulness or function of new AI devices before switching from traditional face-to-face eye examination by ophthalmologists.

Many studies have found that perceived behavioral control has a significant direct and indirect influence on IU [53,57]. We found that it had no significant impact on IU, consistent with the meta-analysis of factors influencing mobile health service adoption [32], but in contrast with research on health professionals’ adoption of health clouds [51] and physicians’ acceptance of electronic medical record exchange [53]. Our findings could result from the different roles of general public and medical staff, as most health-related procedures in previous studies were conducted by medical staff, whose behavioral controllability of new developed devices was a more important concern during the manipulation process. However, we found that PBC had an indirect effect on IU through PEOU and PU. This indicates that unlike other health-related technologies studied, as emerging products, ophthalmic AI devices need to be convenient and useful to ensure the perception of behavioral controllability. The high average score of PBC items (5.005 out of 7) also shows that if the public perceived these devices as easy to use and useful, automanipulation of screening devices and self-management of eye screening could be achieved.

**Moderation Effect of Trust**

Previous studies have treated trust as a variable that affects IU directly or indirectly [44,52]. Few studies have discussed whether it could be a moderator. In China, in the context of unbalanced medical resource distribution and distrust between doctors and patients, this construct could play a more complicated role [66,68,80]. Our finding confirmed that this construct is a moderator, as trust had a significant moderation effect (beta = –0.095; P = 0.049) on the path from PU to IU. The public’s trust in the emerging technology and medical staff negatively moderated the influence of PU on IU. Participants with high trust in AI might have high expectations for AI in health care and thus might require greater PU before they would be willing to try the AI devices. Alternatively, participants with low trust in AI might have low expectations and require less PU before trying to use them. In light of the generally distrustful relationship between the public and medical staff in China, stakeholders such as doctors and AI suppliers should avoid making misleading or over-exaggerated claims in the promotion of AI health care products.

As the beta value was negative, the more the public trust AI devices, the lower the effect of PU on IU. In other words, if we improve people’s beliefs and confidence about AI products, they will use these devices even if these devices are not as useful as they could be. In our study, the average score for the 3 trust items was 4.976 out of 7. Together with the low factor loading of PU on IU, in the Chinese context, the influence of PU was small. We interpreted this effect to be moderated by trust.

**Comparison With Prior Work and Strengths of This Study**

This study contributes to the AI health care literature in several ways:

1. This study was the first empirical study to examine the positive and negative factors that influence public acceptance of emerging AI devices in real clinical scenarios in China. As the model fit and R² values are high, our model can predict the Chinese public’s IU of such AI devices.
2. We integrated 1 inhibitor of RB to modify the SQB theory to fit Chinese people’s thinking style and language customs, and this showed both good convergence and discriminant validity.
3. We introduced trust as a moderator in the Chinese social context to reflect the health care context, and the results confirmed that trust had a moderation effect on the path from PU to IU.
4. SN has the greatest effect on the IU of AI devices. This finding differs from most studies of new health care technology acceptance and could reflect the culture, regulations, or rules in the Chinese social context.
5. PR does not significantly affect public’s IU as participants were not aware of the protection of personal privacy and health information.

**Implications for Practice**

Researchers are only just beginning to assess how we might improve medicine using neural networks, and we will not know how well AI can predict key outcomes in health care settings without “robust validation in prospective, real-world clinical environments, with rigorous statistical methodology and analysis” [9]. As our data show, PU does not play as important a role as expected, and the following strategies could be a cost-effective way to improve public acceptance of AI devices and promote AI products in the era of narrow AI:

1. Enhance public trust in AI, avoiding misleading or exaggerated claims that might affect public perceptions of the function of AI in health care.
2. Expand the influence of SN through health communication campaigns in communities and workplaces, focusing on significant others in people’s social circles such as superiors, public opinion leaders, and close friends.
3. Educate the public’s knowledge and consciousness of the accuracy, effectiveness, safety, and privacy of AI devices and expedite legislation on AI to protect human rights.

**Limitations and Future Research**

Our nationwide study included people of all ages, from students to elders, which indicated good external validity. It was more cost-effective to recruit participants nationally from the internet rather than by traditional means, and this method was more suitable in the AI context because it provided real-time reports and feedback for target users. However, as the sample was collected through mobile devices or websites, the proportion of participants aged above 50 years was relatively low. This age distribution could reflect the fact that older people are less likely to use mobile devices owing to poor vision or motor abilities or RTC [58]. If automated or self-management procedures with
AI products require good mobile or digital skills, older people might not be appropriate target users. In future studies, we might introduce age as a moderator to evaluate its interference effect. When designing or promoting an AI device, we should consider its practical utility for older generations, as they are the main screening population in primary care projects. Moreover, medical staff such as hospital leaders, physicians, and nurses would be the main users of these devices, so their views on AI are very important. We will conduct further research on their intention to adopt and manipulate ophthalmic AI devices in real clinical scenarios.

Conclusions

Our study used the SEM method to explore the complex relationships between factors that influence public acceptance and IU of ophthalmic AI devices, as applied to real clinical scenarios in China. Positive factors such as SN played a more important and complex role than predicted, alongside people’s EHC and PBC, whereas the inhibiting factor, RB, had a direct negative effect on adoption of AI devices. The new integrated inhibitor of RB fits Chinese people’s thinking style and language customs and showed both good convergence and discriminant validity. PR does not significantly affect public’s IU as they were not aware of the protection of personal privacy and health information. Furthermore, we found that trust had a moderation effect on the path from PU to IU. This integrated model, incorporating Chinese cultural and social contexts, demonstrated a good fit and explanatory power with high $R^2$ and could be used to explore other AI health care areas such as chronic disease screening and monitoring, especially for diabetes, hypertension, and cancer management.

Acknowledgments

This study was funded by the China Medical Board Open Competition program (grant number 18–299) and the PhD Start-up Fund of Natural Science Foundation of Guangdong Province of China (NO 2018A030310005). The authors would like to thank Prof Yucheng Liang, Prof Joseph D Tucker, and Willa Dong for their advice about the study. The authors especially thank Prof Yizhi Liu for sharing his knowledge on AI devices and their applications in clinical settings.

Conflicts of Interest

None declared.

Multimedia Appendix 1
Answers for CHERRIES.

References


**Abbreviations**

- **AI**: artificial intelligence
- **AVE**: average variance extracted
- **CHC**: community health center
- **CR**: composite reliability
- **DFT**: Dual Factor Theory
- **DR**: diabetic retinopathy
- **EHC**: eye health consciousness
- **HBM**: health belief model
- **IS**: incumbent system
- **IU**: intention to use
- **PBC**: perceived behavioral control
- **PEC**: primary eye care
- **PEOU**: perceived ease of use
- **PHT**: perceived health threat
- **PR**: perceived risks
- **PU**: perceived usefulness
- **RB**: resistance bias
- **RTC**: resistance to change
- **SEM**: Structural equation modeling
- **SN**: subjective norms
SQB: status quo bias
TAM: Technology Acceptance Model
TPB: Theory of Planned Behavior
TR: trust
UTAUT: Unified Theory of Acceptance and Use of Technology

Please cite as:
Psychosocial Factors Affecting Artificial Intelligence Adoption in Health Care in China: Cross-Sectional Study
J Med Internet Res 2019;21(10):e14316
URL: http://www.jmir.org/2019/10/e14316/
doi:10.2196/14316
PMID:31625950

©Tiantian Ye, Jiaolong Xue, Mingguang He, Jing Gu, Haotian Lin, Bin Xu, Yu Cheng. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 17.10.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Use of a Web-Based Dietary Assessment Tool (RiksmatenFlex) in Swedish Adolescents: Comparison and Validation Study

Anna Karin Lindroos1,2, PhD; Jessica Petrelius Sipinen1, MSc; Cecilia Axelsson1, MSc; Gisela Nyberg3, PhD; Rikard Landberg4, PhD; Per Leanderson5, PhD; Marianne Arnemo1, BSc; Eva Warensjö Lemming1, PhD

1Swedish National Food Agency, Uppsala, Sweden
2Department of Internal Medicine and Clinical Nutrition, Sahlgrenska Academy, University of Gothenburg, Gothenburg, Sweden
3Department of Public Health Sciences, Karolinska Institutet, Stockholm, Sweden
4Department of Biology and Biological Engineering, Chalmers University of Technology, Gothenburg, Sweden
5Occupational and Environmental Medicine Center, Department of Clinical and Experimental Medicine, Linköping University, Linköping, Sweden

Corresponding Author:
Anna Karin Lindroos, PhD
Swedish National Food Agency
Box 622
Uppsala, 75126
Sweden
Phone: 46 18175500
Fax: 46 18105848
Email: annakarin.lindroos@slv.se

Abstract

Background: A Web-based dietary assessment tool—RiksmatenFlex—was developed for the national dietary survey of adolescents in Sweden.

Objective: This study aimed to describe the Web-based method RiksmatenFlex and to test the validity of the reported dietary intake by comparing dietary intake with 24-hour dietary recalls (recall interviews), estimated energy expenditure, and biomarkers.

Methods: Adolescents aged 11-12, 14-15, and 17-18 years were recruited through schools. In total, 78 students had complete dietary information and were included in the study. Diet was reported a few weeks apart with either RiksmatenFlexDiet (the day before and a random later day) or recall interviews (face-to-face, a random day later by phone) in a cross-over, randomized design. At a school visit, weight and height were measured and blood samples were drawn for biomarker analyses. Students wore an accelerometer for 7 days for physical activity measurements. Dietary intake captured by both dietary methods was compared, and energy intake captured by both methods was compared with the accelerometer-estimated energy expenditure (EEest). Intake of whole grain wheat and rye and fruit and vegetables by both methods was compared with alkylresorcinol and carotenoid concentrations in plasma, respectively.

Results: The mean of the reported energy intake was 8.92 (SD 2.77) MJ by RiksmatenFlexDiet and 8.04 (SD 2.67) MJ by the recall interviews (P = .01). Intake of fruit and vegetables was 224 (169) g and 227 (150) g, and whole grain wheat and rye intake was 12.4 (SD 13.2) g and 12.0 (SD 13.1) g, respectively; the intakes of fruit and vegetables as well as whole grain wheat and rye did not differ between methods. Intraclass correlation coefficients ranged from 0.57 for protein and carbohydrates to 0.23 for vegetables. Energy intake by RiksmatenFlexDiet was overreported by 8% (P = .03) but not by the recall interviews (P = .53) compared with EEest. The Spearman correlation coefficient between reported energy intake and EEest was 0.34 (P = .008) for RiksmatenFlexDiet and 0.16 (P = .21) for the recall interviews. Spearman correlation coefficient between whole grain wheat and rye and plasma total alkylresorcinol homologs was 0.36 (P = .002) for RiksmatenFlexDiet and 0.29 (P = .02) for the recall interviews. Spearman correlations between intake of fruit and vegetables and plasma carotenoids were weak for both dietary tools. The strongest correlations were observed between fruit and vegetable intake and lutein/zeaxanthin for RiksmatenFlexDiet (0.46; P < .001) and for recall interviews (0.28; P = .02).

Conclusions: RiksmatenFlexDiet provides information on energy, fruit, vegetables, and whole grain wheat and rye intake, which is comparable with intake obtained from recall interviews in Swedish adolescents. The results are promising for cost-effective dietary data collection in upcoming national dietary surveys and other studies in Sweden. Future research should focus on how, and if, new technological solutions could reduce dietary reporting biases.
Introduction

There is a need for cost-effective dietary assessment methods that provide data of high quality to enable studies on diet and health. Open-ended dietary assessment methods such as food diaries and interviewer-administered 24-hour dietary recalls are resource-demanding. Food Frequency Questionnaires (FFQ) are therefore commonly used in large epidemiological studies to minimize costs and workload. FFQs, however, are less accurate than open-ended dietary assessment methods [1,2]. Furthermore, they provide less detail on the type and amounts of foods eaten and no information on meal patterns. Food consumption data need to be harmonized for dietary exposure assessments on a European level. To achieve harmonization, the European Food Safety Authority (EFSA) recommends two 24-hour dietary recall interviews with at least one face-to-face interview for national dietary surveys of adults and children from the age of 10 years [3].

In recent years, technological developments have made it possible to assess diet using online tools. This offers potential for cost savings in data collection [4], but biases related to the self-reported dietary intake may still be present [5]. Several computer and Web-based 24-hour dietary recall and food diary methods have been developed. In a recent review, 21 different 24-hour dietary recall tools for use in children and adults were identified [6]. Most of these tools were compared with 24-hour dietary recall interviews or food diaries, with generally good agreement between the methods [6]. Only a few Web-based 24-hour dietary recalls or food diaries have been validated against recovery biomarkers [7-11]. Several Web-based 24-hour dietary recall and food diary tools have been specifically developed or adapted for use in children and adolescents. These tools have been evaluated by comparison with 24-hour dietary recall interviews [12-16], food records [17], direct observation [12,14,18,19], estimated total energy expenditure based on accelerometer measurements [20,21], or concentration biomarkers [19,22,23].

Dietary assessment methods designed to characterize usual intake are difficult to validate, as their actual validity cannot be estimated with absolute certainty [24]. Ideally, dietary assessment methods should be validated against recovery biomarkers to allow assessment of their measurement errors and calibration. However, only a few recovery biomarkers are available. The doubly labeled water method (measuring energy expenditure) for validating energy intake is expensive, and available. The doubly labeled water method (measuring energy and calibration. However, only a few recovery biomarkers are available. The doubly labeled water method (measuring energy and concentration biomarkers do not capture total intake, but can be used to evaluate the intake of specific food groups, although the strength of agreement is expected to be lower than that for recovery biomarkers [27]. A high intake of whole grains, fruits, and vegetables is associated with a decreased risk of chronic disease [28], and it is therefore important to be able to measure the intake of these food groups correctly. Alkylresorcinols are found in the outer parts of the wheat and rye kernels and can be used as biomarkers for whole grain wheat and rye intake [29-31]. Carotenoids reflect intake of fruit and vegetables satisfactorily and have been used in several studies to validate fruit and vegetable intake [32,33].

When planning the national dietary survey of adolescents in Sweden, there was an urgent need for a cost-effective, user-friendly dietary assessment method that could capture dietary intake satisfactorily and comply with EFSA’s guidelines [3]. Therefore, a new Web-based dietary assessment tool—RiksmatenFlex—was developed for the survey of adolescents. The intention was also to provide a Web-based tool that could be further adapted to other age groups and study populations. As pointed out by Eldridge et al [4], new technology tools for assessing dietary intake require detailed publications describing the tool and testing the validity in order to meet general quality standards. Thus, the overall aim of this study is to describe the RiksmatenFlex tool and evaluate the validity of the dietary registration part of the tool in adolescents. The validity was evaluated by (1) comparing the reported energy and macronutrient intake with interview-administered 24-hour dietary recalls; (2) comparing the reported energy intake with total energy expenditure estimated from weight, height, and accelerometer data; (3) comparing the intake of whole grain wheat and rye, fruits, and vegetables with the plasma concentration of biomarkers alkylresorcinols and carotenoids, respectively; and (4) evaluating performance of the tool in (2) and (3) with the performance of interviewer-administered 24-hour dietary recalls.

Methods

The RiksmatenFlex Tool

The RiksmatenFlex is a self-administered, Web-based method for use on smartphones, tablets, and computers. It includes a diet registration part (RiksmatenFlexDiet) and a questionnaire part (RiksmatenFlexQ; Figure 1).
RiksmatenFlex was developed in 2014-2015 by the National Food Agency in Sweden (NFA) for the national dietary survey of adolescents. To ensure a user-friendly and attractive system, an expert in interaction design was also involved in the development in addition to experts in nutrition and information technology. The development was based on experiences from a Web-based food diary [8,34,35] and an interview study with adolescents (data not published). The process also included focus groups throughout the development and test sessions with adolescents. The system was Windows-based, and in 2015, the following development environment was used: SQL server 2014, Windows Server 2012, MVC 5, .NET 4 and .NET 4.5, and VS2013-17. The system is compatible with IE 9-11, Chrome, Win 7, and Office 2010 or later versions.

The Web page is accessed by individual usernames and passwords. At the first log in, participants provide their email and phone number for future communication. At this time, the dates for the registration days are also generated. RiksmatenFlexQ is described in more detail elsewhere [36].

RiksmatenFlexDiet

Registration of Food and Drinks

The dietary registration is based on the 24-hour dietary recall method. However, the method is flexible and can be used as a food diary. It can also be easily adapted for new studies and age groups other than adolescents. The different steps of RiksmatenFlexDiet are displayed in Swedish in Figure 2. In brief, the steps include (1) selection of the required recording day; (2) selection of the time of the eating/drinking occasion; (3) selection of the type of meal (breakfast, lunch, dinner/supper, snack, other eating, or drink only) and place of the eating/drinking occasion (at home, at school, in a restaurant/bar/cafés, at an event such as cinema/theatre/sports, someone else’s home, fast food restaurant, other place, on the way car/bus/train, or at work); (4) search for foods and drinks using a built-in search engine linked to a food list (see below); and (5) selection of portion size and, where relevant, specification of the details of the dish (for example, type of meat in a casserole).
To aid participants in finding the correct food, different spelling options and brand names were included in the search engine. Furthermore, pictures of foods commonly consumed in the five food categories—bread, ready-to-eat sandwiches, breakfast cereals, ice cream, and fat spreads—are linked to the search engine (Multimedia Appendix 1). The program uses machine learning to adapt the search list to user preferences.

RiksmatenFlexDiet is self-instructive and includes several logical reminders, for example, a reminder to help participants remember to register drinks. Further, before submitting the completed registration, participants are presented with a list of commonly forgotten foods and are asked to review all recorded foods and drinks. Participants are also asked to specify if the recording day was an ordinary day, not an ordinary day, or an ill day. Automatic reminders were sent to participants if a registration day was not completed. Time to complete one day’s tasks was 15-30 minutes, depending on age. All recorded foods and drinks, together with portion sizes, are directly stored in a database and automatic calculation of energy, nutrient, and food group intakes is enabled through direct link to the food composition database. The data output is flexible, and it is possible to extract foods from composite dishes and raw agricultural commodities or obtain intake by day, meal type, meal place, and time of the intake. All foods are FoodEx2 coded.

The Food List
The food list compiled for RiksmatenFlexDiet is built on the Swedish national food composition database with the aim to represent Swedish adolescents’ food consumption. Foods were selected based on the amounts and frequencies of consumed foods, drinks, and dishes reported in a previous survey of adults [37] and a study of children aged 11-12 years (data not published). Key foods were also identified in focus groups with adolescents. To facilitate the search in RiksmatenFlexDiet, the number of foods was limited to approximately 800. Thus, some of the foods are generic, and sales statistics from commercial companies were used to compile the composition of these foods. For many generic foods, it is also possible to specify details. For example, the type of meat (pork, beef, etc) and liquid base (tomato, cream, etc) can be specified for a meat casserole (Figure 2-5a). However, brand names are not included in the specifications. This validation study included 761 core foods, but with the additional details, there were approximately 2300 possible food item combinations available. The food list is presented in Multimedia Appendix 2.

Picture Portion Guide
The picture portion guide included in RiksmatenFlexDiet is an extended version of the portion guide developed for the national dietary survey Riksmaten 2010-2011 [37]. The guide includes household measures, pieces, portion pictures of glasses and cups, and photos of 39 different food categories, with four to
eight different reference sizes in each category Figure 2-5b. Six reference sizes were most common.

**The Validation and Comparison Study**

**Study Population**

The study population consists of schoolchildren taking part in a feasibility study preceding the national dietary survey Riksmaten Adolescents 2016-2017.

We aimed for a sample size of 75 adolescents, based on the assumption that more than 50 participants are sufficient when validating dietary intake against biomarkers [38]. Participants were recruited from elementary and high schools in grades 5, 8, and 11 across Sweden. Schools were selected from the Swedish school unit register with the aim to recruit one class from each school grade and Occupational and Environmental Medicine Centre (OEMC) region. In total, 86 schools were contacted, 15 accepted participation, and 18 classes (one class in each grade and region) were selected to participate. All students in the 18 selected classes were invited to participate in the study. Exclusion criterion was not being able to read and write Swedish. For participants to be included in the validation analyses, they needed to have completed 2 days of diet registration/recall with both methods.

When a school agreed to take part in the study, information letters including consent forms were sent to the eligible participants as well as the parents of the students in grades 5 and 8 of the selected class. All participants consented to take part, and for children younger than 16 years, their legal guardians provided written consent. Participants were given a gift voucher of 300 Sk (Swedish krona). The Regional Ethical Review Board in Uppsala, Sweden, approved the study (2015/190).

**Study Design**

The RiksmatenFlexDiet was compared with 24-hour dietary recall interviews (recall interviews), and diet by both methods was compared with estimated energy expenditure and biomarkers. As interviews about food intake might influence how well the diet is later reported in the self-reported RiksmatenFlexDiet and because blood was only drawn at school visit 2, the participants were randomized to either start with RiksmatenFlexDiet or recall interviews. The randomization was performed at the individual level for one class at a time using a simple randomization procedure. Figure 3 provides an outline of the study design. The study started with an information session at school with the selected classes (visit 1) when the study staff informed the students about the study, and the students had the possibility to ask questions. At the first examination day (visit 2), the signed consent forms were collected by the study staff and the participants started with either RiksmatenFlexDiet or a recall interview. At visit 3, the participants changed to the other method. Time between school visits 2 and 3 was 2-4 weeks. For both methods, diet was reported on a random day at home, 1-2 weeks after the school visits. Weight and height were measured and blood was drawn at school visit 2. Trained research assistants recruited the classes, informed the schools and teachers about the study, and carried out the fieldwork. Phlebotomists from six of the seven OEMCs in Sweden carried out the blood sampling.

**RiksmatenFlexDiet**

RiksmatenFlexDiet was used both as a self-administered 24-hour dietary recall and as a food diary depending on day and age. The 24-hour dietary recall approach was used for the first day for all participants and for the second day for participants in grade 11. For the younger age groups (grade 5 and grade 8), the second day was recorded prospectively, as the interview study preceding the development of RiksmatenFlexDiet had indicated that they might have difficulties remembering yesterday’s intake. Day 1 intake was recorded at school and day 2 intake was recorded at home and randomly assigned to occur 7-14 days...
later. The first-day recording usually occurred during the school week, and around 80% of the second-day recordings were generated as a weekend day including Fridays. The date was unknown until the participants received an automated email with instructions to register food intake. Automatic email reminders were sent to participants if they did not complete their registrations. All records with an energy intake less than 800 kcal or over 3500 kcal were manually checked. Records with an intake below 800 kcal were judged as incomplete and excluded if no illness, less than three intake occasions (defined as at least one energy-contributing food item), and no meal after 3 PM was recorded (three records identified, one excluded). Records with an intake of over 3500 kcal were checked for obvious misunderstandings of amounts and foods (three records identified, none excluded).

The intake of energy, macronutrients, beta-carotene, and total whole grains was calculated using the NFA food composition database (the Riksmaten adolescent pilot study; the foods are displayed in Multimedia Appendix 2). Whole grain wheat and rye intake was calculated by excluding whole grains from sources other than wheat and rye in the total whole grain intake. Fruit and vegetable intake included all fruit (including berries) and vegetables (not potatoes and pulses) consumed, including both amounts directly recorded and amounts extracted from dishes. Juice was excluded from the intake due to the different nutrient density.

Recall Interviews
On day 1, a face-to-face interview was conducted in school and on day 2, the interview was performed over the phone. The second day was randomly assigned 7-14 days after the first interview, taking the weekday/weekend day into account as was done for RiksmatenFlexDiet. After the first interview, an appointment for the second phone interview was made with the participant. Trained staff with a nutritional background carried out all interviews, and the interviews followed a 24-hour dietary recall multiple pass protocol. The interview covered the period between waking up on the preceding day and waking up on the interview day. Household measures and a Web-based portion guide based on the pictures included in RiksmatenFlexDiet were used to describe the amounts of foods consumed. Participants were also asked if the previous day was a normal day. After the interview, the reported intake was coded using the nutrient calculation program Dietist Net Pro (Kost och Näringsdata AB, Stockholm, Sweden) and the NFA food composition database (recall interviews). Intake of whole grain wheat and rye, fruits, and vegetables was calculated as was done for RiksmatenFlexDiet.

Background Information
Educational levels of both parents were reported in RiksmatenFlexQ [36]. The information was combined and dichotomized to at least one parent with postsecondary education or no parent with postsecondary education.

Anthropometric Measurements and Blood Sampling
Height and weight were measured and nonfasting blood was collected from all participants at visit 2. Height was measured to the nearest 0.1 cm without shoes and weight, to the nearest 0.1 kg in light indoor clothing. Body mass index was calculated, and overweight/obesity was defined according to the recommendations by the International Obesity Task Force [39]. Height and weight were also used to estimate energy expenditure (see below).

Estimated Energy Expenditure
Physical activity was measured with an accelerometer (ActiGraph GT3X or wGT3X+, Tri-axis Accelerometer Monitor; Actigraph LLC, Pensacola, Florida). The participants were given the accelerometer after the first recall interview and instructed to wear it from waking up in the morning until bedtime for 7 consecutive days. The accelerometer was attached to an elastic band and placed on the right hip. Participants were instructed to remove the accelerometer when showering or doing water activities. Data were analyzed using ActiLife 6 Data Analysis Software (Actigraph LLC). Measurements of at least 3 complete days, including one weekend day (Saturday and Sunday), were considered as complete. Physical activity was assessed between 7 AM and 11 PM. The epoch length was set to 5 seconds. A complete day includes 500 minutes of registration. Based on mean counts per minute (cpm), physical activity energy expenditure was estimated using the modified prediction equations by Ekelund et al [40]:

\[
\text{Physical activity energy expenditure (kJ/day)=} 4.182 \times (66.847 + (\text{cpm} \times 0.953) - (176.91 \times \text{sex})
\]

Total energy expenditure was calculated as physical activity energy expenditure+basal metabolic rate+diet-induced thermogenesis, where diet-induced thermogenesis was estimated as 10% of the total energy expenditure [41]. The basal metabolic rate was estimated from the Henry equations based on age, sex, height, and weight [42].

Biochemical Analyses
Alkylresorcinols and carotenoids were analyzed in plasma. Five participants did not provide enough blood for the analyses. In addition, one alkylresorcinol analysis failed.

Gas chromatography-mass spectrometry (GC-MS) was used to quantify the alkylresorcinols C17:0-C25:0 in 0.2 mL plasma samples, as described previously [43]. The intra- and interassay coefficients of variation were both 15% for total alkylresorcinols.

Plasma concentrations of carotenoids were determined with high-performance liquid chromatography, as previously described [34]. The intra- and interassay coefficients of variation varied between 5% and 7%.

Statistical Analysis
STATA statistical software (Version 14.2; STATA Corp, College Station, Texas) was used for the statistical analyses. Background information is presented as proportions and medians with the first and third quartiles. A mean of data from 2 days was used for all the analyses of reported dietary intake, and descriptive data are presented as mean and SD. Paired t test was used to test the difference in intake between the methods. Bland-Altman plots were used to assess precision and bias between reported intake by both methods and between reported
energy intake by the respective method and estimated energy expenditure. Agreement for reported energy and macronutrient intake by the two methods was calculated by tertiles, and a linear weighted kappa was used to evaluate the agreement between classifications. Intraclass correlations between the two dietary methods were calculated using a two-way mixed-effects model to evaluate the strength of agreement. Energy-adjusted (g/MJ) intake of fruit and vegetables and whole grain wheat and rye were correlated with the respective biomarkers by calculating the Spearman rank correlation coefficients.

Results

Study Population and Reported Days

The participant flow is illustrated in Figure 4. A total of 430 adolescents were invited to participate, of which 397 were randomized to either start with RiksmatenFlexDiet (n=194) or recall interviews (n=203). In total, 231 (54%) participated in at least one part of the study, 205 participants completed the first day by both methods (113 started with RiksmatenFlexDiet and 118 started with recall interviews), and 78 participants completed 2 days by both methods (36 started with RiksmatenFlexDiet and 42 started with recall interviews). Eighteen of the participants with complete diet information did not have complete information from the accelerometer measurements.

Characteristics and plasma biomarkers of the 78 participants with complete diet information are presented in Table 1. Girls were more likely to participate than boys. The 60 participants with complete diet and accelerometer data were similar to the 78 participants with complete diet information. Lycopene was the most abundant carotenoid (36%), and the ratio of alkylresorcinol C17:0/C21:0 was 0.16.

The number of weekdays and weekend days (Friday-Sunday) was 93 (60%) and 63 (40%), respectively, for RiksmatenFlexDiet and 96 (62%) and 60 (38%), respectively, for recall interviews, which was close to the expected distribution for both methods.
Table 1. Characteristics, plasma concentrations, and counts per minute for participants with complete diet information (n=78).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>54 (69)</td>
</tr>
<tr>
<td>Boys</td>
<td>24 (31)</td>
</tr>
<tr>
<td><strong>Academic school year (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Grade 5 (11-12 years)</td>
<td>23 (29)</td>
</tr>
<tr>
<td>Grade 8 (14-16 years)</td>
<td>33 (44)</td>
</tr>
<tr>
<td>Grade 11 (17-18 years)</td>
<td>22 (28)</td>
</tr>
<tr>
<td><strong>Parental education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Higher level</td>
<td>39 (50)</td>
</tr>
<tr>
<td>Lower level</td>
<td>30 (38)</td>
</tr>
<tr>
<td>Missing information</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Overweight, obese</td>
<td>15 (19)</td>
</tr>
<tr>
<td><strong>Plasma carotenoid concentration (µmol/L, n=73), median (p25, p75)</strong></td>
<td></td>
</tr>
<tr>
<td>Alpha-carotene</td>
<td>0.19 (0.13, 0.38)</td>
</tr>
<tr>
<td>Beta-carotene</td>
<td>0.79 (0.52, 1.04)</td>
</tr>
<tr>
<td>Beta-cryptoxanthin</td>
<td>0.14 (0.11, 0.19)</td>
</tr>
<tr>
<td>Lutein+zeaxanthin</td>
<td>0.36 (0.26, 0.47)</td>
</tr>
<tr>
<td>Lycopene</td>
<td>0.86 (0.71, 1.06)</td>
</tr>
<tr>
<td>Total carotenoids, median (p25, p75)</td>
<td>2.39 (1.97, 3.03)</td>
</tr>
<tr>
<td><strong>Plasma alkylresorcinol concentration (nmol/L, n=72), median (p25, p75)</strong></td>
<td></td>
</tr>
<tr>
<td>C:17</td>
<td>3.2 (1.3, 6.1)</td>
</tr>
<tr>
<td>C:19</td>
<td>15.8 (9.0, 32.3)</td>
</tr>
<tr>
<td>C:21</td>
<td>24.8 (12.9, 48.5)</td>
</tr>
<tr>
<td>C:23</td>
<td>6.1 (2.4, 11.7)</td>
</tr>
<tr>
<td>C:25</td>
<td>3.7 (1.5, 8.2)</td>
</tr>
<tr>
<td>Total alkylresorcinols</td>
<td>51.1 (29.9, 101.6)</td>
</tr>
<tr>
<td>C17:0/C21:0</td>
<td>0.16 (0.08, 0.25)</td>
</tr>
<tr>
<td><strong>Physical activity (counts/min, n=60), median (p25, p75)</strong></td>
<td>376 (289, 492)</td>
</tr>
</tbody>
</table>

\(^a\) At least one parent had postsecondary education.

\(^b\) Based on Cole and Lobstein [39].

\(^c\) 25th and 75th percentiles.

**Reported Intake by RiksmatenFlexDiet and Recall Interviews**

Reported intakes of energy, macronutrients, beta-carotene, whole grain wheat and rye, vegetable and fruit by RiksmatenFlexDiet and recall interviews are presented in Table 2. Reported energy and macronutrient intake was higher with RiksmatenFlexDiet than with recall interviews. However, intake of beta-carotene, whole grain wheat and rye, vegetables, and fruits did not differ between the methods.
Table 2. Reported dietary intake by RiksmatenFlex and recall interviews (n=78).

<table>
<thead>
<tr>
<th>Dietary intake/day(^a)</th>
<th>RiksmatenFlexDiet, mean (SD)</th>
<th>Recall interviews, mean (SD)</th>
<th>P value(^b)</th>
<th>Intraclass correlation (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, MJ</td>
<td>8.92 (2.77)</td>
<td>8.04 (2.67)</td>
<td>.01</td>
<td>0.53 (0.35-0.67)</td>
</tr>
<tr>
<td>Protein, g</td>
<td>85 (33)</td>
<td>74 (24)</td>
<td>&lt;.001</td>
<td>0.57 (0.39-0.70)</td>
</tr>
<tr>
<td>Fat, g</td>
<td>86 (30)</td>
<td>76 (33)</td>
<td>.01</td>
<td>0.27 (0.05-0.47)</td>
</tr>
<tr>
<td>Carbohydrates, g</td>
<td>243 (85)</td>
<td>225 (78)</td>
<td>.04</td>
<td>0.57 (0.40-0.70)</td>
</tr>
<tr>
<td>Dietary fiber, g</td>
<td>20 (10)</td>
<td>17 (6.0)</td>
<td>.01</td>
<td>0.45 (0.26-0.61)</td>
</tr>
<tr>
<td>Whole grain wheat and rye, g</td>
<td>12.4 (13.2)</td>
<td>12.0 (13.1)</td>
<td>.82</td>
<td>0.29 (0.07-0.48)</td>
</tr>
<tr>
<td>Beta-carotene, mg</td>
<td>1975 (2415)</td>
<td>1876 (2359)</td>
<td>.71</td>
<td>0.50 (0.32-0.65)</td>
</tr>
<tr>
<td>Vegetables, g</td>
<td>137 (106)</td>
<td>139 (95)</td>
<td>.90</td>
<td>0.23 (0.01-0.43)</td>
</tr>
<tr>
<td>Fruits, g</td>
<td>87 (112)</td>
<td>88 (98)</td>
<td>.89</td>
<td>0.56 (0.39-0.70)</td>
</tr>
<tr>
<td>Fruits and vegetables, g</td>
<td>224 (169)</td>
<td>227 (150)</td>
<td>.88</td>
<td>0.49 (0.30-0.64)</td>
</tr>
</tbody>
</table>

\(^a\)Mean of two days  
\(^b\)Paired t test.

To investigate the agreement between the two methods, Bland-Altman plots were used for energy and macronutrient intake (Multimedia Appendix 3). For all comparisons, a few outliers were noted, but the majority fell within the limits of agreement. The intraclass correlations between the two methods were moderate and ranged from 0.57 for protein to 0.23 for vegetables. The strength of agreement for reported energy intake and macronutrient intake was fair to moderate. For energy, 87% were classified into the same or the adjacent tertile, and the weighted kappa was 0.42 (95% CI 0.25-0.58). Corresponding figures for protein, fat, and carbohydrates were 91% and 0.36 (95% CI 0.19-0.53), 86% and 0.22 (95% CI 0.04-0.39), 96% and 0.51 (95% CI 0.36-0.66), respectively.

**Reported Energy Intake and Estimated Energy Expenditure**

Mean accelerometer-estimated energy expenditure was 8.13 MJ (95% CI 7.80-8.46) compared with the mean reported energy intake of 8.80 (95% CI 8.19-9.42) and 8.05 (7.36-8.74) by RiksmatenFlexDiet and Recall interviews, respectively. Estimated energy expenditure was underestimated by RiksmatenFlexDiet (P=.02) but not by the recall interviews (P=.82). The agreement between reported energy intake and estimated energy expenditure for the two methods was also examined in Bland-Altman plots (Figures 5 and 6). The limits of agreement were wider for the comparison with recall interviews than for RiksmatenFlexDiet. Both plots show a bias toward overestimation at higher means. The Spearman correlation between estimated energy expenditure and reported energy intake was 0.34 (P=.008) for RiksmatenFlexDiet and 0.16 (P=.21) for recall interviews.

**Reported Intake Versus Biomarkers**

The Spearman correlations between the alkylresorcinol concentrations and reported intake of whole grain wheat and rye by both dietary methods were moderate but statistically significant for all comparisons (Table 3). The correlations were consistently higher for RiksmatenFlexDiet than for recall interviews.

The correlations between carotenoids and intake of vegetables and fruit were weak for both methods (Table 4). The strongest correlation was observed for lutein/zeaxanthin and intake of fruit and vegetables for RiksmatenFlexDiet (r=0.46; P<.001).
Figure 5. Bland-Altman plot of reported energy intake by RiksmatenFlexDiet and estimated energy expenditure (n=60). EEest: estimated total energy expenditure.

Figure 6. Bland-Altman plot of energy intake by recall interviews and estimated energy expenditure (n=60). EEest: estimated total energy expenditure.
Table 3. Spearman rank correlations between energy-adjusted intake (g/MJ) of whole grain wheat and rye and plasma alkylresorcinol concentrations (n=72).

<table>
<thead>
<tr>
<th>Alkylresorcinol</th>
<th>RiksmatenFlexDiet</th>
<th>Recall interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho^a )</td>
<td>( P ) value</td>
</tr>
<tr>
<td>C:17</td>
<td>0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C:19</td>
<td>0.37</td>
<td>.001</td>
</tr>
<tr>
<td>C:21</td>
<td>0.31</td>
<td>.008</td>
</tr>
<tr>
<td>C:23</td>
<td>0.34</td>
<td>.004</td>
</tr>
<tr>
<td>C:25</td>
<td>0.37</td>
<td>.001</td>
</tr>
<tr>
<td>Total alkylresorcinols</td>
<td>0.36</td>
<td>.002</td>
</tr>
</tbody>
</table>

\( ^a \) Spearman rank correlation coefficient.

Table 4. Spearman rank correlations between energy-adjusted intake (g/MJ) of fruit and vegetables and beta-carotene and plasma carotenoid concentrations (n=73).

<table>
<thead>
<tr>
<th>Carotenoid</th>
<th>Vegetables</th>
<th>Fruits</th>
<th>Fruits and vegetables</th>
<th>Beta-carotene</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho^a )</td>
<td>( P ) value</td>
<td>( \rho )</td>
<td>( P ) value</td>
</tr>
<tr>
<td>RiksmatenFlexDiet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha-carotene</td>
<td>–0.04</td>
<td>.72</td>
<td>0.22</td>
<td>.06</td>
</tr>
<tr>
<td>Beta-carotene</td>
<td>–0.01</td>
<td>.95</td>
<td>0.15</td>
<td>.20</td>
</tr>
<tr>
<td>Beta-cryptoxanthin</td>
<td>0.00</td>
<td>.98</td>
<td>0.17</td>
<td>.14</td>
</tr>
<tr>
<td>Lutein/zeaxanthin</td>
<td>0.37</td>
<td>.001</td>
<td>0.28</td>
<td>.02</td>
</tr>
<tr>
<td>Lycopene</td>
<td>0.28</td>
<td>.02</td>
<td>0.05</td>
<td>.68</td>
</tr>
<tr>
<td>Total carotenoids</td>
<td>0.15</td>
<td>.21</td>
<td>0.15</td>
<td>.21</td>
</tr>
<tr>
<td>Recall interviews</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alpha-carotene</td>
<td>–0.19</td>
<td>.11</td>
<td>0.21</td>
<td>.08</td>
</tr>
<tr>
<td>Beta-carotene</td>
<td>–0.06</td>
<td>.59</td>
<td>0.08</td>
<td>.49</td>
</tr>
<tr>
<td>Beta-cryptoxanthin</td>
<td>–0.10</td>
<td>.39</td>
<td>0.06</td>
<td>.60</td>
</tr>
<tr>
<td>Lutein/zeaxanthin</td>
<td>0.29</td>
<td>.01</td>
<td>0.24</td>
<td>.04</td>
</tr>
<tr>
<td>Lycopene</td>
<td>0.17</td>
<td>.15</td>
<td>0.01</td>
<td>.91</td>
</tr>
<tr>
<td>Total carotenoids</td>
<td>–0.00</td>
<td>.97</td>
<td>0.12</td>
<td>.33</td>
</tr>
</tbody>
</table>

\( ^a \) Spearman rank correlation coefficient.

**Discussion**

**Principal Findings and Comparison With Previous Work**

The results of this study suggest that RiksmatenFlexDiet provides dietary intake estimates comparable to recall interviews in adolescents. RiksmatenFlexDiet, but not recall interviews, overreported energy intake compared with the estimated energy expenditure, but the limits of agreement were wider for the comparison with recall interviews than for RiksmatenFlexDiet. The ability to rank intake by estimated energy expenditure and biomarker concentrations was modest for both methods, but the correlations between intake and the reference methods were generally stronger for RiksmatenFlexDiet than for the recall interviews.

Reported energy intake was higher by RiksmatenFlexDiet than by recall interviews, and consequently, intake of macronutrients was also higher. In studies of adolescents, where energy intake by computer or Web-based 24-hour dietary recall methods have been compared with 24-hour dietary recall interviews, the difference between the methods have generally been small [15,44,45]. Limits of agreement for energy intake and macronutrients were wide in our study but similar to those observed in earlier studies of adolescents [44] or wider [15]. Agreement and ability to rank dietary intake were also better with these methods [15,44] compared with RiksmatenFlexDiet. However, in contrast to our study where dietary intake by the two methods was assessed on different days, the reference method in these studies covered the same days, and a lower agreement and ranking ability would therefore be expected when different days are compared. When a Web-based 24-hour dietary recall was compared with food diaries, thus covering different...
time periods, limits of agreement, agreement, and ability to rank were comparable to the results of our study [46].

The agreement and ability to rank individuals by energy intake was better for RiksmatenFlexDiet than for the recall interviews. The Bland-Altman plots showed large variation at the individual level for both methods, as generally seen in validation studies of energy intake [47], and this was also expected in our study, as 2 days is not enough to estimate habitual energy intake. The limits of agreement, which were narrower for RiksmatenFlexDiet than for recall interviews, were in line with an earlier study of a Web-based food recall where energy intake was underestimated [21], but wider than that reported for a Web-based food diary in 10-year-old children [20]. The modest correlation between energy intake and estimated energy expenditure for RiksmatenFlexDiet was similar to other Web-based tools [20,21,26]. Although a somewhat stronger correlation between energy intake by two 24-hour dietary recall interviews has been reported earlier [26], this correlation was not significant for recall interviews in our study.

The evaluation of energy intake with estimated energy expenditure from accelerometer data should be interpreted with caution, since the energy expenditure estimation is not without errors. Furthermore, the comparison between energy intake and energy expenditure assumes energy balance, which may not be the case in growing adolescents. In addition, the equations used for estimating total energy expenditure were developed in a small group of 9-year-old children [40] and may be less accurate in adolescents [21]. Finally, activities less well captured by accelerometers, for example, biking, may be more common in adolescents, and some participants may also have taken off their accelerometers during intensive ball sports. The registered counts per minute were quite low in this study compared with European adolescents [48] and a subgroup from the Riksmaten adolescents 2016-2017 survey [49]. Thus, it is possible that energy expenditure is underestimated and that RiksmatenFlexDiet, as suggested by the comparison, does not overreport energy intake on an average.

The correlations between whole grain wheat and rye intake and alkylresorcinol homologs were acceptable for both methods and in line with other studies on children and adults [23,34,50,51]. Intake of bread and breakfast cereals, the major sources of whole grain wheat and rye in Swedish adolescents [36], is difficult to report. Photos of these foods are linked to the search engine in RiksmatenFlexDiet, to help the participants find the food closest to what they have eaten. This may have resulted in stronger correlations for RiksmatenFlexDiet than for recall interviews.

Reported intake of fruit and vegetables was similar by the two methods. The intraclass correlation between the two methods was stronger for fruit than for vegetables, in line with an earlier study on adolescents [15]. The correlations between intake of fruit and vegetables and the objective biomarkers plasma carotenoids were, however, weak for both methods. Moderate correlations between several carotenoids and various dietary assessment methods have been reported in adults [34,52-55], adolescent girls (but not boys) [56], and children and adolescents [22]. However, stronger correlations between intake from a Web-based food diary and carotenoids have also been reported in 10-year-old children [19]. Significantly stronger correlations in younger children (8-9 years old) compared to older children (12-14 years old) have also been reported [22]. The strongest correlations in our study were seen for lutein-zeaxanthin by both methods, with the strongest correlation for RiksmatenFlexDiet. This is in line with the correlations presented for adult women, but not men, where all carotenoid concentrations were significantly correlated with fruit and vegetable intake by a Web-based 4-day food diary [34]. Food records may also produce stronger correlations between intake and plasma concentrations than recall methods [32,46].

Strengths and Limitations

A major strength of this study is that dietary intake has been validated against objectively measured physical activity and biomarkers. Estimating energy expenditure from equations and accelerometer data is not without errors, as previously discussed, but the physical activity measurements are objectively measured. Biomarker concentrations provide a reflection of dietary intake, but perfect agreement could not be expected because genetic variability, lifestyle, and physiological factors influence the concentrations in plasma [27]. Furthermore, neither 2 days of dietary intake nor a single blood sample may reflect habitual intake of whole grain wheat and rye, fruits, and vegetables. Another possible limitation is that blood samples were not drawn in the fasting state. However, fasting was not a confounding factor in validation studies of carotenoid concentrations and dietary carotenoid intake [32], and correlations between alkylresorcinol concentrations and whole grain wheat and rye intake were similar to those reported in other studies [23,34,50,51].

Another strength is that the comparison and validation of RiksmatenFlexDiet were performed in adolescents by using a recruitment procedure similar to the national dietary survey of adolescents that RiksmatenFlexDiet was intended for. Although this study was not designed to obtain a representative sample, the geographical spread across Sweden was good. Furthermore, around 50% of the participants came from homes where at least one parent had a postsecondary education. This proportion is lower than that in the subsequent national dietary survey in adolescents (60%), but higher than expected in households with children in the general population (38%) [36]. Thus, we believe that the results are generalizable to the population that the method is intended for. Moreover, we are not dependent on a convenience sample of self-selected and motivated participants that many comparison and validation studies rely on. However, the study is limited by the large proportion of participants who did not complete the random second registration day, making subanalyses by gender and age difficult. This day was lost for many participants, as they, particularly those in the youngest age group, did not read their email prompts and consequently missed the requirement of recording on their last day. In the main national dietary survey, the date of the randomly selected day was therefore visible when the participants logged on to RiksmatenFlex the first time. In addition, text message prompts and reminders were introduced. Thus, participants knew about the last day in advance, and the reminders also reached them. Knowing which day to record in advance could potentially
influence how the participants report their diet, but this limitation was considered less problematic for the final dietary information as compared to participants not completing their last day. With these changes, almost 90% of the participants completed the last random day in the main survey [36].

In general, Web-based methods are well accepted by participants [15,46]. How well computer-based methods work may depend on the structure of the method. Many foods and details may make a method difficult and laborious to complete. Some computer and Web-based methods include a large number of different foods [7,15], while others focus on fewer generic core foods [46]. A shorter list of generic foods, as in RiksmatenFlexDiet, makes the method more user-friendly, but as reported previously [46], some level of detail was inevitably lost. A future challenge is to develop Web-based methods that capture as much detail as possible without complicating completion too much.

Conclusions
This study demonstrates that RiksmatenFlex provides dietary intake estimates that are comparable with estimates from 24-hour dietary recall interviews in Swedish adolescents. The tool can easily be adapted to other age groups by changing food list and portion sizes. Thus, RiksmatenFlex has great potential for cost-effective dietary data collections in upcoming national dietary surveys and other studies in Sweden. Thus far, computer and Web-based tools do not provide dietary information with less bias than traditional dietary assessment methods; however, new technology has the potential to provide solutions that could further reduce dietary reporting bias. This is an important area for future research.
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Abstract

Background: The effectiveness of digital health communication may be increased by enhancing autonomy supportiveness.

Objective: This study aimed to identify the most autonomy-supportive message frame within an intervention for increasing vegetable intake by testing the effect of the following 2 strategies: (1) using autonomy-supportive language and (2) providing choice.

Methods: A Web-based 2 (autonomy-supportive vs controlling language)×2 (choice vs no choice) experiment was conducted among 526 participants, recruited via a research panel. The main outcome measures were perceived autonomy support (measured using the Virtual Care Climate Questionnaire, answered with scores 1 to 5), perceived relevance (measured with one question, answered with scores 1 to 5), and overall evaluation of the intervention (measured with 1 open-ended question, answered with scores 1 to 10).

Results: Choice had a significant positive effect on the overall evaluation of the intervention (b=.12; P=.003), whereas for participants with a high need for autonomy, there was a significant positive effect on perceived relevance (b=.13; P=.02). The positive effect of choice on perceived autonomy support approached significance (b=.07; P=.07). No significant effects on any of the three outcomes were observed for language.

Conclusions: Results suggest that provision of choice rather than the use of autonomy-supportive language can be an easy-to-implement strategy to increase the effectiveness of digital forms of health communication, especially for people with a high need for autonomy.

(J Med Internet Res 2019;21(10):e14074) doi:10.2196/14074
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Introduction

Digital Health Communication to Date

Digital forms of health communication, for example, Web-based computer-tailored interventions, can be a cost-effective strategy for health promotion [1-3]. However, the effect sizes found in previous studies have so far remained small [1], which suggests room for improvement. As the public health impact of digital health communication can only be maximized when we use the immense reach of the internet and optimize its efficacy (impact=reach×efficacy [4]), testing strategies that might increase efficacy is a priority.
Such effect improvement may be achieved by moving beyond a focus on what health information is provided to a focus on how this information is provided. Until recently, health communication scholars have mainly focused on tailoring the content of digital health communication based on receivers’ current health behavior and behavioral determinants [5]. However, variations in the communication style (ie, the how) that is used to deliver health communication messages are believed to have different effects as well [6]. Previous studies indicate, for instance, that autonomy-supportive communication strategies may enhance the impact of face-to-face health communication interventions, such as counseling, by facilitating the internalization of motivation [7]. Yet, little is known about the effect of autonomy-supportive strategies in digital forms of health communication [8]. Therefore, this study aimed to identify the most autonomy-supportive message frame by testing the effects of the following 2 strategies intended to increase perceptions of autonomy support: (1) the use of autonomy-supportive language; and (2) the provision of choice, within a Web-based computer-tailored intervention aimed at increasing vegetable intake.

Autonomy-Supportive Communication Styles

Previously, both autonomy-supportive and more directive communication styles have been identified and studied in offline forms of health communication [9,10]. According to Self-Determination Theory (SDT) [8,11], supporting autonomy is an important prerequisite for achieving autonomous motivation for health behavior change. Autonomous motivation has been found to be an important predictor of actual behavior change, supporting the person’s volition, and using autonomy-supportive or noncontrolling language and offering choice [13]. Such strategies have, however, not been studied to a large extent within the context of digital health communication. We found 2 digital health studies that manipulated autonomy support. In the first, the authors report positive effects of the provision of autonomy support by a virtual health care provider. However, the authors do not provide much detail regarding how the support was provided [11]. The second study elaborately describes the operationalization of autonomy support provided by a computer-based personal trainer using choice (eg, “choose whichever one works better for you” vs “do this”), the acknowledgement of feelings (eg, “some people feel intimidated and those feelings are normal” vs “some people feel intimidated, but that’s not useful”), and minimal evaluations or judgments (ie, providing recommendations vs telling participants what they should do), although without reporting on the results of the study [8]. A recent meta-analysis of techniques to promote motivation for health behavior change even distinguished 18 different techniques aimed at the promotion of need satisfaction and autonomous motivation, the provision of choice and the use of noncontrolling language being 2 of them [14]. We are aware of only 1 digital health study that focused on the effects of different autonomy-supportive strategies in virtual care settings without virtual health care providers involved. At the same time, most Web-based computer-tailored health communication interventions do not involve a virtual health care provider, but rather provide tailored advice with the program as a main source. In that study [15], the authors report no differential effects of an autonomy-supportive versus controlling tone when used in Web-based computer-tailored alcohol reduction messages on perceived autonomy support from and reactance toward these messages, neither did they find a moderation effect for baseline need for autonomy. However, it should be noted that participants in the study, regardless of the message tone used, generally rated the messages positively, providing high levels of autonomy support. This suggests that there may not have been adequate conceptual separation between message conditions [15].

Providing Autonomy Support in Web-Based Computer Tailoring

Computer-tailored health communication uses a computerized process to adjust message content based on the individual users’ personal characteristics (eg, behavior, personality, attitudes, and beliefs), with the goal of increasing perceptions of personal relevance [16]. As such, tailored health communication interventions have been found to be more successful in attracting and keeping the receiver’s attention [16,17] and in achieving effortful processing of information [18] when compared with nontailored interventions. When tailored content is provided using an autonomy-supportive communication style, similar to face-to-face autonomy-supportive communication, receivers ideally perceive the intervention as more supportive of their autonomy, and co-occurring feelings of personal freedom may rise. This increased sense of freedom might encourage the receiver to process in-depth only those parts of the intervention that are most appealing to himself or herself personally, thereby further increasing perceptions of personal relevance.

Given the positive effects found of an autonomy-supportive communication style (ie, including the use of autonomy-supportive language and the provision of choice) in the face-to-face setting [9,10] and virtual clinician context [8,11], in addition to theory and evidence on tailoring effects, we formulated the first 2 hypotheses.

- **H1:** The use of autonomy-supportive language will result in (a) higher perceived autonomy support, (b) higher perceived relevance, and (c) a more positive overall evaluation of the intervention compared with the use of controlling language.
- **H2:** The provision of choice will result in (a) higher perceived autonomy support, (b) higher perceived relevance, and (c) a more positive overall evaluation of the intervention compared with no provision of choice.

The Need for Autonomy as a Moderator

Although SDT suggests a universal need for autonomy, there may be individual differences in how autonomy needs influence message impact [19]. Some people prefer to choose their own path toward lifestyle improvement, whereas others prefer to be guided by clear-cut expert advice [20]. Although SDT scholars have recognized these individual differences [7,12], only few have taken these differences into account when developing
health communication strategies, and none have done so in the context of digital health communication. Not taking into account individual differences in the need for autonomy may result in communicating digital health information that does not fit people’s personal needs, making it less likely to be read and less likely to be considered as personally relevant [21]. As a consequence, messages are less likely to be centrally processed, reducing behavioral impact. This idea finds support in findings from 2 studies that investigated the effects of printed health communication aimed to increase colorectal cancer screening [20] and fruit and vegetable intake [22]. Both studies found that for people with greater need for autonomy—operationalized as a preference for autonomy-supportive communication compared with directive communication—newsletters that were communicated in an autonomy-supportive tone were more effective in changing target behaviors than newsletters that were communicated in a more directive tone.

On the basis of these previous studies, we propose that in the context of digital health communication, baseline need for autonomy will interact with the intervention manipulations as follows:

- **H3**: The effects of the use of autonomy-supportive language (vs the use of controlling language) on (a) perceived autonomy support, (b) perceived relevance, and (c) the overall evaluation of the intervention will be stronger for respondents with a high need for autonomy than for respondents with a low need for autonomy.
- **H4**: The effects of the provision of choice (vs no provision of choice) on (a) perceived autonomy support, (b) perceived relevance, and (c) the overall evaluation of the intervention will be stronger for respondents with a high need for autonomy than for respondents with a low need for autonomy.

**Methods**

**Design and Participants**

To test the hypotheses, an experiment with a 2 (language use: autonomy-supportive vs controlling language)×2 (choice: provided vs not provided) between-subjects design was conducted within the context of an existing Web-based computer-tailored intervention module aimed at increasing vegetable consumption [23]. Participants were recruited via PanelClix, an International Organization for Standardization–certified research panel [24].

A total of 728 Dutch adult participants started the experiment. Participants who did not give their informed consent (1/728, 0.1%) were not interested in eating—or continuing to eat—250 g of vegetables per day or did not provide an answer to this inclusion question (7/728, 1.0%) were excluded and not randomized. Of 720 randomized participants, 604 (83.8%) completed the entire intervention and questionnaire. However, we excluded participants with problematic or implausible response patterns: 7/604 (0.9%) participants took too long to fill in the questionnaire (3 SDs or more above the mean completion time), 23/604 (3.0%) participants filled in the questionnaire too fast (ie, <5 min), 23/604 (3.0%) participants filled in 0 as their weight, 9/604 (13.0%) participants had an extremely high vegetable consumption (3 SDs or more above the mean vegetable consumption), and 46/604 (6.0%) participants did not answer the 7 process evaluation questions in a logically consistent manner (ie, they filled in the same response for all questions even when items were scaled in opposing directions). For some of the participants, more than one of these problems were encountered; a total of 79/604 (13.1%) participants were excluded, and the final sample consisted of 525 participants. Of them, 231/525 (44.0%) were men, and 294/525 (56.0%) were women, with age ranging from 18 to 65 years (mean 43.35 years, SD 13.80). About half of the participants (261/525, 49.7%) were highly educated, and participants consumed on an average 183.80 g of vegetables daily (SD 96.45). Their average body mass index (BMI) was 25.52 kg/m² (SD 4.95).

A Consolidated Standards of Reporting Trials flow diagram is provided in Multimedia Appendix 1, whereas Table 1 provides an overview of the final sample’s characteristics.
Table 1. Sample characteristics (N=525).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, n (%)</th>
<th>Value, mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>231 (44.0)</td>
<td>— a</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>294 (56.0)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Age (years)</td>
<td>—</td>
<td>43.35 (13.80)</td>
<td>18-65</td>
</tr>
<tr>
<td>Length (cm)</td>
<td>—</td>
<td>174.64 (9.69)</td>
<td>154-200</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>—</td>
<td>78.07 (17.63)</td>
<td>30-192</td>
</tr>
<tr>
<td>Body mass index (kg/m^2)</td>
<td>—</td>
<td>25.52 (4.95)</td>
<td>12.49-52.08</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>41 (7.8)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Middle</td>
<td>222 (42.3)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>High</td>
<td>261 (49.7)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.1)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Vegetable consumption</td>
<td>—</td>
<td>183.80 (96.45)</td>
<td>0-700</td>
</tr>
</tbody>
</table>

aNot applicable.

Procedure

This study was approved by the ethics committee of the University of Amsterdam (reference number: 2016-PC-7205). First, participants received a brief explanation about the study aims and procedures as well as information about their rights and the confidential handling of their data. After participants provided their Web-based informed consent, they were asked about their intention to (continue) eating 250 g of vegetables per day, that is, the Dutch guideline for vegetable consumption [25]. When participants had a positive intention (yes vs no), they were randomly assigned to 1 of the following 4 conditions: autonomy-supportive language, or controlling language, with provision of choice, or without provision of choice (see Table 2 for the number of participants per condition). Subsequently, participants were asked about their demographics. After completion of the intervention (which is described in more detail in the following section), participants reported their perceived autonomy support and personal as well as their overall evaluation of the intervention. The postintervention questionnaire also queried participants’ need for autonomy. The average time that participants needed to complete the questionnaire was approximately 15 min (to be precise: 964.69 seconds; SD 981.74). Participants were rewarded by means of 150 Clix, the incentive of PanelClix, worth approximately €1.88.

Table 2. Experimental conditions.

<table>
<thead>
<tr>
<th>Choice</th>
<th>Language use, n (%)</th>
<th>Autonomy supportive</th>
<th>Controlling</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>147 (28.0)</td>
<td>124 (26.6)</td>
<td>271 (51.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>141 (26.9)</td>
<td>113 (21.5)</td>
<td>254 (48.4)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>288 (54.9)</td>
<td>237 (45.1)</td>
<td>525 (100.00)</td>
<td></td>
</tr>
</tbody>
</table>

The Web-Based Computer-Tailored Intervention

The Web-based computer-tailored intervention was based on an intervention previously developed by Schulz et al, which aimed to improve several lifestyle-associated behaviors (ie, physical activity, vegetable consumption, fruit consumption, alcohol intake, and smoking cessation) and was called myHealthyBehaviour. As the study into the effectiveness of myHealthyBehaviour showed that the percentage of noncompliance with Dutch health guidelines was highest for vegetable intake (ie, 68%) [23], this study specifically focused on the vegetable consumption module of the intervention. For this study, we therefore changed the intervention’s name to MyVegetableConsumption. In addition, we incorporated the updated Dutch guideline of consuming a minimum of 250 g rather than 200 g of vegetables daily [25].

The intervention consisted of 4 steps, each consisting of a set of questions and tailored feedback based on their answers, following an initial assessment of respondents’ vegetable consumption. The first step looked at the advantages and disadvantages participants experienced with regard to consuming enough vegetables, for example, the (expensive) price of vegetables and their positive effect on one’s health. The second step looked at the influence of the social environment of the participants, including one’s partner, family, friends, and colleagues. The third step assisted participants in making preparatory plans to consume enough vegetables, for example, by bringing vegetables to work as part of their lunch. The fourth
step looked at participants’ self-efficacy and aided them in making plans to cope with potentially difficult situations, for example, in busy times.

The Manipulations
The tailored feedback participants received was written in either an autonomy-supportive or controlling language, and choice options were either provided or not provided throughout the intervention.

Language
Language was manipulated into autonomy-supportive language or controlling language that was used throughout the intervention, that is, in (the introductions to) the questions and the tailored feedback. Autonomy-supportive language was intended to provide participants a sense of volition over their decisions and used more tentative advice, for example, “you could try to bring snack vegetables to work.” In contrast, controlling language was more directive and definitive, for example, “you must bring snack vegetables to work!” [9,26].

Provision of Choice
Provision of choice was manipulated by either providing or not providing participants the possibility to choose if they wanted to make each out of 5 suggested preparatory plans (step 3) and to choose whether or not they wanted to make coping plans for each of the 7 potentially difficult situations described (step 4). Accordingly, participants who were provided with choice received feedback that was tailored based on the plans they chose (not) to make. Participants who were not provided with choice received 1 (nontailored) advice statement for preparatory planning and 1 (nontailored) advice statement addressing plans to cope with potentially difficult situations.

Pilot Test
A pilot test of the manipulations was conducted among experts in digital health communication and health message framing (N=8) and target group members (N=8), the latter varying in age, sex, and socioeconomic status. Experts were identified through the professional network of the first author, and target group members were identified through the first and second authors’ private networks. Both were invited to complete the intervention and accompanying evaluation questions and were asked to identify any ambiguities in the questions and/or feedback. Moreover, they were asked to indicate whether the intervention felt autonomy supportive or controlling and whether they experienced choice or not. On the basis of the results from the pilot test, several improvements were made to messages and assessments.

An example of a feedback message in autonomy-supportive and controlling language, combined with and without choice, is provided in Multimedia Appendix 2.

Variables and Measures
Demographic and Other Background Variables
Several demographic variables were assessed, that is, sex, age, educational level, and marital status. BMI was estimated based on the participant’s self-reported height and weight, and weekly vegetable consumption was measured using a 4-item food frequency questionnaire [27].

Perceived Autonomy Support
Perceived autonomy support was the first dependent variable and was measured using the Virtual Care Climate Questionnaire [28]. The 15 items (eg, “I feel that MyVegetableConsumption has provided me with choices and options”) could be answered from 1 (completely disagree) to 5 (completely agree) and were transformed into a mean score (alpha=.96; mean 3.76, SD 0.77).

Perceived Relevance
Perceived relevance was the second dependent variable and was measured with 1 question (“I perceived the feedback messages as personally relevant”) that could be answered from 1 (completely disagree) to 5 (completely agree; mean 3.74, SD 1.02).

Overall Evaluation of the Intervention
Overall evaluation of the intervention was the third dependent variable and was measured by an open-ended question to give an overall grade for the intervention: “Please evaluate the intervention with a school grade from 1 to 10” (1=lowest grade and 10=highest grade; mean 7.50, SD 1.20).

Need for Autonomy
Need for autonomy, the main moderator variable, was measured with a 9-item scale. First, 6 items from the Health Causality Orientation Scale (HCOS) were included. The HCOS was developed by the third author based on the General Causality Orientation Scale [12] and looks at 4 causality orientations individuals may have when it concerns their health, namely, autonomous, controlled (experts), controlled (peers), and impersonal. To assess these orientations, participants were presented with 2 vignettes, in which they had to imagine that (1) they were discussing with a health professional how best to obtain their health-related goals and (2) they wanted to change their health behavior. Each vignette was followed by 4 items representing participants’ autonomous, controlled (experts), controlled (peers), and impersonal orientations, on a scale from 1 (very unlikely) to 5 (very likely). For this study, only the 6 items measuring participants’ autonomous and controlled orientation were considered, as the 2 items measuring impersonal orientations were not considered relevant for this study’s purposes. Second, 3 items were included based on previous measures for assessing communication style preferences [20,22], for example, “When it comes to my health, I would like to have an expert tell me what to do” (1=completely disagree and 5=completely agree). A factor analysis with all 9 items revealed 2 factors: (1) a factor with 3 items, representing the need for autonomy (alpha=.61; mean 4.16, SD 0.66) and (2) a factor with 6 items, representing the need for external control (alpha=.76; mean 2.94, SD 0.77).

Data Analysis
First, we checked whether there was an equal distribution of demographic and other background variables across the conditions by conducting Chi-square tests and analyses of variance. If baseline differences were detected, correlations between these variables and the dependent variables were
calculated. Variables that were not equally distributed across conditions and were correlated significantly with one or more of the dependent variables were included in subsequent analyses as covariates.

Second, regression analyses were conducted to test the effects of language and choice on each of the 3 dependent variables (ie, perceived autonomy support, perceived relevance, and overall evaluation of the intervention). When there appeared to be a significant interaction effect between (either of) the 2 conditions and (one of) the moderator(s), the interaction was dismantled by conducting a median split of the moderator and comparing outcomes between the 2 groups.

Table 3. Means (SDs) for dependent variables per condition (N=525).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Autonomy-supportive language and choice (n=147)</th>
<th>Autonomy-supportive language and no choice (n=141)</th>
<th>Controlling language and choice (n=124)</th>
<th>Controlling language and no choice (n=113)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived autonomy support</td>
<td>3.77 (0.76)</td>
<td>3.70 (0.84)</td>
<td>3.82 (0.73)</td>
<td>3.76 (0.72)</td>
</tr>
<tr>
<td>Perceived relevance</td>
<td>3.77 (0.94)</td>
<td>3.67 (1.12)</td>
<td>3.80 (1.00)</td>
<td>3.69 (1.03)</td>
</tr>
<tr>
<td>Overall evaluation</td>
<td>7.60 (1.05)</td>
<td>7.33 (1.40)</td>
<td>7.66 (1.07)</td>
<td>7.42 (1.23)</td>
</tr>
</tbody>
</table>

Hypothesis Testing

Perceived Autonomy Support

The positive effect of choice on perceived autonomy support approached significance (β=.07; P=.07), providing partial support for hypothesis 2a. For language, no significant main effect was found on perceived autonomy support. Neither were any interaction effects found between choice and language and the need for autonomy or need for external control. Therefore, hypotheses 1a, 3a, and 4a should be rejected. There were, however, significant main effects of the need for autonomy (β=.32; P<.001) and the need for external control (β=.32; P<.001) on perceived autonomy support. This means that participants with a high need for autonomy and participants with a high need for external control reported high levels of perceived autonomy support, independent of the message received. Table 4 provides the results of this analysis.

Table 4. Effect of choice, language use, and need for autonomy on perceived autonomy support.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta (B)</th>
<th>SE (B)</th>
<th>Beta (b)</th>
<th>t test (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice</td>
<td>.06</td>
<td>.03</td>
<td>.07</td>
<td>1.85 (11,513)</td>
<td>.07</td>
<td>0.85 to 1.73</td>
</tr>
<tr>
<td>Language</td>
<td>−.03</td>
<td>.03</td>
<td>−.04</td>
<td>−.97 (11,513)</td>
<td>.33</td>
<td>−0.09 to 0.03</td>
</tr>
<tr>
<td>Need for autonomy</td>
<td>.37</td>
<td>.05</td>
<td>.32</td>
<td>7.95 (11,513)</td>
<td>&lt;.001</td>
<td>0.28 to 0.46</td>
</tr>
<tr>
<td>Need for external control</td>
<td>.32</td>
<td>.04</td>
<td>.32</td>
<td>8.04 (11,513)</td>
<td>&lt;.001</td>
<td>0.24 to 0.39</td>
</tr>
<tr>
<td>Choice x language</td>
<td>−.01</td>
<td>.03</td>
<td>−.01</td>
<td>−.30 (11,513)</td>
<td>.76</td>
<td>−0.07 to 0.05</td>
</tr>
<tr>
<td>Choice x need for autonomy</td>
<td>−.03</td>
<td>.03</td>
<td>−.04</td>
<td>−1.03 (11,513)</td>
<td>.30</td>
<td>−0.09 to 0.03</td>
</tr>
<tr>
<td>Choice x need for external control</td>
<td>−.03</td>
<td>.03</td>
<td>−.04</td>
<td>−0.96 (11,513)</td>
<td>.34</td>
<td>−0.09 to 0.03</td>
</tr>
<tr>
<td>Language x need for autonomy</td>
<td>−.03</td>
<td>.03</td>
<td>−.04</td>
<td>−1.09 (11,513)</td>
<td>.28</td>
<td>−0.09 to 0.03</td>
</tr>
<tr>
<td>Language x need for external control</td>
<td>−.01</td>
<td>.03</td>
<td>−.01</td>
<td>−0.15 (11,513)</td>
<td>.88</td>
<td>−0.07 to 0.06</td>
</tr>
<tr>
<td>Choice x language x need for autonomy</td>
<td>.01</td>
<td>.03</td>
<td>.02</td>
<td>0.40 (11,513)</td>
<td>.69</td>
<td>−0.05 to 0.07</td>
</tr>
<tr>
<td>Choice x language x need for external control</td>
<td>−.02</td>
<td>.03</td>
<td>−.02</td>
<td>−0.55 (11,513)</td>
<td>.58</td>
<td>−0.08 to 0.04</td>
</tr>
</tbody>
</table>

Perceived Relevance

There was a significant interaction effect between choice and the need for autonomy on perceived relevance (β=.08; P=.04; data not reported). Therefore, we report outcomes separately for participants with a high need (ie, with a score >4.32) and participants with a low need for autonomy (ie, with a score >4.32), based on a median split procedure. This showed that for participants with a low need for autonomy, there was no effect of choice on perceived relevance, whereas for participants with a high need for autonomy, there was a significant positive effect of choice on perceived relevance (β=.13; P=.02). Although hypotheses 1b, 2b, and 3b need to be rejected, the results thus confirm hypothesis 4b. For participants with a high and a low

Results

Correlations

Sex (χ²=6.5 P=.09), educational level (χ²=10.8; P=.10), marital status (χ²=19.1; P=.09), age (F=3.521=0.54; P=.65), BMI (F=3.521=0.63; P=.59), and vegetable consumption (F=3.521=1.30; P=.27) were all distributed equally across the 4 conditions. As all variables were equally distributed across conditions, correlations between these variables and the dependent variables were not reported, and none of these variables were included in subsequent analyses as covariates. Mean scores including their SDs for each of the 3 dependent variables are, however, reported per condition in Table 3.

Table 4. Means (SDs) for dependent variables per condition (N=525).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Autonomy-supportive language and choice (n=147)</th>
<th>Autonomy-supportive language and no choice (n=141)</th>
<th>Controlling language and choice (n=124)</th>
<th>Controlling language and no choice (n=113)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived autonomy support</td>
<td>3.77 (0.76)</td>
<td>3.70 (0.84)</td>
<td>3.82 (0.73)</td>
<td>3.76 (0.72)</td>
</tr>
<tr>
<td>Perceived relevance</td>
<td>3.77 (0.94)</td>
<td>3.67 (1.12)</td>
<td>3.80 (1.00)</td>
<td>3.69 (1.03)</td>
</tr>
<tr>
<td>Overall evaluation</td>
<td>7.60 (1.05)</td>
<td>7.33 (1.40)</td>
<td>7.66 (1.07)</td>
<td>7.42 (1.23)</td>
</tr>
</tbody>
</table>
need for autonomy, there was a significant main effect of the need for external control on perceived relevance, implying that participants with a high need for external control reported high positive levels of perceived relevance than respondents with a low need for external control. Table 5 provides full details of the results.

### Table 5. Effect of choice, language use, and need for autonomy on perceived relevance for participants with a high and a low need for autonomy.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta (B)</th>
<th>SE B</th>
<th>Beta (b)</th>
<th>t test (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low need for autonomy (n=242)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choice</td>
<td>−.05</td>
<td>0.05</td>
<td>−.05</td>
<td>−0.86 (7,235)</td>
<td>.39</td>
<td>−0.15 to .06</td>
</tr>
<tr>
<td>Language use</td>
<td>−.08</td>
<td>0.05</td>
<td>−.09</td>
<td>−1.40 (7,235)</td>
<td>.16</td>
<td>−0.18 to 0.03</td>
</tr>
<tr>
<td>Need for external control</td>
<td>.36</td>
<td>0.08</td>
<td>.28</td>
<td>4.58 (7,235)</td>
<td>&lt;.001</td>
<td>0.21 to 0.52</td>
</tr>
<tr>
<td>Choice×language use</td>
<td>.01</td>
<td>0.05</td>
<td>.01</td>
<td>0.15 (7,235)</td>
<td>.89</td>
<td>−0.10 to 0.11</td>
</tr>
<tr>
<td>Choice×need for external control</td>
<td>.06</td>
<td>0.06</td>
<td>.06</td>
<td>1.00 (7,235)</td>
<td>.32</td>
<td>−0.06 to 0.18</td>
</tr>
<tr>
<td>Language×need for external control</td>
<td>−.12</td>
<td>0.06</td>
<td>−.12</td>
<td>−1.89 (7,235)</td>
<td>.06</td>
<td>−0.24 to 0.01</td>
</tr>
<tr>
<td>Choice×language×need for external control</td>
<td>−.09</td>
<td>0.06</td>
<td>−.09</td>
<td>−1.50 (7,235)</td>
<td>.13</td>
<td>−0.22 to 0.03</td>
</tr>
<tr>
<td><strong>High need for autonomy (n=281)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choice</td>
<td>.15</td>
<td>0.06</td>
<td>.13</td>
<td>2.40 (7,235)</td>
<td>.02</td>
<td>1.74 to 2.59</td>
</tr>
<tr>
<td>Language use</td>
<td>.02</td>
<td>0.06</td>
<td>.02</td>
<td>0.34 (7,235)</td>
<td>.73</td>
<td>−0.10 to 0.14</td>
</tr>
<tr>
<td>Need for external control</td>
<td>.58</td>
<td>0.07</td>
<td>.44</td>
<td>8.20 (7,235)</td>
<td>&lt;.001</td>
<td>0.44 to 0.72</td>
</tr>
<tr>
<td>Choice×language use</td>
<td>−.02</td>
<td>0.06</td>
<td>−.01</td>
<td>−0.25 (7,235)</td>
<td>.80</td>
<td>−0.14 to 0.10</td>
</tr>
<tr>
<td>Choice×need for external control</td>
<td>−.07</td>
<td>0.06</td>
<td>−.07</td>
<td>1.32 (7,235)</td>
<td>.19</td>
<td>−0.18 to 0.04</td>
</tr>
<tr>
<td>Language×need for external control</td>
<td>−.02</td>
<td>0.06</td>
<td>−.02</td>
<td>−0.38 (7,235)</td>
<td>.70</td>
<td>−0.13 to 0.09</td>
</tr>
<tr>
<td>Choice×language×need for external control</td>
<td>−.04</td>
<td>0.06</td>
<td>−.04</td>
<td>−0.68 (7,235)</td>
<td>.50</td>
<td>−0.15 to 0.07</td>
</tr>
</tbody>
</table>

### Overall Evaluation

In terms of overall intervention rating, there was neither a significant interaction effect, rejecting hypotheses 3c and 4c, nor a significant main effect of language, rejecting hypothesis 1c. There was, however, a significant positive main effect of choice on the overall evaluation of the intervention ($b=.12; P=.003$). More specifically, the provision of choice was associated with a higher overall evaluation by the participants than no provision of choice, which confirms hypothesis 2c. Moreover, there were again main effects of the need for autonomy ($b=.15; P<.001$) and the need for external control ($b=.32; P<.001$), indicating that participants with a high need for autonomy and participants with a high need for external control evaluated the intervention significantly higher. Table 6 provides complete results of this analysis.

### Table 6. Effect of choice, language use, and need for autonomy on overall evaluation of the intervention.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta (B)</th>
<th>SE B</th>
<th>Beta (b)</th>
<th>t test (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice</td>
<td>.14</td>
<td>0.05</td>
<td>.12</td>
<td>2.95 (11,513)</td>
<td>.003</td>
<td>0.05 to 0.24</td>
</tr>
<tr>
<td>Language use</td>
<td>−.04</td>
<td>0.05</td>
<td>−.03</td>
<td>−0.74 (11,513)</td>
<td>.46</td>
<td>−0.13 to 0.06</td>
</tr>
<tr>
<td>Need for autonomy</td>
<td>.27</td>
<td>0.08</td>
<td>.15</td>
<td>3.55 (11,513)</td>
<td>&lt;.001</td>
<td>0.12 to 0.42</td>
</tr>
<tr>
<td>Need for external control</td>
<td>.49</td>
<td>0.06</td>
<td>.32</td>
<td>7.66 (11,513)</td>
<td>&lt;.001</td>
<td>0.36 to 0.61</td>
</tr>
<tr>
<td>Choice×language use</td>
<td>−.00</td>
<td>0.05</td>
<td>−.00</td>
<td>−0.09 (11,513)</td>
<td>.93</td>
<td>−0.10 to 0.09</td>
</tr>
<tr>
<td>Choice×need for autonomy</td>
<td>.01</td>
<td>0.05</td>
<td>.01</td>
<td>−0.17 (11,513)</td>
<td>.87</td>
<td>−0.09 to 0.11</td>
</tr>
<tr>
<td>Choice×need for external control</td>
<td>−.07</td>
<td>0.05</td>
<td>−.06</td>
<td>−1.46 (11,513)</td>
<td>.15</td>
<td>−0.17 to 0.03</td>
</tr>
<tr>
<td>Language×need for autonomy</td>
<td>−.01</td>
<td>0.05</td>
<td>−.01</td>
<td>−0.24 (11,513)</td>
<td>.81</td>
<td>−0.11 to 0.09</td>
</tr>
<tr>
<td>Language×need for external control</td>
<td>.06</td>
<td>0.05</td>
<td>.05</td>
<td>1.22 (11,513)</td>
<td>.23</td>
<td>−0.04 to 0.16</td>
</tr>
<tr>
<td>Choice×language×need for autonomy</td>
<td>.06</td>
<td>0.05</td>
<td>.05</td>
<td>1.21 (11,513)</td>
<td>.23</td>
<td>−0.04 to 0.16</td>
</tr>
<tr>
<td>Choice×language×need for external control</td>
<td>−.07</td>
<td>0.05</td>
<td>−.06</td>
<td>−1.33 (11,513)</td>
<td>.19</td>
<td>−0.16 to 0.03</td>
</tr>
</tbody>
</table>

In a sensitivity analysis, we checked whether including a relative score of the need for autonomy (ie, score of need for autonomy−score of need for external control) as a potentially moderating variable, instead of 2 separate, unyoked variables for the need for autonomy and need for external control, yielded a change in results. The results were similar, yet 1 minor
difference was observed; the marginally significant effect of choice on more perceived autonomy-support turned nonsignificant (data not reported).

Discussion

Discussion of the Results

This study aimed to identify the most autonomy-supportive message frame within a Web-based computer-tailored intervention for increasing vegetable consumption. To this end, based on prior empirical research and theory, we investigated the effects of 2 strategies, that is, using autonomy-supportive language and offering choice, among Dutch adults on 3 outcomes (ie, perceived autonomy support, perceived relevance, and the overall evaluation of the intervention). Moreover, we examined whether individual differences in the need for autonomy and need for external control moderated these effects.

First of all, there appeared to be a main effect of choice on the overall evaluation of the intervention compared with no provision of choice, as well as positive effects of choice on perceived autonomy support that approached significance. This is in line with the expectations we had based on previous studies conducted in the face-to-face setting [9] and on the persuasive effects of choice more generally [29]. This can be considered preliminary evidence that the provision of choice could be an effective strategy to increase the effectiveness of Web-based computer-tailored health communication.

With regard to the potentially moderating role of need for autonomy, a significant interaction effect with choice was found for the dependent variable of perceived relevance: only for respondents with a high need for autonomy and strengthens the idea that message frame tailoring based on the need for autonomy might be a promising avenue to advance digital forms of health communication [6]. This idea is also empirically supported by findings from a recent study by the first author and colleagues, showing that customization—the ability to self-tailor the mediated environment [30,31]—in mobile health apps leads to higher intentions to engage in physical activity for those with a greater need for autonomy, but not for those with a smaller need for autonomy.

On the other hand, the language manipulation resulted in neither significant main effects nor significant interaction effects with the needs for autonomy and external control were found for any of the 3 dependent variables. Thus, the tone used in our health communication messages did not impact our 3 outcomes. It appeared not to matter whether the participants received the Web-based computer-tailored intervention using an autonomy-supportive or controlling communication style. This is, surprisingly, in line with the results from a recently published study into the effects of autonomy-supportive versus controlling message frames on individual’s perceived autonomy support from and reactance toward such messages, studied in the context of a Web-based computer-tailored alcohol reduction intervention [15]. A potential explanation for this lack of effect—also mentioned by the authors from this recently published paper—might be derived from Politeness Theory [32]. In line with the operationalization we used in this study, Politeness Theory operationalizes autonomy-supportive language as not forceful language. In addition, however, this theory emphasizes the importance of perceived equality between the receiver and sender of the message. This implies that the receiver wants to be respected and seen as an equal by the sender of the message, or—in other words—their conversation partner, unless this conversation partner has a clear role of power over the receiver. If the conversation partner is perceived to be treating the receiver pedantically, although this is perceived to be outside of his or her power, the receiver might (un)consciously decide to resist the message and, consequently, not accept it—something also stressed by Psychological Reactance Theory [33]. As the source of the intervention was mentioned in the factsheet respondents received before entering the study and was intended to be perceived as expert (ie, 2 universities in combination with an innovative health consultancy agency), respondents in both conditions might have perceived the source of the intervention as having a clear role of power, resulting in the language manipulations no longer having any effect. To shed light on this, in future studies, it might be important to look at the moderating role of source characteristics and, for instance, investigate whether language and choice effects are different when the source of the message is (perceived as) an expert or a peer, as well as at resistance toward the message and/or source as a potential mediator of these effects.

Implications and Suggestions for Future Research

The provision of choice resulted in the Web-based computer-tailored intervention being more positively evaluated and perceived as more autonomy supportive compared with no provision of choice, although the effect of perceived autonomy support only approached significance and should be interpreted with caution. For health communication practice, this may imply that the provision of choice could be an effective and easy-to-implement strategy to increase the effectiveness of digital forms of health communication. Given its potentially large reach, this increased effectiveness may improve the impact of this low-cost health behavior change strategy on public health. There is, however, still room for future research in this area as, in this study, the provision of choice was operationalized by providing participants the possibility to indicate to what extent they wanted to make several preparatory and coping plans that were recommended based on previous research findings. This may be interpreted as a combination of both verbal choice (in this case, emphasizing to the respondents that they could choose which of the recommended plans they wanted to make) and physical choice (in this case, physically giving respondents the opportunity to indicate their desire to make a certain plan or not). As it has previously been suggested that different types of choice may lead to different effects [29], future research efforts might aim to disentangle the effects of these different types of choice and of different operationalizations of verbal and physical choice, respectively.

Second, the interaction effect found between choice and respondents’ need for autonomy suggests that both health
behavior change theorists and health communication professionals may need to take each individual’s communication style preferences (more) into account. Both SDT [7,12] and the I-Change Model [13] suggest the importance to tailor interventions to individual differences. SDT stresses the importance of need for autonomy in this regard, whereas the I-Change Model does not articulate which specific personal preferences need to be addressed as this is likely to depend on the topic, the target group, and the context. Consequently, the I-Change Model (ie, the theoretical framework used as a basis for the intervention studied) did not yet pay explicit attention to individual differences in the need for autonomy. The results from this study suggest that these sociocognitive models might actually benefit from doing so, suggesting an integration of theoretical concepts from different theories, a view also underlying the I-Change Model. For professionals, results suggest that when developing health communication interventions, people with a high need for autonomy—but not necessarily people with a low such need—might need to be provided with possibilities for choice throughout the intervention. In addition to the type of choice that was provided in this study (ie, the possibility to indicate to what extent participants wanted to make several preparatory and coping plans), other types of choice can be offered. For example, a recent study by the first author and colleagues shows that strategies such as customization and providing the respondent with explicit possibilities to choose could be used especially for people with a high need for autonomy. In contrast, system-driven tailoring strategies—tailoring based on an assessment of the individual respondent’s characteristics, with no explicit choice options provided—might be better suited for respondents with a low need for autonomy. It should be noted, however, that the interaction effect described was only found for one of the dependent variables, that is, perceived relevance, and that for people with a low need for autonomy, no negative effect of choice was found. As a consequence, results should be interpreted with caution, and further research into the moderating role of the need for autonomy—as well as the need for external control—is warranted.

Strengths and Limitations

Some limitations also should be considered. First, we used perceived autonomy support, perceived relevance, and the overall evaluation of the intervention as outcome measures, assessed directly postintervention. Although we can assume that these measures would facilitate the internalization of motivation and ultimately predict health behavior change and its maintenance [7], future research efforts might want to consider measuring respondents’ motivation, intention to change, and/or actual behavior (change) using a longitudinal research design with a longer follow-up period. Second, we tested the effects of language and choice in the context of a Web-based computer-tailored intervention only. Although this was based on evidence from several previous studies [1] and we wanted to test the add-on effect of variations in message frame, future research might aim at testing whether the theoretical hypotheses also hold—may in fact, be stronger—in a nontailored context. Third, as participants in the choice conditions received feedback that was tailored based on the preparatory and coping plans they chose (not) to make and participants who were in the no-choice conditions received 1 (nontailored) advice statement for both preparatory planning and coping planning, it might be difficult to disentangle the effect of providing choice from the effect of an additional amount of content-tailored feedback. Future research could operationalize choice independently from the content tailoring, for example, by letting respondents choose whether and for which out of a predetermined set of potentially difficult situations they want to make a coping plan and comparing this with respondents instructed to make plans for all these situations—not providing them with any subsequent (content-tailored) feedback, or by letting respondents choose for a date at which they agree to start their lifestyle change, for example, to start eating more vegetables or to stop smoking versus providing respondents with a randomly generated start date. Finally, only respondents interested in eating—or continuing to eat—250 g of vegetables per day were included in the study. This inclusion criterion was deliberately chosen. As a positive motivation to change has been acknowledged by theory (eg, studies by de Vries et al [13] and Ajzen [34]) and evidence (eg, studies by Vangeli et al [35] and Smit et al [36]) to be a necessary prerequisite for actual behavior change, future research efforts might additionally explore the effects of language and especially choice among less motivated individuals.

Conclusions

This study suggests that provision of choice rather than the use of autonomy-supportive language can be an easy-to-implement strategy to increase the effectiveness of digital health communication, especially for people with a high need for autonomy.
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Abstract

Background: Timely, in-person access to health care is a challenge for people living with conditions such as stroke that result in frailty, loss of independence, restrictions in driving and mobility, and physical and cognitive decline. In Southeastern Ontario, access is further complicated by rurality and the long travel distances to visit physician clinics. There is a need to make health care more accessible and convenient. Home virtual visits (electronic visits, eVisits) can conveniently connect physicians to patients. Physicians use a secure personal videoconferencing tool to connect to patients in their homes. Patients use their device of choice (smartphone, tablet, laptop, or desktop) for the visit.

Objective: This study aimed to assess the feasibility and logistics of implementing eVisits in a stroke prevention clinic for seniors.

Methods: A 6-month eVisit pilot study was initiated in the Kingston Health Sciences Centre stroke prevention clinic in August 2018. eVisits were used only for follow-up patient encounters. An integrated evaluation was used to test the impact of the program on clinic workflow and patient satisfaction. Patient satisfaction was evaluated by telephone interviews, using a brief questionnaire. Access and patient satisfaction metrics were compared with concurrent standard of care (patients’ prior personal experience with in-person visits). Values are presented as median (interquartile range).

Results: There were 75 subjects in the pilot. The patients were aged 65 (56-73.5) years, and 39% (29/75) resided in rural areas. There was a shorter wait for an appointment by eVisit versus in-person (mean 59.98 [SD 48.36] days vs mean 78.36 [SD 50.54] days; P<.001). The eVisit was also shorter, taking on average of only 10 min to deliver follow-up care with a high degree of patient satisfaction versus 90 (60-112) min for in-person care. The total time saved by patients per eVisit was 80 (50-102) min, 44 (21-69) min of which was travel time. Travel distance avoided by the patients was 30.1 km (11.2-82.2). The estimated total out-of-pocket cost savings for patients per eVisit was Can $52.83 (31.26-94.53). The estimated savings (opportunity cost for in-person outpatient care) for our eVisit pilot project was Can $23,832-$28,584. The patient satisfaction with eVisits was very good compared with their prior personal experience with in-person visits.

Conclusions: The eVisit program was well received by patients, deemed to be safe by physicians, and avoided unnecessary patient travel and expense. It also has the potential to reduce health care costs. We plan to scale the project within the department and the institution.
Introduction

Barriers to Care

Canadians face many barriers while accessing outpatient health care services, including accessibility, availability, acceptability, and personal choice [1,2]. In a recent survey of the western Canadian provinces, 10% of adults with chronic health conditions reported having barriers to accessing outpatient primary care [2]. The overall health care experience was found to be poor in patients with chronic health conditions even when they reported good access because of a perceived failure of the system to meet their needs [3]. Similar barriers to outpatient specialist care exist and particularly impact seniors (aged 65 years and older) because of their higher prevalence of chronic health conditions and frailty. Seniors are also more likely to have reduced functional capacity, lower socioeconomic status, reduced independence, cognitive decline, and driving restrictions [4-6]. Patient-centered care has become a critical component of health policy worldwide and is best summarized by the Picker’s principles of patient-centered care [7]. To optimize health system performance, the Institute for Healthcare Improvement developed the triple aim framework, the goals of which are to improve the patient care experience (including quality and satisfaction), improve the health of populations, and reduce the per capita cost of health care [8]. Evidence suggests that health system transformation needs to be reformed from a patient-centric perspective to meet the health care needs of seniors [4,9,10].

Telemedicine and Virtual Visits

Traditional practice utilizes in-person interaction to establish the patient-physician relationship and to complete a comprehensive clinical evaluation, including history and physical examination. However, follow-up care, including symptom management, diagnostics, and therapeutic decision making require less in-person interaction and may be achieved by virtual visits. Virtual visits, also known as eVisits, are a secure, 2-way digital communication between health providers and their patients. eVisits may include emails, short message service text messaging, and videoconferencing [11]. A recent study from British Columbia suggests that virtual visits in primary care are associated with a high degree of patient satisfaction and positive system outcomes [12]. There is patient demand for electronic health services. In a 2018 national survey, only 6% of Canadians over the age of 16 years said that they could currently visit their health care provider online by video, whereas among those who could not, 47% desired such access [13]. Health care professionals also perceive that offering health care that is convenient to the patient is an essential aspect of good clinical medicine [14]. There is also a growing call for virtualization of health care by health care professionals, policy makers, and industry leaders [14-16].

eVisits and other telemedicine modalities across Ontario, Canada, are facilitated by technologies provided by the Ontario Telemedicine Network (OTN), a not-for-profit organization funded by the Ontario Ministry of Health and Long-Term Care (MOHLTC). For the purposes of this publication, “eVisit” refers to personal, secure videoconferencing between the health care provider and the patient. Unlike conventional telehealth modalities, an eVisit does not need new infrastructure, such as dedicated videoconferencing equipment, peripheral devices, or a telemedicine facility, and the patient remains in their home. In an eVisit, the physician and patient interface using electronic equipment that is widely available, such as smartphones and tablets. The traditional telemedicine model with the patient at a remote site (satellite site) reduces the patient travel burden but is still costly to the health care system as significant infrastructure is used at both ends. eVisits have been shown to be feasible, acceptable, and yield similar clinical outcomes compared with in-person patient cohorts in an interdisciplinary obesity treatment program for adolescents in Ontario, Canada [17]. Whether eVisits would also be beneficial to seniors, a group traditionally viewed as being less technologically adept, was tested in a 6-month pilot project in a high-volume stroke prevention clinic in Ontario at the Kingston Health Sciences Centre (KHSC). The results of this pilot program indicated that the eVisit was well received by patients and has the potential to provide cost savings to both patients and the health care system.

Methods

Study Setting

The eVisit pilot study was initiated at KHSC in August 2018 for a 6-month period with the objective to assess the feasibility and logistics of implementing eVisits in an adult specialty disease clinic catering predominantly to seniors. An integrated evaluation was designed to test the impact of the pilot program both on clinic workflow and patient satisfaction using a telephone survey. The workflow of the eVisit intervention in the stroke prevention clinic is presented in Figure 1. The selection criteria used for an eVisit are presented in Textboxes 1 and 2. The eVisit was done through a secure Web platform hosted by OTN. The physician used a desktop computer equipped with a Web camera and a microphone for all the eVisit encounters. The patients used the device of their preference. In addition, the eVisit platforms offer other features including a guest invitation option, wherein up to 6 more participants (family, friends, or other health care team members) can join in the videoconference.
**Figure 1.** Electronic visit workflow. BP: blood pressure; OTN: Ontario Telemedicine Network.

**Textbox 1.** Inclusion criteria for patients suitable for an independent electronic visit: patient characteristics.

- No cognitive issues.
- No loss of communication abilities.
- No physical deficits and loss of functional abilities.
- No sensory or perceptual deficits.
- No visual field deficits with functional implications.

**Textbox 2.** Inclusion criteria for patients suitable for an independent electronic visit: electronic visit technical eligibility.

- Patient/substitute decision maker (SDM) willing to do an electronic visit (eVisit) for follow-up care.
- Patient/SDM has internet-enabled device (smartphone, tablet, or computer).
- Patient/SDM has access to an internet connection.
- Patient/SDM has a secure place to perform an eVisit.
The study subjects were selected from patients routinely seen in the stroke prevention clinic using prespecified criteria (Textboxes 1 and 2). This was used only for follow-up appointments, and the characteristics of the patients, clinical or eVisit characteristics, patient satisfaction survey, and the impact on the clinic wait times are described. The patient satisfaction survey asked the patients to report their experience with eVisits compared with their personal experience with prior in-person health care; thus, the subjects acted as their own controls. Follow-up wait times for patients seen by an eVisit were compared with a control arm consisting of patients seen for in-person follow-up in the stroke prevention clinic over the same time period. The follow-up wait time is measured as the time from initial evaluation to follow-up appointment.

eVisits were used only for the follow-up visits. Patients had to fulfill the patient characteristics and eVisit technical eligibility criteria as shown in Textboxes 1 and 2. Individualized decisions were made for patients who were willing but did not meet patient characteristics eligibility and had a family member or substitute decision maker that fulfilled the eVisit technical eligibility.

The definition for senior status used for this study is aged 65 and over as adapted from Statistics Canada [6]. The rural residence is defined based on the second character of the 6-digit postal code of the patient’s home address [18]. Savings on patient time (total time, travel time, and in-person visit time) and travel distance avoided were estimated using these definitions (Multimedia Appendix 1). The in-person visit time was conservatively estimated at 30 min in addition to the travel time.

Methodology for Economic Analysis
We also performed a preliminary economic analysis to estimate hypothetical out-of-pocket (OOP) patient cost savings of eVisits and opportunity costs of in-person outpatient care. Opportunity cost are defined as benefits foregone by the particular use of resources, resources which could be otherwise allocated for other health care priorities [19]. These are hypothetical estimates based on some assumptions mentioned below and not based on actual economic data (income, employment status, outpatient costing, etc) from the patients in the pilot or the hospital.

Out-of-Pocket Cost Estimate
The OOP expenses were not captured using a specially designed survey; however, approximate reasonable OOP expenses were estimated using the cost of travel, parking, potential loss of pay, and total cost (Multimedia Appendix 1). As there are no current data on the impact of virtual care on OOP expenses for outpatient care, we attempted to estimate this in our study. The potential loss of pay for an adult obtaining in-person care is estimated using a hypothetical estimate of what an adult Canadian older than 25 years working full-time would lose on average if they had visited a doctor for an in-person visit, assuming the travel distance and time spent per in-person visit are similar to the study cohort [20]. The loss of pay was estimated using the average full-time hourly wage of Can $28.98 per hour for Canadian adults aged 25 years and older based on 2018 Statistics Canada data [20]. Additional OOP expenses such as food expenses, childcare costs, loss of pay for a family member, or other caregiver costs were not considered for our analysis of OOP estimates.

Outpatient Hospital Cost and Opportunity Cost of In-Person Outpatient Hospital Care
Our institution does not collect or report outpatient costing to Canadian Institute for Health Information (CIHI), so we used the available provincial outpatient costing data for reference [21-23]. The outpatient or ambulatory care costs are reported only by a few hospitals across the country and include the direct costs (nursing, diagnostic tests, operating, and recovery room), functional center indirect costs (meals, facilities management, and plant operation), and costs for patient-specific drugs and supplies. Using the Comprehensive Ambulatory Classification System (CACS) developed by CIHI for 2 codes (E751: General Signs, Symptoms, Examinations and Investigations; E752: Other Medical and Follow-up Care), the outpatient hospital costs in Alberta (interactive health data application) and Ontario (Ontario Case Costing Initiative Costing Analysis Tool) for 2016/17 were used as reference for estimating the outpatient hospital costs for our eVisit cohort [21-23].

Statistical Analysis
Data were entered into Epidata software (The Epidata Association, Denmark) and were analyzed using STATA v15.0 (StataCorp LLC, USA). The data was analyzed using summary statistics and Wilcoxon Signed Rank Sum test for paired data. Values are stated as the mean and interquartile range (IQR). A P<.05 is considered statistically significant.

Ethics Approval
Ethics approval for the pilot study was obtained, permitting for chart review and data collection (Queen’s University Ethics ROMEO # 6025439).

Results
Baseline Data
There were a total of 75 eVisits from August 2018 to January 2019. The details on the overall clinic volumes and the number of eVisits are provided in the Multimedia Appendix 2. A formal screening log was not maintained; however, some of the factors that influenced the patient uptake include lack of interest, lack of technology, as well as physician engagement in offering eVisits. Promotion of the eVisit by the physician resulted in higher uptake compared with engagement by the clinic secretary. During the pilot project, 40.2% (76/189) of the follow-up visits were through eVisit. The mean (SD) and median (IQR) age of the patients was 63.7(14.3) and 65 years (56-73.5), respectively. Of the study patients, 67% (50/75) were male, 51% (38/75) were under age 65, 32% (24/75) were aged 65-75, and 17% (13/75) were over age 75. Mobile internet devices, including tablets (68%; 51/75) and smartphones (24%; 18/75), were most widely used for the eVisits, likely because of ease of use and setup. Laptops were used for 7% (5/75) and desktops were used for 1% (1/75) of eVisits. The mean (SD) and median (IQR) time spent by the physician and the patient for an eVisit encounter was 9.81 (4.46)
and 10 (9-12) min, respectively. The proportion of rural residents who performed eVisits was 39% (29/75). A single family member accompanied the patient in 60% (45/75) of the eVisit encounters. A total of 11% (8/75) of the patients were at their place of work for the eVisit, the eVisit was done in a secure location selected by the patient, and none of them needed to take time off work.

The Wilcoxon signed-rank test showed significant reduction (P < 0.001) in the mean (SD) wait times for follow-up for in-person (mean 78.36 days, SD 50.54 days) compared with eVisit follow-up (mean 59.98 days, SD 48.36 days).

The savings on travel avoided, time savings, and direct patient OOP expenses are presented in Multimedia Appendix 3. The median value for total time saved and total travel distance avoided are 80 (50-102) min and 30.1 (11.2-82.2) km, respectively.

The various components of patient care during the eVisit included, when relevant, a review of imaging tests (33%; 24/72), cardiac tests (43%; 31/72), lab tests (26%; 19/72), consults from other specialists (28%; 20/72), medication reconciliation (93%; 67/72), and potential new tests or interventions (50%; 36/72).

Screen sharing was used for 28% (20/72) of eVisits. The diagnosis at the time of eVisit included stroke (49%; 35/72), transient ischemic attack (33%; 24/72), migraine (3%; 2/72), epilepsy (8%; 6/72), or other (7%; 5/72).

A telephone patient experience survey was also completed by patients that had an eVisit with a good survey response (46%; 33/72). The degree of patient satisfaction captured using the survey questionnaire was very high (Table 1). Almost all of the respondents agreed that the eVisits saved them time (100%; 33/33), money (97%; 32/33), and avoided traveling to the doctor’s office (100%; 33/33). All the patients who responded reported having a better experience via eVisit compared with an in-person visit and felt that their health issue was appropriately addressed during the eVisit. All the patients that had an eVisit were very willing to use the eVisit for further follow-up encounters. More than 90% (31/33) of the patients reported that they would strongly recommend an eVisit option or process to their friends and family. This was the first virtual health care encounter for all the patients that were involved in the eVisit pilot program. All were pleased with the convenience it offered and shared their experiences on a voluntary basis and were not enrolled in a formal qualitative study (Textbox 3).

Table 1. Patient experience from electronic visits (N=33).

<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did eVisit save you time?</td>
<td>33 (100)</td>
</tr>
<tr>
<td>Did eVisit save you money?</td>
<td>32 (97)</td>
</tr>
<tr>
<td>Did eVisit allow to avoid traveling to your doctor or specialist?</td>
<td>33 (100)</td>
</tr>
<tr>
<td>Do you think if your health issue was addressed appropriately during the eVisit?</td>
<td>33 (100)</td>
</tr>
<tr>
<td>Did you feel that the security and privacy of your health care information were protected during the eVisit?</td>
<td>33 (100)</td>
</tr>
<tr>
<td>How is the experience of care from using the eVisit compared with an in-person encounter?</td>
<td></td>
</tr>
<tr>
<td>Better</td>
<td>12 (36)</td>
</tr>
<tr>
<td>Same</td>
<td>19 (58)</td>
</tr>
<tr>
<td>Not sure</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Worse</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Would you use eVisit again?</td>
<td></td>
</tr>
<tr>
<td>Definitely</td>
<td>31 (94)</td>
</tr>
<tr>
<td>Probably</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Neutral, probably not, definitely not, not sure</td>
<td>0 (0)</td>
</tr>
<tr>
<td>How likely are you to recommend the eVisit to a friend on a scale of 0-10?</td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>2 (6)</td>
</tr>
<tr>
<td>8-100</td>
<td>31 (94)</td>
</tr>
</tbody>
</table>

*eVisit: electronic visit.
Economic Analysis
The median estimate for total OOP patient cost savings by using the eVisit instead of the in-person visit was Can $52.83 (31.26-94.53).

Table 2. Estimated out-of-pocket savings to patients in Canada.

<table>
<thead>
<tr>
<th>Out-of-pocket expenses category</th>
<th>Total (Can $)</th>
<th>Can $, mean (SD)</th>
<th>Can $, median (interquartile range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient self-reported cost for in-person visit (n=24)</td>
<td>417</td>
<td>13.4 (14.5)</td>
<td>10 (5-15)</td>
</tr>
<tr>
<td>Estimated travel cost for patients</td>
<td>2384.46</td>
<td>33.13 (36.92)</td>
<td>16.55 (6.16-45.21)</td>
</tr>
<tr>
<td>Estimated total out-of-pocket savings</td>
<td>5393.97</td>
<td>74.92 (57.99)</td>
<td>52.83 (31.26-94.53)</td>
</tr>
</tbody>
</table>

Textbox 3. Excerpts of written feedback received from patients and family about the electronic visit experience.

"It is really important for a patient to have a proper conversation with their doctor, to ask questions, and to get answers which put my mind at rest. I felt as if I was in your office talking to you face to face. Not having to arrange transportation to get to your office was a real help. Now that I am not able to drive, mobility within the community is a real issue. I hope that this will be something you can offer to patients regularly." [Female patient, aged 90 years]

"The e-visit saved time and a lot of stress that is involved in taking an elderly patient out especially in bad weather." [Family of a male patient aged 88 years]

"It was nice not to have had to drive to the hospital, pay for parking, and make the physical effort of getting to the appointment destination." [Male patient, aged 88 years]

Discussion
Electronic Visit Implementation
We demonstrated that eVisits could be successfully implemented for secondary prevention of stroke in an adult neurology clinic catering predominantly to seniors. eVisits are time-efficient for physicians and patients, taking a median time of 10 min while avoiding the logistical challenges of an in-person encounter and reducing OOP expenses. Patient satisfaction is very high with the eVisits. A significant proportion (33%;11/33) of our cohort reported the experience to be better than an in-person encounter. During the eVisit, it is possible to perform most of the conventional components of clinical care that happen during a routine follow-up clinic visit for this patient population. The proportion of cancellations and no-shows is minimal, highlighting the impact of the eVisits on the overall efficiency of this model of ambulatory care. There is a significant reduction in the wait times for the patients via eVisit compared with in-person follow-up, which is likely because of the lack of the need for traditional health care infrastructure. The direct translatable savings to the patients with regard to OOP expenses for travel avoided and time saved are substantial.

Conventional Telemedicine Versus Electronic Visits
There is extensive literature describing the positive impact of conventional telemedicine modalities on access to health care globally [24-28]. Conventional telemedicine modalities such as remote videoconferencing between a host site and peripheral telemedicine satellite site have reduced the need for patient travel, reduced wait times, and improved coverage. However, these conventional models still require the patient to go to the satellite telemedicine site and are expensive, requiring significant specialized infrastructure and personnel at the satellite site. eVisits refine and simplify telehealth (for appropriate applications) by keeping the patient at home, reducing the need for any travel, and eliminating the need for specialized health care infrastructure.

Use of Virtual Visits
The use of eVisits has grown in the last few years across North America [29]. Although this model is embraced by patients, physicians, insurance providers, and policy makers, the virtual care model is used for a few conditions in primary care [14,15,30,31] but is not broadly utilized by Canadian family physicians [32]. Broadly, there are 2 models of eVisit (virtual visit) currently available in Canada and the United States—a pay per use model and an insured model. In a pay per use model, also referred to as Direct to Consumer, the consumer (patient and/or family) pays a fee to access a physician for a health care consultation through a virtual visit [33]. In the insured model, virtual visits are covered by private or public health insurance. They are predominantly used in primary care with the majority of the use restricted to routine or common primary health conditions or situations including the common cold, skin rash, and prescription renewals [12]. Published reports of eVisits (home virtual visits) is limited to certain specific diseases or conditions such as acute respiratory illnesses or urinary tract symptoms [34-38]. Overall, specialist use of virtual visits is higher (9%) compared with primary care (4%) [32]. The use of virtual visits for specialist care is limited in Canada, with the predominant use in psychiatry (personal communication with OTN). Thus, our experience is one of the first reports on the use of eVisits by specialists in Canada.
Electronic Visits Address Triple Aim and Patient-Centered Care

Patient Experience of Care

eVisits were associated with high patient satisfaction when employed in primary care settings [12]. The KHSC pilot demonstrated that the eVisits offer a high degree of patient satisfaction in specialty care among seniors and align with Picker’s principles of patient-centered care [7]. In our study, seniors (aged 65 and older) constituted 49% (37/75) of the eVisit clientage, suggesting an increased acceptance of virtual care in this group. The results from the patient experience survey suggest that the eVisit process positively addressed patients’ perceptions of accessibility and acceptability. The impression that an eVisit is better than an in-person encounter reported by 33% (11/33) of stroke patients in our pilot program is likely because of ease of facilitating an in-home follow-up consultation, avoiding the time, effort, or stress of arranging transportation, travel, parking, waiting in the clinic, loss of pay, need for caregiver assistance, and associated time savings. Another major advantage of the eVisits is avoiding the significant influence of weather and road conditions on commuting in the winter. The patient also has the flexibility of scheduling their follow-up eVisit at a time and location convenient for them and their family. Family members also experience a benefit by being able to join the eVisit remotely, offering increased support to patients, which is particularly crucial for seniors. Another value to the eVisit context was the ability to complete an accurate medication reconciliation as patients always had access to their actual medications at home, and they could show the real prescription with labels, and these were tallied with the medication list obtained from the patient’s pharmacy before the eVisit.

Population Health

Perhaps one of the most significant outcomes we report is the reduced patient wait time-to follow-up. eVisits allowed the physician to see patients sooner than would be possible for an in-person encounter, thus increasing the availability of health care. The technology supporting eVisits also provided the ability to share imaging or echocardiographic findings with the patient in addition to sharing medical illustrations, enabling and facilitating patient education, understanding, and empowerment. eVisits also offer the ability to identify risks and patient vulnerabilities sooner, improve treatment adherence, and support behavioral and care interventions to improve speech, mobility, and enhance access to home care or community-based care or allied health services. Flexible scheduling allows physicians to be more productive with their time, enabling them to distribute their clinical activity to accommodate other commitments including teaching, research, and administration. In addition to increased productivity, using eVisit has the potential to address some of the significant contributors to physician burnout (including work and organizational factors), which can in turn have consequences on patient care and health care costs [39].

Reducing Per Capita Cost

Reducing Out-of-Pocket Patient Cost

The eVisit offers the potential for a significant reduction in per capita costs for outpatient care. The estimated direct OOP cost savings for a single in-person visit is considerable. This could be much higher if accounting for multiple health care encounters. Our estimated OOP cost saving per visit is probably conservative; real savings would vary significantly based on the individual’s hourly wage, employment status, other personal factors, and visit characteristics.

Opportunity Cost to Health Care

Opportunity cost refers to the cost or money that the health care system could have allocated or used for similar or different interventions [19]. The estimates of the opportunity cost of using in-person care for our study cohort are Can $23,832 to $28,584. The opportunity cost could represent an opportunity to provide outpatient in-person health care to a different segment of the population. Thus, with the same health care budget, health care services could be offered to a higher number of patients, driving down per capita health care expenditure. Alternatively, this opportunity cost could be redirected to other high priority areas to increase health care outcomes and efficiency. Scaling of the project within health care organizations could have a significant impact.

Limitations of the Electronic Visit

Some of the disadvantages of the eVisits relate to the technology itself. The service cannot be offered to patients who do not have an internet enabled device and/or sufficient internet connection speed, thus potentially limiting the access to home-based eVisits to patients with lower socioeconomic status. In addition, internet access and speed are limited in some geographic areas, especially in rural and remote communities. Moreover, patients with physical, cognitive, and language disabilities may find it hard to use the technology or navigate the appropriate software on their own. Another disadvantage is the inability to do an in-person clinical examination, limiting the utility of the eVisits in some clinical scenarios. However, the video-based examination has been shown to be reliable and valid [40,41].

Strengths of This Project

The strengths of the pilot study include implementation of a successful eVisit program for outpatient follow-up in a specialty stroke clinic catering largely to a senior population. The combination of high degree of patient satisfaction with potential savings of both time and money holds promise for economically improving access to care. The mean time spent per eVisit, including the documentation of the clinical encounter, was 10 min, which is comparable with the time allocated for the physician-patient portion of a typical in-person clinical contact. We believe that our choice to perform a test eVisit before the physician-patient visit reduced the chance of communication technical difficulty and resulted in very successful physician eVisits with 5% (4/81) failure rate and 3% (2/81) no-show rate. This pilot study will inform the expansion of the eVisit project to other specialty clinics within the organization as the next phase.
Limitations of This Study

Some limitations of the study include the limited sample size and pilot duration. The scope of the project was narrow, involving 1 specialty clinic. These limitations prevent broader generalizability. There is a potential for bias in assessing patient satisfaction as a result of using a brief telephone survey with nonprobability sampling. The economic analysis of outpatient costs, as well as opportunity cost for in-person care, needs to be corroborated in future studies across multiple organizations. The outpatient health care costing data may vary amongst different health care organizations.

Future Directions

The limited uptake of virtual care services such as eVisits by physicians was recently reported in a 2018 survey, highlighting the need for appropriate reimbursement or alternative payment models as well as improved technology, privacy and security guidelines, and support from clinician associations and governance bodies [32]. Physician eVisits have recently been approved for reimbursement by the MOHLTC, Ontario, as part of a pilot project through OTN, which may increase utilization. However, technology integration and improvements, workflow, and processes or quality improvements, and privacy and security guidelines are required to integrate eVisits into the health care system seamlessly. In our pilot study, the majority of patients used a tablet or mobile phone, likely because of the widespread ownership of such devices and ease of use with internet-enabled smart devices even among seniors in Canada. This raises the potential to develop and integrate more mobile-based telehealth solutions. On the basis of the acceptance and efficacy of the pilot study, there has been a 40.2% (76/189) conversion of follow-ups from in-person to eVisit in the stroke prevention clinic pilot catering to seniors.

To address some of the limitations of eVisit, eVisit stations could be established at community health care centers, where local staff could be easily trained to help set up an eVisit. This could allow patients living in rural or remote areas, without access to the internet or who are unable to independently use the eVisit system, to attend an appointment locally and avoid lengthy travel to an urban center. A more comprehensive health economic analysis of eVisits for outpatient care is warranted in any future studies given the potential for reduction in per-capita health care costs. In addition, the impact of the eVisits on patient outcomes, wait times, readmission rates, and impact on the use of urgent care or emergency departments should be evaluated.

Conclusions

eVisits were implemented successfully for an outpatient follow-up clinic for adult stroke patients in our pilot study. eVisits were well received by patients and consistent with a patient-centered care philosophy. eVisits have the potential to significantly transform the ambulatory clinic practice by addressing some of the barriers to care and improving patient experience, reducing per capita health care costs, and improving population health. Such a transformative change needs the involvement of health care professionals, health services researchers or economists, hospital leadership, clinician associations, and health system governance bodies at the regional and provincial levels to inform evidence-based practice guidelines and sustainable models of care. eVisits are scalable and could be expanded to additional specialty programs, a move that is underway at KHSC.
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Abstract

Background: Hospital-based back surgery in the United States increased by 60% from January 2012 to December 2017, yet the supply of neurosurgeons remained relatively constant. During this time, adult obesity grew by 5%.

Objective: This study aimed to evaluate the demand and associated costs for hospital-based back surgery by geolocation over time to evaluate provider practice variation. The study then leveraged hierarchical time series to generate tight demand forecasts on an unobserved test set. Finally, explanatory financial, technical, workload, geographical, and temporal factors as well as state-level obesity rates were investigated as predictors for the demand for hospital-based back surgery.

Methods: Hospital data from January 2012 to December 2017 were used to generate geospatial-temporal maps and a video of the Current Procedural Terminology codes beginning with the digit 63 claims. Hierarchical time series modeling provided forecasts for each state, the census regions, and the nation for an unobserved test set and then again for the out-years of 2018 and 2019. Stepwise regression, lasso regression, ridge regression, elastic net, and gradient-boosted random forests were built on a training set and evaluated on a test set to explain variables important to explaining the demand for hospital-based back surgery.

Results: Widespread, unexplained practice variation over time was seen using geographical information systems (GIS) multimedia mapping. Hierarchical time series provided accurate forecasts on a blind dataset and suggested a 6.52% (from 497,325 procedures in 2017 to 529,777 in 2018) growth of hospital-based back surgery in 2018 (529,777 and up to 13.00% by 2019 [from 497,325 procedures in 2017 to 563,023 procedures in 2019]). The increase in payments by 2019 are estimated to be US $323.9 million. Extreme gradient-boosted random forests beat constrained and unconstrained regression models on a 20% unobserved test set and suggested that obesity is one of the most important factors in explaining the increase in demand for hospital-based back surgery.

Conclusions: Practice variation and obesity are factors to consider when estimating demand for hospital-based back surgery. Federal, state, and local planners should evaluate demand-side and supply-side interventions for this emerging problem.

Introduction

Background

In 2012, there were 3689 practicing board-certified neurosurgeons in the United States [1]. That number was largely unchanged in 2016 [2]. During these years, demand for back surgery (Current Procedural Terminology [CPT] codes beginning with the digit 63) increased by 49% from 311,028 to 464,391, and by the end of 2017, that increase was 60% [3].
corpectomies. These procedures do not include needle decompresion, catheter implantation, and, as of 2019, endoscopic decompression [4]. Given the stable supply and increasing demand, it is not surprising that the average payment procedure increased from US $4166 to US $4859 from 2012 to 2016 and to US $5452 by the middle of 2018, an effective 4.5% inflation rate [3]. Forecasting models that address increasing demand are necessary to evaluate potential supply and demand-side interventions.

Unsurprisingly, there is a marked variation in the treatment of back disorders such as spondylolisthesis [5]. This variation affects costs [6] as well as outcomes [5] associated with back surgery. The implication of this variation is increased demand. By evaluating the current geographic demand, policy makers can prioritize efforts for cost and variation reduction by evaluating those states and counties that exhibit high practice area variation, implementing evidence-based best practice policies and guidelines, educating populations about obesity risks, and implementing interventions for those at risk of obesity (eg, those living in food deserts).

During the same time that back surgeries have increased, adult obesity rates in the United States have also increased. The rate of this increase was 5% from 2012 to 2016 (34.9%-39.6%) [7]. Obesity has been linked to increased costs of medical care [8]. Although obese patients benefit from at least some back surgeries, they do not fare as well as nonobese patients [9]. Although obesity has been linked to back pain [10], no studies were found that directly link obesity to back surgery requirements. This study evaluated that relationship as well.

**Objectives**

This study addressed 3 specific aspects of hospital-based CPT 63 surgery. First, a geospatial-temporal analysis by zip code is conducted to describe the previous and current demand for CPT 63 surgery. The significance of this geospatial-temporal analysis is that practice variation is highlighted for evaluation by federal, state, and local policy makers. Second, forecasting models estimate the demand and payments overall, by census region and by state. These models are also designed for state policy makers to assess potential supply- and demand-side intervention requirements. Third, explanatory models are developed to correlate obesity rates and financial, technical, workload, temporal, and geospatial variables with demand for CPT 63 procedures. This analysis does not appear to be previously investigated and is an important but overlooked correlational analysis. The study focused specifically on hospital-based knee surgery with CPT 63 codes (some of which reflect inpatient procedures) and was delimited to knee surgery only.

**Methods**

**Data**

Definitive Healthcare provided the hospital, zip code, and state-level procedure and cost data from January 2012 to June 2018 through the hospital revenue center analytics query, which includes queries by CPT code. Data in Definitive Healthcare are derived from the Standard Analytical Files by the Centers for Medicare and Medicaid Services (CMS)]. From these data, the organization uses undisclosed algorithms to estimate all-payer claims. Columns with fewer than 11 claims or procedures are not shown because of privacy requirements [3]. For this analysis, only complete annual data from 2012 to 2017 were used, as the CMS datafile and thus the associated estimates from January 2018 through June 2018 were approximately only 93% complete [3].

The Centers for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System (BRFSS) prevalence data provided the information for state-level adult obesity rates by year, from 2012 to 2017 [11]. Guam, Puerto Rico, and the US Virgin Islands were excluded from the analysis because of small sample sizes in both datasets.

**Geospatial Analysis**

heat maps are used to plot the zip code unit of analysis procedure data by year. Heat maps provide the intensity of the number of claims by time and geographic region. These types of maps have been used for improving minority health surveillance [12], examining birth outcomes [13], and evaluating a variety of other applications in health care. The value in geospatial-temporal analysis is the graphical depiction of change in demand over time. A video display from 2012 to 2017 with standardized heat intensities provides an animated view of the change in demand by location. An analysis of cost and demand centers is then provided.

**Forecasting Analysis**

The data in the Definitive Healthcare dataset are nonseasonal as they provide annual-level observations by the hospital unit of analysis. Even so, generating nonseasonal forecasting models that have predictive capability on a blind withhold set at the proper level of aggregation can provide decision support for supply- and demand-side interventions. These types of models have found support in many areas of health care such as radiology [14] and Alzheimer disease [15].

To this end, hierarchical time series (HTS) [16] using R statistical software [17] evaluated the number of claims as a function of time series components. An HTS recognizes that data are aggregated at various levels. In this case, the hierarchy evaluated include the states, the census regions, and the nation. The models are built on a training set of data for the years 2012 to 2015 and forecast on a blind test set, years 2016 and 2017. Although Bayesian hierarchical models have been used for spatially correlated health outcomes and utilization rates [18], there is no readily found use of HTS for prediction in health care.

To understand HTS, one needs to only consider a single medical system that operates in 2 separate states with 3 hospitals per state. There are then 4 basic ways using which one might forecast annual visits as an example:

1. A forecast might be generated for each hospital, aggregated at the state level and then further aggregated at the system level. A variety of different forecast methods might be used to generate the forecasts. The term for this method is bottoms up.
2. Forecasts might be generated at the state level and then disaggregated (eg, via historical proportions) to the hospitals and aggregated to the system level. Again, the forecasts might be generated in multiple ways. The term for this method is middle out.

3. Forecasts might be generated at the system level (via multiple methods) and then disaggregated to all levels below (eg, proportions). The term for this is top down.

4. One might take some combination of the previous methods to minimize forecast error. This is an ensemble method that might be termed the optimal reconciliation approach, which is optimal if the forecasts are unbiased [19].

To avoid selection bias, all methods were evaluated for performance on the test set. Furthermore, the method for forecasting at these levels of hierarchy was using autoregressive integrated moving average (ARIMA) components and as well as smoothed error and trend components (exponential, trend, seasonality [ETS] without seasonality).

ARIMA models focus on autocorrelation of components for stationary time series data. The AR components are autoregressive terms, offset by time. For example, the number of claims at time \( t \) might be forecast by using the number of claims at time \( t-1 \). This would be an AR1 model, as there is 1 offset. As ARIMA models assume stationarity of the time series for forecasting, 2 other components are necessary. The first is differencing or integration, the I in ARIMA, which helps stabilize the mean (whereas transformations help stabilize the variance). Although seasonality and trend might make an ARIMA nonstationary, differencing often corrects this. Sometimes, more than 1 difference is required to make the time series stationary, for example, \( y_{t-1} = y_{t-1} - y_{t-2} \) is a 2d order differencing. The last component, the MA or moving average, corrects for autocorrelated errors as well. This component averages previous observation(s) with the previous forecast(s) [19].

ETS models have 3 components: error, trend, and seasonality. As the data in this study are not seasonal, only the error smoothing (identical to a moving average) and the trend component (a Holt model [20]) are evaluated.

With HTS bottom-up models, a separate ARIMA/ETS is built for each bottom-level component. For middle-out models, all middle-level components have separate forecasts. For top-down models, a single forecast is generated and proportioned down to the lower levels.

**Explanatory Analysis**

Stepwise linear regression (both forward and backward), lasso regression, robust regression, elastic net regression, and extreme gradient-boosted random forests are built on unaggregated data as well as state-level aggregated data to estimate the number of claims. These models are built on a random 80% training set (10,771 unaggregated, 245 aggregated observations) and evaluated on a 20% withhold set (2693 unaggregated, 61 aggregated) as well. The total number of valid observations were 13,464 unaggregated and 306 aggregated. The primary hypothesis is that the inclusion of obesity rates as an independent variable will yield better explanatory models for both the number of claims and the payment per claim.

Stepwise linear regression based on minimum Akaike Information Criterion was selected over best subset because of the computational complexity. By using forward and backward simultaneously, variables are added in sequence but might be removed if they no longer contribute to the model [21].

Lasso regression is a form of constrained regression that penalizes a model that selects too many variables by using an L1-norm formulation (absolute value), whereas ridge regression is similar but penalizes using an L2-norm formulation (squared coefficient estimates). Elastic net uses a weighted L1 and L2 norm penalty function to reduce the number of coefficients in the model. Formulae for estimating the parameters of the linear model, the lasso regression, the ridge regression, and the elastic net are shown in Figure 1.

![Figure 1. Argmin equations for the regression models.](http://www.jmir.org/2019/10/e14609/)
decision criteria. An example of a tree with a depth of 3 (3 branches) is given in Figure 2, which splits observations by obesity rate less than 31.63 and then again by obesity rate less than 25.75 and number of discharges less than 10,558.78 and then finally by net income less than US $35,018,392, cash less than US $25,522,424, and cash less than US $8,122,498 [21]. The graph was produced by the xgboost package of R [22]. Gradient-boosted random forests optimize a cost function based on the (pseudo-)residuals of a function using nonlinear optimization techniques. Essentially, the residuals of each tree in the forest are refitted with the possible independent variables in another tree model to estimate a better fit of the original function. Often, a learning rate (shrinkage) is applied to the residuals to allow for better generalization. A discussion of gradient boosting is available in Chapter 10 of *Elements of Statistical Learning* [21].

Figure 2. An example of a single tree model with 3 branches. The graph was produced by the xgboost package of R. (NumDischarges indicates the number of discharges).

**Variables**

All the considered variables from the Definitive Healthcare dataset are shown in Table 1 with reasons for exclusion/inclusion. Most variables were, by default, included during analysis; however, those variables that were linear combinations of each other or were necessarily unknowable when forecasting CPT 63 codes were omitted.

There is 1 primary dependent variable of interest: number of claims for CPT 63 codes. This variable is measured at the hospital level over time and is also aggregated by zip code/year for geospatial mapping and by state/year for forecasting and additional modeling analysis. The number of claims include third-party invoices provided by the hospital, regardless of the payer. The number of claims provides a measure of the met demand for services.

For the geospatial and temporal analyses, the variables year and zip code (aggregated hospital-level data) are used to describe the intensity of both the number of claims and the payment per claim. Zip code provides a high resolution for geographic claims data. For the HTS forecasting analysis, time components are used without external regressors.

Explanatory stepwise regression, lasso regression, ridge regression, elastic net, and gradient-boosted random forest models investigate financial variables, technical variables, workload variables, geospatial variables, a temporal variable (year), and obesity rates (defined as the proportion of individuals with a body mass index greater than or equal to 30%). A discussion of each of the variable groups and variables follows.

The financial variables investigated include net patient revenue, net income, cash on hand, total assets, total liabilities, and proportion of Medicare/Medicaid reimbursement. The financial variables were carefully selected from the set of available financials such that they are not a linear combination of other variables or nearly a linear combination (see Table 1). Although available, total payments and charges for CPT 63 were not used in the models, as they (1) would not be known in advance and (2) would necessarily be direct functions of the number of claims.

Quantitative workload variables include the number of staffed beds, discharges, emergency room visits, surgeries, affiliated physicians, and employees. Categorical technical variables include ownership type, medical school affiliation, and hospital type. These variables are investigated because of their availability and possible confounding effects. Geographic variables include urban/rural location, state, and zip code. These variables are important in evaluating practice area variation and associated effects.
Obesity rates are of interest to the study. These rates are assigned based on the state, as county and zip code level data are not available. This independent variable is of importance to the study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Definition</th>
<th>Scale of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of claims</td>
<td>Dependent</td>
<td>Filed third-party claims</td>
<td>{0, 1, 2,...k}</td>
</tr>
<tr>
<td>Obesity rate</td>
<td>Obesity</td>
<td>Percentage obese by state</td>
<td>[0%, 40%]</td>
</tr>
<tr>
<td>CPT(^a) 63 payments</td>
<td>Financial</td>
<td>Total CPT 63 payments</td>
<td>US $</td>
</tr>
<tr>
<td>CPT 63 charges</td>
<td>Financial</td>
<td>Total CPT 63 charges</td>
<td>US $</td>
</tr>
<tr>
<td>Net patient revenue</td>
<td>Financial</td>
<td>Total revenue from patients</td>
<td>US $</td>
</tr>
<tr>
<td>Total revenues</td>
<td>Financial</td>
<td>All revenue, patient-related or otherwise</td>
<td>US $</td>
</tr>
<tr>
<td>Net income</td>
<td>Financial</td>
<td>Revenues less expenses</td>
<td>US $</td>
</tr>
<tr>
<td>Total expenses</td>
<td>Financial</td>
<td>Total dollars attributed to expenses</td>
<td>US $</td>
</tr>
<tr>
<td>Cash on hand</td>
<td>Financial</td>
<td>Funds immediately available</td>
<td>US $</td>
</tr>
<tr>
<td>Total assets</td>
<td>Financial</td>
<td>Current and noncurrent assets</td>
<td>US $</td>
</tr>
<tr>
<td>Total liabilities</td>
<td>Financial</td>
<td>Current and long-term debt</td>
<td>US $</td>
</tr>
<tr>
<td>Percentage Medicare/Medicaid</td>
<td>Financial</td>
<td>Percentage claims from either source</td>
<td>%</td>
</tr>
<tr>
<td>State</td>
<td>Geospatial</td>
<td>Hospital's state (address)</td>
<td>AK, AL, ...</td>
</tr>
<tr>
<td>Zip code</td>
<td>Geospatial</td>
<td>5-digit hospital zip code</td>
<td>78666, ...</td>
</tr>
<tr>
<td>Geographic classification</td>
<td>Technical</td>
<td>Rural or urban location</td>
<td>Rural, urban</td>
</tr>
<tr>
<td>Ownership</td>
<td>Technical</td>
<td>Hospital ownership</td>
<td>Nonprofit, profit, government</td>
</tr>
<tr>
<td>Medical school affiliation</td>
<td>Technical</td>
<td>Level of affiliation if any</td>
<td>Graduate, major, limited, none</td>
</tr>
<tr>
<td>Hospital type</td>
<td>Technical</td>
<td>Type of hospital</td>
<td>Short-term acute, children’s, etc</td>
</tr>
<tr>
<td>Year</td>
<td>Temporal</td>
<td>Year of report</td>
<td>2012, 2018</td>
</tr>
<tr>
<td>Number of staffed beds</td>
<td>Workload</td>
<td>Per Medicare report</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Number of discharges</td>
<td>Workload</td>
<td>Total number of inpatient discharges</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Number of Medicare discharges</td>
<td>Workload</td>
<td>Number of Medicare discharges</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Estimated number of emergency room visits</td>
<td>Workload</td>
<td>Number of emergency room visits</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Total surgeries</td>
<td>Workload</td>
<td>Number of surgeries</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Total acute days</td>
<td>Workload</td>
<td>Number of acute bed days</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Number of affiliated physicians</td>
<td>Workload</td>
<td>Number of affiliated physicians</td>
<td>{0, 1, ...n}</td>
</tr>
<tr>
<td>Number of employees</td>
<td>Workload</td>
<td>Number of employees</td>
<td>{0, 1, ...n}</td>
</tr>
</tbody>
</table>


**Results**

**Descriptive Statistics: Missing Data**

Missing data were present in the Definitive Healthcare dataset. As the percentage of missing data was small, the data were imputed via regression trees (simple imputation). The total number of valid observations at the hospital unit of analysis from January 2012 to December 2017 was 13,769. There were 2244 unique zip codes with data resulting in 13,464 observations from 2012 to 2017, although many of these were true zeros. Aggregated at the state level, there were 306 observations of the 50 states plus the District of Columbia over the 6-year span.

**Descriptive Statistics: Quantitative Data**

Important descriptive statistics for the Definitive Healthcare data are shown (Table 2). The average number of CPT 63 claims by hospital by year was 182, and the average payment was over US $4045.99, about 50.37% of mean charges (US $8,032.13). On average, hospitals performing these claims were large (227 beds with 1629 employees and 299 affiliated physicians). These hospitals had on average positive net income (US $22 million) and assets exceeding liabilities. Overall, 45% of their patients used Medicare or Medicaid reimbursement.
Table 2. Descriptive statistics for all years and all hospitals (N=13,769). The “K” suffix indicates dollars in thousands, while the “M” suffix indicates dollars in millions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claims, n</td>
<td>182 (244)</td>
<td>89</td>
<td>11</td>
<td>3592</td>
</tr>
<tr>
<td>Payments/claim, US $</td>
<td>4045.99 (2448.96)</td>
<td>3659.12</td>
<td>0</td>
<td>34,975.76</td>
</tr>
<tr>
<td>Payments, US $</td>
<td>767.9K (1097.8K)</td>
<td>366.2K</td>
<td>0</td>
<td>18,966.3K</td>
</tr>
<tr>
<td>Charges, US $</td>
<td>1517.6K (2467.4K)</td>
<td>616.4K</td>
<td>0</td>
<td>35,317.2K</td>
</tr>
<tr>
<td>Charges/claim, US $</td>
<td>8032.13 (6993.90)</td>
<td>6370.08</td>
<td>0</td>
<td>137,058.80</td>
</tr>
<tr>
<td>Net patient revenue, US $</td>
<td>343.8M (430.4M)</td>
<td>217.5M</td>
<td>-98.6M</td>
<td>5340.9M</td>
</tr>
<tr>
<td>Net income, US $</td>
<td>22.8M (102.8M)</td>
<td>11.3M</td>
<td>-1648M</td>
<td>1316.0M</td>
</tr>
<tr>
<td>Cash, US $</td>
<td>30.3M (145.3M)</td>
<td>2.8M</td>
<td>-1992.7M</td>
<td>3597.8M</td>
</tr>
<tr>
<td>Total assets, US $</td>
<td>443.0M (820.1M)</td>
<td>203.5M</td>
<td>-231.7M</td>
<td>9969.4M</td>
</tr>
<tr>
<td>Total liabilities, US $</td>
<td>178.2M (465.7M)</td>
<td>69.2M</td>
<td>-2583.8M</td>
<td>6372.4M</td>
</tr>
<tr>
<td>Staffed beds, n</td>
<td>227.45 (201.36)</td>
<td>177.00</td>
<td>1.00</td>
<td>2626</td>
</tr>
<tr>
<td>Discharges, n</td>
<td>11,822.61 (11,395.52)</td>
<td>8899.00</td>
<td>1.00</td>
<td>127,600</td>
</tr>
<tr>
<td>Emergency room visits, n</td>
<td>47,439.59 (39,580.09)</td>
<td>39,209.00</td>
<td>0</td>
<td>543,457</td>
</tr>
<tr>
<td>Surgeries, n</td>
<td>9643.21 (9666.56)</td>
<td>7019.00</td>
<td>0</td>
<td>134,638</td>
</tr>
<tr>
<td>Affiliated physicians, n</td>
<td>298.57 (333.43)</td>
<td>198.00</td>
<td>1.00</td>
<td>3483</td>
</tr>
<tr>
<td>Employees, n</td>
<td>1629.46 (2044.45)</td>
<td>1027.00</td>
<td>7.00</td>
<td>24,673</td>
</tr>
<tr>
<td>Percentage of Medicare/Medicaid, %</td>
<td>0.45 (0.14)</td>
<td>0.44</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Obesity rate, n</td>
<td>29.44 (3.42)</td>
<td>29.92</td>
<td>20.20</td>
<td>38</td>
</tr>
</tbody>
</table>

The number of hospitals reporting CPT 63 claims increased by 91 from 2012 to 2017. Charges increased from US $2.115 million to US $4.75 million, whereas payments increased from US $1.233 million to US $2.467 million. The proportion of charges paid fluctuated between 45% and 58%. The number of claims increased from 320K to 504K, a 60% increase (Table 3).

Variation across states from 2012 to 2017 for CPT 63 is impressive. The maximum average payment per claim was in Delaware (US $5190.62); however, the number of actual claims was small (5569). New York had the second highest payment per claim (US $5043.79) with 72,186 claims. Texas had the largest number of claims (260,208), yet the average payment per claim was only US $4223.22. On average, 60% of charges were paid (Table 4).

Obesity rates by state have increased from 2012 to 2017 (Table 5). In 2012, the mean obesity rate per state was 27.95%. By 2017, this rate was 30.59%; however, this increase is not weighted by population size. As discussed previously, the aggregate increase for the United States from 2012 to 2017 was 5% (34.9% to 39.6%) [7]. The state data include the District of Columbia (51 observations per year) but are not population weighted.

Table 3. Average statistics by year show the growth in both claims and payments.

<table>
<thead>
<tr>
<th>Year</th>
<th>Hospitals, n</th>
<th>Total payments, in millions of US $</th>
<th>Total charges, in millions of US $</th>
<th>Total claims, n</th>
<th>Payments/claim, in US $</th>
<th>Charges/claim, in US $</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>2248</td>
<td>1232.61</td>
<td>2114.56</td>
<td>320,371</td>
<td>3847</td>
<td>6600</td>
</tr>
<tr>
<td>2013</td>
<td>2293</td>
<td>1460.80</td>
<td>2698.34</td>
<td>410,317</td>
<td>3925</td>
<td>7251</td>
</tr>
<tr>
<td>2014</td>
<td>2306</td>
<td>1517.88</td>
<td>3396.62</td>
<td>428,813</td>
<td>4076</td>
<td>8278</td>
</tr>
<tr>
<td>2015</td>
<td>2290</td>
<td>1747.68</td>
<td>3688.72</td>
<td>472,004</td>
<td>4550</td>
<td>8999</td>
</tr>
<tr>
<td>2016</td>
<td>2336</td>
<td>2147.48</td>
<td>4247.37</td>
<td>504,626</td>
<td>4889</td>
<td>9414</td>
</tr>
<tr>
<td>2017</td>
<td>2339</td>
<td>2466.92</td>
<td>4750.68</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Payments, charges, number of claims, payment per claim, charge per claim, and percentage of charges paid by state.

<table>
<thead>
<tr>
<th>State</th>
<th>Payments, in millions of US $</th>
<th>Charges, in millions of US $</th>
<th>Number of claims, n</th>
<th>Payment/claim, in US $</th>
<th>Charge/claim, in US $</th>
<th>Percentage paid, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaska</td>
<td>21.17</td>
<td>37.94</td>
<td>4387</td>
<td>4826.27</td>
<td>8649.31</td>
<td>55.80</td>
</tr>
<tr>
<td>Alabama</td>
<td>232.76</td>
<td>419.16</td>
<td>75,486</td>
<td>3083.47</td>
<td>5552.77</td>
<td>55.50</td>
</tr>
<tr>
<td>Arkansas</td>
<td>124.27</td>
<td>200.21</td>
<td>33,087</td>
<td>3755.85</td>
<td>6051.07</td>
<td>62.10</td>
</tr>
<tr>
<td>Arizona</td>
<td>175.60</td>
<td>526.67</td>
<td>41,274</td>
<td>4254.39</td>
<td>12,760.42</td>
<td>33.30</td>
</tr>
<tr>
<td>California</td>
<td>563.57</td>
<td>1748.02</td>
<td>113,410</td>
<td>4969.31</td>
<td>15,413.29</td>
<td>32.20</td>
</tr>
<tr>
<td>Colorado</td>
<td>147.28</td>
<td>440.24</td>
<td>41,537</td>
<td>3545.72</td>
<td>10,598.65</td>
<td>33.50</td>
</tr>
<tr>
<td>Connecticut</td>
<td>72.96</td>
<td>139.43</td>
<td>17,179</td>
<td>4247.17</td>
<td>8116.50</td>
<td>52.30</td>
</tr>
<tr>
<td>District of Columbia</td>
<td>26.31</td>
<td>53.90</td>
<td>5655</td>
<td>4651.78</td>
<td>9531.16</td>
<td>48.80</td>
</tr>
<tr>
<td>Delaware</td>
<td>28.91</td>
<td>25.94</td>
<td>5569</td>
<td>5190.62</td>
<td>4657.34</td>
<td>111.50</td>
</tr>
<tr>
<td>Florida</td>
<td>546.44</td>
<td>1543.23</td>
<td>131,442</td>
<td>4157.29</td>
<td>11,740.79</td>
<td>35.40</td>
</tr>
<tr>
<td>Georgia</td>
<td>318.64</td>
<td>654.84</td>
<td>79,401</td>
<td>4013.02</td>
<td>8247.29</td>
<td>48.70</td>
</tr>
<tr>
<td>Hawaii</td>
<td>12.02</td>
<td>22.03</td>
<td>2802</td>
<td>4291.08</td>
<td>7861.44</td>
<td>54.60</td>
</tr>
<tr>
<td>Iowa</td>
<td>131.47</td>
<td>277.09</td>
<td>34,419</td>
<td>3819.62</td>
<td>8050.58</td>
<td>47.40</td>
</tr>
<tr>
<td>Idaho</td>
<td>93.02</td>
<td>163.59</td>
<td>23,514</td>
<td>3956.12</td>
<td>6957.22</td>
<td>56.90</td>
</tr>
<tr>
<td>Illinois</td>
<td>361.17</td>
<td>706.39</td>
<td>81,960</td>
<td>4406.60</td>
<td>8618.73</td>
<td>51.10</td>
</tr>
<tr>
<td>Indiana</td>
<td>361.28</td>
<td>800.98</td>
<td>87,204</td>
<td>4142.93</td>
<td>9185.09</td>
<td>45.10</td>
</tr>
<tr>
<td>Kansas</td>
<td>193.40</td>
<td>310.85</td>
<td>39,992</td>
<td>4836.07</td>
<td>7772.78</td>
<td>62.20</td>
</tr>
<tr>
<td>Kentucky</td>
<td>215.53</td>
<td>306.93</td>
<td>50,147</td>
<td>4298.00</td>
<td>6120.69</td>
<td>70.20</td>
</tr>
<tr>
<td>Louisiana</td>
<td>204.21</td>
<td>423.83</td>
<td>55,726</td>
<td>3664.61</td>
<td>7605.54</td>
<td>48.20</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>210.91</td>
<td>267.24</td>
<td>42,609</td>
<td>4950.01</td>
<td>6272.03</td>
<td>78.90</td>
</tr>
<tr>
<td>Maryland</td>
<td>83.04</td>
<td>96.72</td>
<td>34,732</td>
<td>2390.89</td>
<td>2784.66</td>
<td>85.90</td>
</tr>
<tr>
<td>Maine</td>
<td>69.88</td>
<td>78.25</td>
<td>21,468</td>
<td>3255.23</td>
<td>3645.18</td>
<td>89.30</td>
</tr>
<tr>
<td>Michigan</td>
<td>311.32</td>
<td>389.73</td>
<td>70,173</td>
<td>4436.41</td>
<td>5553.81</td>
<td>79.90</td>
</tr>
<tr>
<td>Minnesota</td>
<td>191.90</td>
<td>279.98</td>
<td>47,410</td>
<td>4047.73</td>
<td>5905.41</td>
<td>68.50</td>
</tr>
<tr>
<td>Missouri</td>
<td>362.53</td>
<td>487.40</td>
<td>83,085</td>
<td>4363.33</td>
<td>5866.30</td>
<td>74.40</td>
</tr>
<tr>
<td>Mississippi</td>
<td>159.04</td>
<td>400.04</td>
<td>39,059</td>
<td>4071.72</td>
<td>10,241.97</td>
<td>39.80</td>
</tr>
<tr>
<td>Montana</td>
<td>54.19</td>
<td>86.78</td>
<td>14,106</td>
<td>3841.66</td>
<td>6151.89</td>
<td>62.40</td>
</tr>
<tr>
<td>North Carolina</td>
<td>503.97</td>
<td>886.27</td>
<td>126,344</td>
<td>3988.87</td>
<td>7014.74</td>
<td>56.90</td>
</tr>
<tr>
<td>North Dakota</td>
<td>36.87</td>
<td>43.36</td>
<td>9081</td>
<td>4060.13</td>
<td>4774.58</td>
<td>85.00</td>
</tr>
<tr>
<td>Nebraska</td>
<td>94.49</td>
<td>184.44</td>
<td>24,310</td>
<td>3886.98</td>
<td>7586.98</td>
<td>51.20</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>74.81</td>
<td>120.38</td>
<td>19,091</td>
<td>3918.49</td>
<td>6305.40</td>
<td>62.10</td>
</tr>
<tr>
<td>New Jersey</td>
<td>169.55</td>
<td>328.00</td>
<td>35,479</td>
<td>4778.93</td>
<td>9244.90</td>
<td>51.70</td>
</tr>
<tr>
<td>New Mexico</td>
<td>31.17</td>
<td>68.52</td>
<td>8883</td>
<td>3631.59</td>
<td>7983.19</td>
<td>45.50</td>
</tr>
<tr>
<td>Nevada</td>
<td>97.33</td>
<td>190.03</td>
<td>24,617</td>
<td>3953.67</td>
<td>7719.64</td>
<td>51.20</td>
</tr>
<tr>
<td>New York</td>
<td>364.09</td>
<td>395.74</td>
<td>72,186</td>
<td>5043.79</td>
<td>5482.21</td>
<td>92.00</td>
</tr>
<tr>
<td>Ohio</td>
<td>396.47</td>
<td>743.30</td>
<td>87,427</td>
<td>4534.88</td>
<td>8501.92</td>
<td>53.30</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>239.62</td>
<td>494.62</td>
<td>51,639</td>
<td>4640.38</td>
<td>9578.46</td>
<td>48.40</td>
</tr>
<tr>
<td>Oregon</td>
<td>180.39</td>
<td>280.10</td>
<td>38,328</td>
<td>4706.54</td>
<td>7307.94</td>
<td>64.40</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>383.17</td>
<td>736.78</td>
<td>85,334</td>
<td>4490.29</td>
<td>8634.05</td>
<td>52.00</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>15.94</td>
<td>16.37</td>
<td>3772</td>
<td>4225.09</td>
<td>4339.10</td>
<td>97.40</td>
</tr>
<tr>
<td>South Carolina</td>
<td>293.49</td>
<td>492.03</td>
<td>60,977</td>
<td>4813.14</td>
<td>8069.03</td>
<td>59.60</td>
</tr>
</tbody>
</table>
Table 5. State statistics for the proportion of the population identified as obese by the Behavioral Risk Factor Surveillance System by year.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Year</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD) proportions</td>
<td></td>
<td>27.95 (3.38)</td>
<td>28.65 (3.44)</td>
<td>29.23 (3.42)</td>
<td>29.28 (3.87)</td>
<td>29.78 (3.74)</td>
<td>30.59 (3.86)</td>
</tr>
<tr>
<td>Median proportions</td>
<td></td>
<td>27.60</td>
<td>29.40</td>
<td>29.60</td>
<td>29.83</td>
<td>29.92</td>
<td>31.30</td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td>14.2</td>
<td>13.8</td>
<td>14.6</td>
<td>16.0</td>
<td>15.39</td>
<td>15.42</td>
</tr>
<tr>
<td>Minimum</td>
<td></td>
<td>20.5</td>
<td>21.3</td>
<td>21.3</td>
<td>20.2</td>
<td>22.27</td>
<td>22.64</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
<td>34.7</td>
<td>35.1</td>
<td>35.9</td>
<td>36.2</td>
<td>37.66</td>
<td>38.06</td>
</tr>
<tr>
<td>Count</td>
<td></td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
</tr>
</tbody>
</table>

Descriptive Statistics: Categorical Data

Of the 13,769 hospital observations, 3,153 were rural and the remaining 10,616 were urban. Most hospital observations were classified as voluntary nonprofits (8,866, 64%), whereas proprietary corporations and government entities constituted 3,426 (25%) and 1,466 (11%), respectively. (11 hospital observations had no ownership specification). Most of the hospital observations (8,311, 60%) had no affiliation with medical schools. The vast majority of the observations were from short-term acute care hospitals (13,040, 95%) with nearly all of the remainder (678, 5%) associated with critical access hospitals.

Descriptive Statistics: Correlational Analysis

Hierarchical clustered correlational analysis revealed strong relationships among many of the quantitative variables. Payments and claims are (as to be expected) highly correlated ($r=0.9$). Most financial and workload metrics are highly correlated as well (eg, net patient revenue and the number of employees; $r=0.95$). Owing to the large sample size, nearly all correlations are statistically significant at the alpha=.05 level (see Figure 3). The matrix was produced using ggcorrplot [23]. The inclusion of obesity in this study is because of a correlational finding that the number of CPT 63 procedures appears to be influenced by state obesity rates at the aggregate level (Figure 4 [24]). The question, though, is whether this apparent correlation in the logs is sustained when other financial, geographic, technical, and temporal variables are considered.
**Exploratory Data Analysis: Feature Engineering and Transformations**

Although random forest regression models are scale invariant, traditional regression techniques such as stepwise, lasso, ridge, and elastic net are not [21]. Investigating transformations to achieve multivariate normality (assuming random-effects regression) is important to meet model assumptions. Furthermore, time series forecasting often benefits from these same techniques [16]. In addition, investigating additional features that might be generated from the existing ones through linear combinations and other methods often results in disentangling collinear variables and finding interesting relationships that might otherwise remain undiscovered.

A multivariate Box-Cox transformation was run using the `car` package in R [25] for all modeled quantitative variables simultaneously after these variables had been location adjusted to make the variables strictly positive, definite, and scale adjusted by dividing by the standard deviation. Multivariate Box-Cox seeks to find power transformations (values of $\lambda$ for each variable) that make the data multivariate normal enough for use in traditional linear models [26]. These transformations help alleviate the problem of collinearity and address multivariate normal assumptions of random-effects regression. The null hypothesis is that the proposed transformation generated through the transformation is a good fit. The alternative is that it is not a good fit. The proposed transformation was a vector of primarily natural logarithms (values near zero) with some exceptions. The likelihood ratio test resulted in a $P$ value >.99, indicating that the assumption of multivariate normality cannot be rejected. The actual vector of transformations follows: $\lambda = \{0.1, 0.3, 0.33, 0.38, 0.21, -0.07, 1.66, 0.76, -0.03, 0.55, 0.28, 0.17, 1.03, 1.04\}$ for $x = \{number$
of claims, number of staffed beds, number of discharges, ER visits, total surgeries, net patient revenue, net income, cash, total assets, total liabilities, affiliated physicians, employees, percent Medicare/Medicaid, obesity rate}, respectively.

Univariate histograms for the number of claims and obesity pre- and posttransformation are in Figure 5. The transformed graph of the number of claims shows some slight skew but is otherwise unremarkable. However, the graph of obesity rates is telling. Although the transformation fails to reject the assumption of multivariate normality, the obesity graph is bimodal. It is possible that linear-in-parameter models will not be able to correctly fit the importance of this variable, whereas tree-based models will find patterns.

Figure 5. The untransformed and transformed histograms of the number of claims and the obesity rate variables.

Geospatial Analysis Results: Zip Code Unit of Analysis

Geospatial heat map analysis of CPT 63 number of claims by year and parsed by zip code is shown in panels (Figure 6). The maximum scale is approximately 7000 claims for each diagram to allow for comparison across years. Multimedia Appendix 1 shows this analysis in video format.

In 2012, there was very little high-intensity activity (Houston and Dallas, Texas, primarily, with some activity in the Carolinas). The Eastern seaboard has activity, but it is not intense, and the Western seaboard has minimal activity, except near Seattle.

By 2013, the Eastern seaboard (particularly New Jersey) has increased in intensity, and the areas around Chicago and Salem, Oregon, are emerging as well. Houston and Dallas remain the most intense regions for the number of claims.

In 2014, the number of claims in Seattle and San Antonio, Texas, shifted these cities to high-intensity areas (some red visible). It must be noted that 3 of the 4 cities with visible red tint are in Texas (San Antonio, Dallas, and Houston).

The year 2015 saw increasing intensity in both the New Jersey area and Chicago, Illinois. These 2 areas joined Houston, Dallas, San Antonio, and Seattle as high-intensity claims areas. Despite their populations, neither California nor Florida experienced the claims intensity of Texas.

Houston, Dallas, San Antonio, Seattle, Longview (Texas), Oklahoma City, the New Jersey area, and St. Louis were the notable areas of high intensity in 2016. The California coast became more intense along with Salt Lake City.

By 2017, the Eastern seaboard intensified (New Jersey, Delaware, Pennsylvania, Virginia, and District of Columbia)
along with Phoenix, Arizona, and Atlanta, Georgia areas. The most intense areas remained Houston and Dallas. Overall, the maps may suggest small area variations in practice patterns [27]. Although California and Florida have large populations, none of their major population centers reached the high-intensity scale of major cities in Texas. Furthermore, the Eastern seaboard’s increasing intensity suggests that something has changed. The questions then become are these changes in demand forecastable and how might they be explained.

Figure 6. Geospatial analysis of all CPT 63 claims from 2012 through 2017.

Forecasting Results

Number of Claims

Being able to forecast demand is necessary for decision makers to investigate both supply- and demand-side interventions. To that end, HTS for state, census bureau region, and the nation using both ETS and ARIMA components were built on 2012-2015 training dataset and compared with the 2016-2017 test set using the hts package in R [16]. Bottom-up, top-down, middle-out, and combination approaches to this forecasting were analyzed.

The ETS models performed better on the test set in terms of both variance and bias as shown (Table 6), and the middle-out model performed better on all bias (mean error and mean percentage error) as well as variance (root mean squared error, mean absolute error, and mean absolute percentage error) metrics. The overall forecast from the ETS middle-out model for the unobserved years [2016, 2017] was [454,720.3, 482,049.9], whereas the actual overall claims were [464,323, 497,325], resulting in mean absolute percent error (MAPE) of [2.0%, 3.1%]. Table 7 illustrates the forecast and actual number of claims at the region-level hierarchy for the best performing model, whereas Table 8 provides the state-by-state forecasts.
The performance metrics of the various hierarchical models show that the exponential, trend, seasonality middle-out model performed best on the test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean error</th>
<th>Root mean squared error</th>
<th>Mean absolute error</th>
<th>Mean percent error (%)</th>
<th>Mean absolute percent error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETS-a-bottom up</td>
<td>860.42</td>
<td>2905.64</td>
<td>1371.81</td>
<td>3.16</td>
<td>10.71</td>
</tr>
<tr>
<td>ETS-top down</td>
<td>688.26</td>
<td>2423.58</td>
<td>1266.13</td>
<td>3.03</td>
<td>10.54</td>
</tr>
<tr>
<td>ETS-middle out</td>
<td>611.75</td>
<td>2256.70</td>
<td>1219.59</td>
<td>2.70</td>
<td>10.50</td>
</tr>
<tr>
<td>ETS-combination</td>
<td>682.27</td>
<td>2404.41</td>
<td>1235.04</td>
<td>2.25</td>
<td>9.56</td>
</tr>
<tr>
<td>ARIMA-b-bottom up</td>
<td>5732.63</td>
<td>16496.72</td>
<td>5762.20</td>
<td>24.93</td>
<td>26.65</td>
</tr>
<tr>
<td>ARIMA-top down</td>
<td>5214.61</td>
<td>14953.59</td>
<td>5312.37</td>
<td>23.26</td>
<td>25.66</td>
</tr>
<tr>
<td>ARIMA-middle out</td>
<td>4606.38</td>
<td>13420.78</td>
<td>4799.88</td>
<td>20.70</td>
<td>24.20</td>
</tr>
<tr>
<td>ARIMA-combination</td>
<td>5159.04</td>
<td>14782.37</td>
<td>5259.67</td>
<td>20.65</td>
<td>25.92</td>
</tr>
</tbody>
</table>

ETS: exponential, trend, seasonality.
ARIMA: autoregressive integrated moving average.

Region-level forecasts demonstrate small error. The average mean absolute percent error (MAPE) for (2016, 2017) was (3.4%, 6.2%), respectively.

<table>
<thead>
<tr>
<th>Region</th>
<th>2016 forecast</th>
<th>2016 actual</th>
<th>2017 forecast</th>
<th>2017 actual</th>
<th>MAPE 2016 (%)</th>
<th>MAPE 2017 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>East North Central</td>
<td>67,019</td>
<td>67,672</td>
<td>70,630</td>
<td>72,720</td>
<td>1.0</td>
<td>2.9</td>
</tr>
<tr>
<td>East South Central</td>
<td>42,765</td>
<td>42,747</td>
<td>44,477</td>
<td>47,107</td>
<td>0.0</td>
<td>5.6</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>35,044</td>
<td>37,532</td>
<td>38,309</td>
<td>42,860</td>
<td>6.6</td>
<td>10.6</td>
</tr>
<tr>
<td>Mountain</td>
<td>35,840</td>
<td>35,254</td>
<td>38,211</td>
<td>38,341</td>
<td>1.7</td>
<td>0.3</td>
</tr>
<tr>
<td>New England</td>
<td>17,763</td>
<td>19,476</td>
<td>17,763</td>
<td>20,733</td>
<td>8.8</td>
<td>14.3</td>
</tr>
<tr>
<td>Pacific</td>
<td>45,015</td>
<td>43,647</td>
<td>49,122</td>
<td>43,865</td>
<td>3.1</td>
<td>12.0</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>94,650</td>
<td>96,093</td>
<td>100,266</td>
<td>103,546</td>
<td>1.5</td>
<td>3.2</td>
</tr>
<tr>
<td>West North Central</td>
<td>45,653</td>
<td>46,550</td>
<td>48,075</td>
<td>48,600</td>
<td>1.9</td>
<td>1.1</td>
</tr>
<tr>
<td>West South Central</td>
<td>70,972</td>
<td>75,352</td>
<td>75,197</td>
<td>79,553</td>
<td>5.8</td>
<td>5.5</td>
</tr>
</tbody>
</table>
Table 8. Forecasts produced by the exponential, trend, seasonality middle-out model by state for 2016 and 2017 have an average mean absolute percent error (MAPE) of 10.1% and 13.2%, respectively.

<table>
<thead>
<tr>
<th>State</th>
<th>2016 forecast</th>
<th>2016 actual</th>
<th>2017 forecast</th>
<th>2017 actual</th>
<th>Mean absolute error 2016 (%)</th>
<th>Mean absolute error 2017 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaska</td>
<td>773</td>
<td>1,132</td>
<td>825</td>
<td>784</td>
<td>31.7</td>
<td>5.2</td>
</tr>
<tr>
<td>Alabama</td>
<td>13,709</td>
<td>14,029</td>
<td>14,658</td>
<td>15,697</td>
<td>2.3</td>
<td>6.6</td>
</tr>
<tr>
<td>Arkansas</td>
<td>6550</td>
<td>6193</td>
<td>7077</td>
<td>6150</td>
<td>5.8</td>
<td>15.1</td>
</tr>
<tr>
<td>Arizona</td>
<td>8450</td>
<td>7585</td>
<td>9438</td>
<td>9624</td>
<td>11.4</td>
<td>1.9</td>
</tr>
<tr>
<td>California</td>
<td>22,060</td>
<td>21,402</td>
<td>24,242</td>
<td>21,859</td>
<td>3.1</td>
<td>10.9</td>
</tr>
<tr>
<td>Colorado</td>
<td>7089</td>
<td>6736</td>
<td>7081</td>
<td>6512</td>
<td>5.2</td>
<td>8.7</td>
</tr>
<tr>
<td>Connecticut</td>
<td>2539</td>
<td>3103</td>
<td>2446</td>
<td>3289</td>
<td>18.2</td>
<td>25.6</td>
</tr>
<tr>
<td>Dist. of Columbia</td>
<td>1052</td>
<td>1015</td>
<td>1070</td>
<td>1041</td>
<td>3.6</td>
<td>2.8</td>
</tr>
<tr>
<td>Delaware</td>
<td>702</td>
<td>1129</td>
<td>683</td>
<td>1286</td>
<td>37.8</td>
<td>46.9</td>
</tr>
<tr>
<td>Florida</td>
<td>24,991</td>
<td>23,611</td>
<td>26,870</td>
<td>25,417</td>
<td>5.8</td>
<td>5.7</td>
</tr>
<tr>
<td>Georgia</td>
<td>15,324</td>
<td>14,293</td>
<td>16,372</td>
<td>14,093</td>
<td>7.2</td>
<td>16.2</td>
</tr>
<tr>
<td>Hawaii</td>
<td>369</td>
<td>451</td>
<td>370</td>
<td>527</td>
<td>18.2</td>
<td>29.8</td>
</tr>
<tr>
<td>Iowa</td>
<td>5613</td>
<td>5698</td>
<td>5624</td>
<td>6069</td>
<td>1.5</td>
<td>7.3</td>
</tr>
<tr>
<td>Idaho</td>
<td>3775</td>
<td>4755</td>
<td>3920</td>
<td>4793</td>
<td>20.6</td>
<td>18.2</td>
</tr>
<tr>
<td>Illinois</td>
<td>15,590</td>
<td>15,793</td>
<td>16,474</td>
<td>15,168</td>
<td>1.3</td>
<td>8.6</td>
</tr>
<tr>
<td>Indiana</td>
<td>14,839</td>
<td>14,839</td>
<td>14,850</td>
<td>14,648</td>
<td>0.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Kansas</td>
<td>6943</td>
<td>7792</td>
<td>7382</td>
<td>7969</td>
<td>10.9</td>
<td>7.4</td>
</tr>
<tr>
<td>Kentucky</td>
<td>8061</td>
<td>7805</td>
<td>8044</td>
<td>9239</td>
<td>3.3</td>
<td>12.9</td>
</tr>
<tr>
<td>Louisiana</td>
<td>10,682</td>
<td>9817</td>
<td>11,519</td>
<td>11,044</td>
<td>8.8</td>
<td>4.3</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>7251</td>
<td>8424</td>
<td>7533</td>
<td>9556</td>
<td>13.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Maryland</td>
<td>6196</td>
<td>6458</td>
<td>6475</td>
<td>6785</td>
<td>4.1</td>
<td>4.6</td>
</tr>
<tr>
<td>Maine</td>
<td>3532</td>
<td>3707</td>
<td>3402</td>
<td>3345</td>
<td>4.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Michigan</td>
<td>13,843</td>
<td>12,998</td>
<td>15,005</td>
<td>14,914</td>
<td>6.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Minnesota</td>
<td>10,768</td>
<td>9,499</td>
<td>12,317</td>
<td>9507</td>
<td>13.4</td>
<td>29.6</td>
</tr>
<tr>
<td>Missouri</td>
<td>13,157</td>
<td>14,155</td>
<td>13,181</td>
<td>15,378</td>
<td>7.1</td>
<td>14.3</td>
</tr>
<tr>
<td>Mississippi</td>
<td>6943</td>
<td>7562</td>
<td>7252</td>
<td>7301</td>
<td>8.2</td>
<td>0.7</td>
</tr>
<tr>
<td>Montana</td>
<td>2954</td>
<td>2638</td>
<td>3116</td>
<td>2108</td>
<td>12.0</td>
<td>47.8</td>
</tr>
<tr>
<td>North Carolina</td>
<td>21,173</td>
<td>22,429</td>
<td>21,527</td>
<td>24,314</td>
<td>5.6</td>
<td>11.5</td>
</tr>
<tr>
<td>North Dakota</td>
<td>1839</td>
<td>1672</td>
<td>2017</td>
<td>2013</td>
<td>10.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Nebraska</td>
<td>4437</td>
<td>4036</td>
<td>4576</td>
<td>4210</td>
<td>9.9</td>
<td>8.7</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>3000</td>
<td>3073</td>
<td>2890</td>
<td>3382</td>
<td>2.4</td>
<td>14.5</td>
</tr>
<tr>
<td>New Jersey</td>
<td>6643</td>
<td>7067</td>
<td>7102</td>
<td>6659</td>
<td>6.0</td>
<td>6.7</td>
</tr>
<tr>
<td>New Mexico</td>
<td>1351</td>
<td>1570</td>
<td>1350</td>
<td>1755</td>
<td>13.9</td>
<td>23.1</td>
</tr>
<tr>
<td>Nevada</td>
<td>5067</td>
<td>4497</td>
<td>5606</td>
<td>5320</td>
<td>12.7</td>
<td>5.4</td>
</tr>
<tr>
<td>New York</td>
<td>12,876</td>
<td>14,206</td>
<td>14,014</td>
<td>15,442</td>
<td>9.4</td>
<td>9.2</td>
</tr>
<tr>
<td>Ohio</td>
<td>15,944</td>
<td>16,977</td>
<td>17,075</td>
<td>19,643</td>
<td>6.1</td>
<td>13.1</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>9613</td>
<td>10,214</td>
<td>10,421</td>
<td>10,386</td>
<td>5.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Oregon</td>
<td>7875</td>
<td>7,111</td>
<td>8454</td>
<td>7574</td>
<td>10.7</td>
<td>11.6</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>15,524</td>
<td>16,259</td>
<td>17,193</td>
<td>20,759</td>
<td>4.5</td>
<td>17.2</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>841</td>
<td>695</td>
<td>914</td>
<td>750</td>
<td>21.0</td>
<td>21.9</td>
</tr>
<tr>
<td>South Carolina</td>
<td>11,050</td>
<td>10,921</td>
<td>11,858</td>
<td>13,494</td>
<td>1.2</td>
<td>12.1</td>
</tr>
</tbody>
</table>
HTS with the middle-out approach and ETS methods was refit on the entire dataset to generate forecasts. Figure 7 shows the regional forecasts for 2018 and 2019. The East North Central region of the country is likely to experience the largest growth in claims. The overall demand for 2018 and 2019 is forecasted to be (529,777, 562,023), which represents growth of 6.52% growth in the first year (from 497,325 procedures in 2017 to 529,777 in 2018) and 13.00% by 2019 (from 497,325 procedures in 2017 to 562,023 in 2019). At US $5000 average per claim (a simple linear model would suggest US $4910 in 2018 and US $5123 in 2019), the net increase in cost for 2018 would be US $162.2 million for 2018 and US $323.9 million for 2019. The next question becomes what explains the predicted growth of these claims other than possibly practice variation.

Figure 7. Regional forecasts generated by the hierarchical time series middle-out model with exponential, trend, seasonality components.

<table>
<thead>
<tr>
<th>State</th>
<th>2016 forecast</th>
<th>2016 actual</th>
<th>2017 forecast</th>
<th>2017 actual</th>
<th>Mean absolute error 2016 (%)</th>
<th>Mean absolute error 2017 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Dakota</td>
<td>2896</td>
<td>3698</td>
<td>2977</td>
<td>3454</td>
<td>21.7</td>
<td>13.8</td>
</tr>
<tr>
<td>Tennessee</td>
<td>14,052</td>
<td>13,351</td>
<td>14,523</td>
<td>14,870</td>
<td>5.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Texas</td>
<td>44,127</td>
<td>49,128</td>
<td>46,181</td>
<td>51,973</td>
<td>10.2</td>
<td>11.1</td>
</tr>
<tr>
<td>Utah</td>
<td>6220</td>
<td>6077</td>
<td>6765</td>
<td>6811</td>
<td>2.4</td>
<td>0.7</td>
</tr>
<tr>
<td>Virginia</td>
<td>10,543</td>
<td>12,143</td>
<td>11,731</td>
<td>12,020</td>
<td>13.2</td>
<td>2.4</td>
</tr>
<tr>
<td>Vermont</td>
<td>600</td>
<td>474</td>
<td>578</td>
<td>411</td>
<td>26.6</td>
<td>40.6</td>
</tr>
<tr>
<td>Washington</td>
<td>13,937</td>
<td>13,551</td>
<td>15,231</td>
<td>13,121</td>
<td>2.8</td>
<td>16.1</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>6803</td>
<td>7065</td>
<td>7227</td>
<td>8347</td>
<td>3.7</td>
<td>13.0</td>
</tr>
<tr>
<td>West Virginia</td>
<td>3619</td>
<td>4094</td>
<td>3680</td>
<td>5096</td>
<td>11.6</td>
<td>27.8</td>
</tr>
<tr>
<td>Wyoming</td>
<td>935</td>
<td>1396</td>
<td>934</td>
<td>1418</td>
<td>33.0</td>
<td>34.1</td>
</tr>
</tbody>
</table>

Explanatory Modeling Results
To investigate explanatory variables, several models were explored. Stepwise regression for the number of claims at the hospital level using the transformed variables and an 80% training set was successfully able to predict the number of claims on the withheld test set with some accuracy (adjusted $R^2=0.39$
on the training set and adjusted $R^2=0.38$ on the test set). This indicates that the sum of squared regression accounted for 38% of the variance of the sum of squared total on the test set. Payments and charges were excluded from the analysis as they are necessarily functions of claims. The variables evaluated were the number of staffed beds, discharges, surgeries, net patient revenue, net income, total assets, total liabilities, affiliated physicians, employees, percentage Medicare/Medicaid, state, year, urban/rural status, ownership, medical school status, and hospital type. Table 9 provides the remaining variables generated from the stepwise regression at the hospital unit of analysis. It should be noted that obesity did not remain in the final model.

Stepwise regression for the number of claims with data aggregated (mean) by state and by year (N=306 observations, 51 states/territories x 6 years) resulted in an impressive model using an 80% training set to predict a 20% withhold set. The adjusted $R^2$ was 0.87 on the training set and 0.77 on the test set after dropping insignificant variables from the analysis. The variables in this model included state, year, number of discharges, and total liabilities (a parsimonious model; Table 10). Again, there is no evidence that obesity rates are predictive of CPT 63 surgery in this model.

Lasso, ridge, and elastic net regression models were able to predict the unaggregated test set with some accuracy ($R^2=0.38, 0.37, 0.38$, respectively.) None of these penalty-weighted models improved upon the stepwise analysis significantly, although elastic net tied. Obesity was not retained in these models. For the aggregated set (state and year), the associated $R^2$ were 0.78, 0.75, and 0.78, respectively. The lasso and elastic net models were slightly superior to the stepwise regression model (Figure 5). The top 10 variables by effect size in the state-aggregated elastic net model are shown in Table 11. The effect size of obesity was near zero (0.0098). If one were to make a conclusion using traditional and constrained linear models, obesity would not be a factor for explaining the number of claims; however, random forests would prove otherwise.

Table 9. Variables below from the stepwise regression predicted a withhold set with adjusted $R^2=0.38$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sum of squares</th>
<th>Mean squared error</th>
<th>F value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staffed beds</td>
<td>95.78</td>
<td>95.78</td>
<td>2423.29 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Discharges</td>
<td>21.93</td>
<td>21.93</td>
<td>554.77 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ER visits</td>
<td>17.50</td>
<td>17.50</td>
<td>442.68 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Surgeries</td>
<td>41.15</td>
<td>41.15</td>
<td>1041.03 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Net patient revenue</td>
<td>5.57</td>
<td>5.57</td>
<td>140.99 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Net income</td>
<td>2.53</td>
<td>2.53</td>
<td>63.97 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total liabilities</td>
<td>4.45</td>
<td>4.45</td>
<td>112.70 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Affiliated physicians</td>
<td>0.24</td>
<td>0.24</td>
<td>6.08 (1)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Employees</td>
<td>6.28</td>
<td>6.28</td>
<td>158.78 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage Medicare/Medicaid</td>
<td>1.16</td>
<td>1.16</td>
<td>29.34 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>State</td>
<td>52.35</td>
<td>1.05</td>
<td>26.49 (50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year</td>
<td>8.09</td>
<td>1.62</td>
<td>40.91 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban rural status</td>
<td>1.99</td>
<td>1.99</td>
<td>50.43 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ownership</td>
<td>10.76</td>
<td>0.90</td>
<td>22.68 (12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical school affiliation</td>
<td>2.16</td>
<td>0.54</td>
<td>13.63 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hospital type</td>
<td>0.64</td>
<td>0.13</td>
<td>3.24 (5)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

Table 10. Variables in the analysis by state and by year.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sum of squares</th>
<th>Mean squared error</th>
<th>F value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>1.16</td>
<td>0.02</td>
<td>26.40 (50)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Year</td>
<td>0.17</td>
<td>0.03</td>
<td>39.16 (5)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Discharges</td>
<td>0.06</td>
<td>0.06</td>
<td>63.19 (1)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Net income</td>
<td>0.004</td>
<td>0.004</td>
<td>4.45 (1)</td>
<td>.04</td>
</tr>
<tr>
<td>Total liabilities</td>
<td>0.004</td>
<td>0.004</td>
<td>4.65 (1)</td>
<td>.03</td>
</tr>
</tbody>
</table>
Gradient-boosted random forests with hyperparameter tuning outperformed all models: stepwise, lasso, ridge, elastic net regression. On the unaggregated withhold set, a well-pruned model (depth 4) with 2000 epoch runs and a slow learning rate of 0.1 accounted for more than 78.5% of the variability ($R^2=0.79$) on the unobserved test set. Comparing this value with the approximately 38% variability accounted for in the other models suggests that the random forest model is superior. Figure 8 is a plot of the gain (the average improvement when the feature is used in a tree) for the top 5 items in the importance matrix, whereas Figure 9 is a plot of the cover (the average proportion of samples affected by splitting using this feature) for the top 5 items of the unaggregated model. These figures illustrate that obesity is one of the prominent features in both gain and cover of the unaggregated model.

**Figure 8.** Gain plot for the top 5 variables, unaggregated model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total assets</td>
<td>−1.539</td>
</tr>
<tr>
<td>Net patient revenue</td>
<td>−1.044</td>
</tr>
<tr>
<td>Number of staffed beds</td>
<td>0.212</td>
</tr>
<tr>
<td>Number of discharges</td>
<td>0.186</td>
</tr>
<tr>
<td>New Jersey</td>
<td>−0.178</td>
</tr>
<tr>
<td>Total surgeries</td>
<td>0.162</td>
</tr>
<tr>
<td>New York</td>
<td>−0.159</td>
</tr>
<tr>
<td>California</td>
<td>−0.145</td>
</tr>
<tr>
<td>Delaware</td>
<td>−0.143</td>
</tr>
<tr>
<td>Employees</td>
<td>−0.136</td>
</tr>
</tbody>
</table>
Despite the exceptional gains of the extreme gradient-boosted random forests on the unaggregated, hospital-level data, the application of hyperparameter-tuned models to the aggregated data (by state and year) yielded only nominal improvement over the constrained regression methods, possibly because of the smaller sample due to aggregation. A well-pruned model (depth=3) after 3000 epochs with a slow learning rate (0.1) achieved an $R^2$ of 0.80. The gain and cover graphs are shown in Figures 10 and 11, and obesity rate is the most important feature at the state-aggregated level.

Most importantly, the gradient-boosted random forests identified obesity as the second most important factor for gain at the hospital level and as the most important factor for both gain and cover at the state level of analysis. Furthermore, the gradient-boosted random forests performed better than any other model considered on a blinded test set.
Discussion

Principal Findings

In this analysis, we evaluated the location, magnitude, and reasons for the growth of CPT 63 back surgeries in the United States. The GIS heat map analysis shows large-scale growth, particularly in the Northeastern region of the United States, and sustained activity in Texas. The entirety of the Eastern seaboard has seen growth in these procedures, and the associated increased cost is estimated to be US $323.9 million by the end of 2019.

The principal findings of this study are described here. Each of the following results includes a discussion of significance and (if appropriate) policy:

1. The Northeastern seaboard is likely to see continued growth in CPT 63 procedures. The implication for states in this region is that they may see more unplanned expenditures on health care, affecting their budgets. Furthermore, cost controls and reduction of practice variation based on evidence will become more important.

2. The cost associated with these procedures is outstripping inflation and will likely result in national expenditures in the triple-digit billions. The federal government may need to evaluate its own evidence-based, best practice policies associated with funding of procedures that link selected interventions with outcomes and that reasonably limit reimbursement.

3. Interstate practice variation appears to be extreme. For example, large population centers in California have fewer claims than large population centers in Texas. States should also investigate intrastate variation.

4. Hierarchical forecasts suggest an increase in the number of claims of 6.5% for 2018 and 13% in 2019. The initial models were built on a blind test set and performed well. These types of forecasts are reasonably effective for claims analysis.

5. Explanatory regression models for nation-level claims data had only some success in internal predictions. These models excluded obesity as a predictor. Regression models were more successful at predicting aggregated state/year models, though. These traditional models should be abandoned in favor of random forests.

6. Extreme gradient-boosted random forest models were highly successful in predicting both hospital-level unit of analysis number of claims and aggregate-level claims on an unobserved test set. These models identified obesity as an important factor in estimating the number of claims. Furthermore, the use of these models underscores that even after multivariate transformations, nonlinear functions may exist in modeled data. Random forests unearthed patterns not visible to regression and constrained regression models.

Limitations

There are many limitations in this work. First, the algorithms used by Definitive Healthcare to extrapolate CMS data to all-payor data are not divulged. This omission is problematic for verification but understandable because of parochial concerns. Second, only ETS and ARIMA models were considered for the HTS fitting as these models are implemented in the R HTS package. There are an infinite number of models for forecasting, including random forest time series that might have performed better. Third, the explanatory variables are limited to those tracked by CMS and the BRFSS.
Conclusions

Hospital-based back surgeries are likely to increase dramatically over the next several years, yet the supply of neurosurgeons is constant. With that increase, the cost of the procedures (mostly borne by third-party payers) will increase as well. Practice variation appears to be prevalent across the country; however, obesity itself is a factor that must be considered as a significant influence. Policy interventions must be considered at many levels.

Clinical practice variation is something that may require intervention at the federal level. For example, a study in Scandinavia found significant differences among Norway, Sweden, and Denmark in the use of concomitant arthrodesis without any difference in treatment efficacy, increasing the cost without improving outcomes [28]. Controlling costs across states may require federal (and state) reimbursement interventions and incentives.

States should continue educational and financial interventions targeting obesity in adults and children. As the obesity epidemic continues to grow, the medical intervention costs are likely to grow accordingly. Furthermore, states should evaluate county-to-county practice variation as these variations often increase cost without improving quality [27].

Local interventions should consider the targeting of food deserts (urban areas where fresh, quality food is difficult to find) for eradication as well as educational interventions. Several studies have shown that the food environment is directly linked to obesity [29-31]. Eliminating or at least reducing the number of food deserts requires incentivizing grocery stores to populate areas where it may not be as lucrative because of poverty or demand.

Insurance companies themselves have a vested interest in both reducing obesity and controlling practice variation. Obesity is linked to numerous health disorders such as heart disease, type 2 diabetes, and bone and joint disease [32], any of which may result in additional costs to the health care system and insurer. Funding prevention efforts and establishing policies to reduce practice area variation are likely to benefit them as well as the population health over time.

Federal, state, and local policy makers need to address the increasing obesity epidemic and the likely associated increase in demand for back surgeries. The implications of not doing so are increased cost, questionable quality/cost trade-offs, and reduced access because of the small and steady number of available neurosurgeons. The fattening of America and the costs associated with it are likely to continue increasing otherwise.
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This video depicts heat maps for the number of claims from 2012 through 2017.
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Abstract
Over the next decade, one issue which will dominate sociotechnical studies in health informatics is the extent to which the promise of artificial intelligence in health care will be realized, along with the social and ethical issues which accompany it. A useful thought experiment is the application of the Turing test to user-facing artificial intelligence systems in health care (such as chatbots or conversational agents). In this paper I argue that many medical decisions require value judgements and the doctor-patient relationship requires empathy and understanding to arrive at a shared decision, often handling large areas of uncertainty and balancing competing risks. Arguably, medicine requires wisdom more than intelligence, artificial or otherwise. Artificial intelligence therefore needs to supplement rather than replace medical professionals, and identifying the complementary positioning of artificial intelligence in medical consultation is a key challenge for the future. In health care, artificial intelligence needs to pass the implementation game, not the imitation game.
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Over the last two decades, the concerns of digital health researchers interested in the social impact of the internet have evolved as the technology has matured and new tools have emerged. From a sociotechnical perspective, there were initial preoccupations with the impact of a new, uncontrolled form of mass communication, alongside concerns with the quality of unregulated online information and threats to professions, with medical professionals in particular fearing a loss of authority [1-3]. As Web2.0 developments took hold and the public became producers as well as consumers of health information, researchers began to identify the benefits of online peer-to-peer communication and the sharing of information in virtual communities, social media, and increasingly on health ratings sites [4-7]. With the mass uptake in smartphones, the subsequent rapid developments in mobile health, and the explosion in health apps, we are now exploring the value of low-cost, patient-centered interventions delivered directly to consumers [8,9]. In addition, we are also gaining a better understanding of the limitations and key issues in their implementation, such as nonadoption and abandonment [10]. As the number one journal in this field, the Journal of Medical Internet Research continues to reflect and illuminate all these debates.

For those of us studying the social science of digital technology in health and health care, one area of research is likely to dominate the next decade: the extent to which the promise of artificial intelligence (AI) in health care will be realized, and the social and ethical issues which accompany it [11-13]. Broadly speaking, we can identify two current strands in the use of AI in health care. Firstly, there are data-facing applications which use techniques such as machine learning and artificial neural networks to derive new knowledge from large datasets, such as improving diagnostic accuracy from scans and other images [14]. Secondly, there are user-facing applications and intelligent agents which interact with people...
in real-time, using inferences to provide advice or instruction based on probabilities which the tool can derive and improve over time, such as a chatbot substituting or complementing a health care consultation with a patient [15]. In this article I focus on the latter to consider the approaches of these chatbots, or “robot doctors,” to medical consultation, and specifically the extent to which these technologies will ever pass the celebrated Turing test.

Alan Turing, the British mathematician and theoretical computer scientist, is widely regarded as the founding father of AI. He proposed that for a machine to be considered intelligent it should provide responses to a blinded interrogation that are indistinguishable from those given by a human comparator [16]. In other words, the interrogator should not be able to tell whether the machine or the human was responding. If we extrapolate this thought experiment to current health care, we can pose the question of whether AI-based medical consultations (conversational agents and medical chatbots) will ever be considered intelligent by Turing’s standard. Of course, context is important, and if a patient is asking a simple factual question that requires a binary response, for example, then even current AI systems can mimic a human interlocutor with high accuracy. However, we know that medical consultations are complex [17], that many medical decisions require value judgements, and that the doctor-patient relationship requires empathy and understanding to arrive at a shared decision [18]. The practice of medicine is as much an art as a science, and patients may choose a path which is not necessarily the one that logic would determine. Even the pioneers of evidence-based medicine defined their normative approach as:

the conscientious and judicious use of current best evidence from clinical care research in the management of individual patients [19].

Conscience and the ability to weigh competing personal values are not strengths of AI. A key skill for medical professionals is the ability to deal with uncertainty alongside considering patients’ preferences. What doctors often need is wisdom rather than intelligence, and we are a long way away from a science of artificial wisdom.

It is doubtful whether AI will ever pass the Turing test for complex medical consultations, but this is to misunderstand the place of AI in future medical care. AI should complement rather than replace medical professionals. As various studies into the future of work have shown, automation in the workplace will not eliminate all human tasks [20]. Chatbot approaches have many potential benefits, including the potential to allow clinicians to have more time for delivering empathic and personalized care [15]. Perhaps, as a senior clinical informatics leader in the UK has suggested, “AI will allow doctors to be more human” [13]. However, as has been well established for many innovations in health care, especially digital ones, the key challenges for health systems seeking to harness the benefits of the technology are not just related to its effectiveness but also to the wider issues of its integration and implementation [10,12,21]. We need to understand how to integrate the tools and practices of AI within the work and culture of professionals and organizations, to investigate factors related to adoption, non-adoption, and abandonment [10,12], and investigate the work required to sustain innovation [22]. Factors which will influence the implementation of AI tools include those related to people, such as professional and public attitudes, trust, existing work practices, training needs, and the risks of deskilling and disempowerment; those related to the health system, such as leadership and management, the positioning of clinical responsibility and accountability, and the possibility of harm, alongside issues of regulation and service provision (including scalability and the possibility of providing two-tier services with or without AI); those related to the data, such as issues of data security, privacy, consent and ownership; and those related to the tool itself, such as transparency of the algorithm, issues of reliability and validity, and algorithmic bias [12,21,23]. To take an example, in an early study of an algorithm-based triage tool in primary care, we showed that physicians lacked trust in the ability of the machine to take clinical risks and worried about issues of governance and accountability, such that the sensitivity of the tool, in terms of the urgency of triage, was consistently set at a threshold which would increase urgent clinical workload rather than reduce it [24].

Identifying the complementary positioning of AI tools in health care in general, and in particular for their use in the medical consultation, is a key challenge for the future. We need to understand how to integrate the precision and power of AI tools and practices with the wisdom and empathy of the doctor-patient relationship. In health care, it is more important that artificial intelligence passes the implementation game rather than the imitation game.
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Abstract

Internet-augmented medicine has a strong role to play in ensuring that all populations benefit equally from discoveries in the biomedical sciences. Yet, data from the Centers for Disease Control and Prevention collected from 1999 to 2014 suggested that during the first phase of internet diffusion, progress against mortality has stalled, and in some cases, receded in rural areas that are traditionally underserved by medical and broadband resources. This problem of failing to extend the benefits of extant medical knowledge equitably to all populations regardless of geography can be framed as the “last mile problem in health care.” In theory, the internet should help solve the last mile problem by making the best knowledge in the world available to everyone worldwide at a low cost and no delay. In practice, the antiquated supply chains of industrial age medicine have been slow to yield to the accelerative forces of evolving internet capacity. This failure is exacerbated by the expanding digital divide, preventing residents of isolated, geographically distant communities from taking full advantage of the digital health revolution. The result, according to the Federal Communications Commission’s (FCC’s) Connect2Health Task Force, is the unanticipated emergence of “double burden counties,” ie, counties for which the mortality burden is high while broadband access is low. The good news is that a convergence of trends in internet-enabled health care is putting medicine within striking distance of solving the last mile problem both in the United States and globally. Specific trends to monitor over the next 25 years include (1) using community-driven approaches to bridge the digital divide, (2) addressing structural disconnects in care through P4 Medicine, (3) meeting patients at “point-of-need,” (4) ensuring that no one is left behind through population management, and (5) self-correcting cybernetically through the learning health care system.

Introduction

The internet has a strong role to play in ensuring that all populations benefit equally from discoveries in the biomedical sciences. To illustrate why this is the case, consider data from the US-based Centers for Disease Control and Prevention (CDC). In 2017, the CDC revealed that despite scientific progress on multiple fronts, certain portions of the population—especially those living in isolated, nonmetropolitan areas—were falling behind across seven of the leading causes of death in the country [1]. This backward regression in mortality outcomes is especially evident in the case of cancer. From 1980 to 2014, mortality data from the cancer registries revealed that while age-adjusted mortality rates were falling in urban and suburban areas (where access to medical services and communications infrastructure was prevalent), they were atrophying or even receding in rural areas of the country. New cancer hotspots began to emerge across the country nestled within the hollers of Appalachia, the bayous of the Mississippi Delta, and the vast geographic territories covered by Native American tribal lands [2,3]. The application of extant medical knowledge was impeded by the tyranny of distance. This is not just a US phenomenon. Meta-analyses from studies conducted worldwide have revealed that in the case of cancer, people living over 50 miles away from the nearest hospital tend to present with later stages of disease, experience unaddressed complications during treatment, experience lower quality of life, and fail to comply with prescribed pharmaceutical treatments [4].
Overcoming the limitations of an inadequate, industrial age supply chain for medical knowledge can be framed as the solving the “last mile problem” in health care. The good news, according to health services researcher Don Berwick, is that the rapid diffusion of internet technologies over the past two decades is beginning to put a solution to the last mile problem within our grasp. As he indicated in his testimony to the US President’s Cancer Panel, “There is now a worldwide collection of efforts, which is showing how much we can leverage knowledge through (health information technology) so that literally the best knowledge in the world can reach everyone in the world, at low cost, and at no delay.” [5]. This is the promise that those of us working at the intersection of medicine and the internet can help fulfill with vision and collaboration. The objective is worth our collective efforts. With respect to the evocative case of cancer, the American Cancer Society estimated that solving the access issue in oncology would improve mortality rates by approximately 22% per year [6].

From Telemedicine to Connected Health: The Last 25 Years

In its earliest days, the idea of reaching remote populations through electronic means—a concept embodied in the practice of telemedicine—seemed to be a hopeful, but often an impracticable, solution for solving the last mile problem. Video-conferencing capabilities were expensive and technologically challenging, electronic health record (EHR) systems were rare, and patients’ abilities to reach their clinical teams through electronic communication were practically nonexistent. The world’s medical knowledge was still locked up in the stacks of academic medical libraries, which were often nonexistent in rural settings and inaccessible to practitioners in low-resourced countries. Patients were generally precluded from accessing medical knowledge directly, because they lacked access to professional distribution channels and the material was written in a highly specialized medical language that was inaccessible to anyone without a medical education. These industrial-age dissemination channels forced reliance on highly trained clinical personnel as mediators of medical knowledge and awarded a premium to the elite medical schools as purveyors of evidence.

In the early 1990s, the US-based National Science Foundation (NSF) invested in a strategy that would overcome the limitations of geography in science by connecting the world’s knowledge resources through a hyperlinked lattice of documents, data, remote devices, and personal communications. Under the leadership of Donald Lindberg, the National Library of Medicine joined the NSF in its vision for accessible online knowledge by digitizing its holdings and making them available in its online bibliographic resource, MEDLINE. The objective of MEDLINE was to help remote practitioners overcome the limitations of underresourced libraries and to help all communities benefit from an up-to-date, comprehensive snapshot of the extant medical knowledge base. Soon afterward, legislative and regulatory bodies made a set of decisions that would open the internet to the general public. Public-facing search engines directed anyone with a computer and a modem to the same bibliographic databases being used by their doctors. Biomedical visionaries predicted that electronic health would soon take its place along with electronic commerce as the new distribution channel for medical knowledge in health generally [7-9] and cancer specifically [10,11].

As the internet matured, it entered the mainstream of commercial, civic, and social life with substantial repercussions throughout. Initial forays into electronic commerce stumbled, bringing about the dot.com implosion at the beginning of the millennium, but as companies returned to the first principles, the practice flourished. In medicine, demand seemed to precede supply as patients flocked to the Web first, even before visiting their doctors, in search of reliable guidance on how to care for themselves or their families [12]. Patients’ online reconnaissance was not always appreciated by the medical establishment, which had been resisting the digitization of its own internal processes. In the absence of receptivity from the medical establishment, patients found each other online, exchanging insights through bulletin boards, chat rooms, and eventually social media. “Health 2.0” took on the form of a grassroots effort to encourage greater acceptance of engagement and innovation by patients across the supply chain [13]. In the United States, it would (literally) take an act of Congress to create the incentives for hospital systems and individual physicians to move from paper-based records to EHRs [14]. Even then, the early functionality of these EHRs would be oriented primarily toward billing and coding purposes. They were not designed with the appropriate human factors expertise to ease pressures on workflow [15] or to empower patients [16].

Now, 10 years after passage of the Health Information Technology for Economic and Clinical Health Act [17] in the United States, the conditions appear to be in place for substantial innovation to improve the medical knowledge supply chain. Adoption of EHRs in medicine has reached an all-time high, with 96% of nonfederal acute care hospitals and 86% of office-based physicians attesting to the meaningful use of health information technology [18]. Usability and safety issues are no longer swept under the table but have taken on a more centralized role in contemporary legislation [19]. Access to smartphone technology skyrocketed after the introduction of the iPhone in 2007, giving patients always-on, always-present access to the functionality of internet-based channels [20]. The wearable device and medical sensor markets have also been growing, giving medical entrepreneurs an opportunity to extend care more seamlessly into the home. The recent entry of a major device and software manufacturer into the personal health record market prompted the US General Accounting Office to declare that the market around consumer engagement in medicine may have finally reached a tipping point.

Solving the Last Mile Problem: The Next 25 Years

Despite a tortuous path in bringing medicine into the dawn of the digital age, the conditions are now in place to make exponential progress in solving the last mile problem in health care. The following are some of the areas worthy of emphasis and continued monitoring over the next 25 years:

http://www.jmir.org/2019/10/e16385/
Using Community-Driven Approaches to Bridge the Digital Divide

In the United States, the FCC’s Connect2Health Task Force has been monitoring the extent to which broadband capacity is available throughout the country to support the digitization of health care. Paradoxically, many of the same rural counties experiencing a decline in progress against the biggest threats to mortality according to the CDC are also falling outside the reach of reliable broadband coverage. These counties are experiencing a dual burden: The mortality burden from chronic disease is higher in these counties than in their metropolitan counterparts, while the infrastructure to reach these patients through community hospitals or, now telemedicine, is dwindling. In 2017, the FCC and the National Cancer Institute initiated a broadband pilot program in rural Appalachia called “Linking and Amplifying User-Centered Networks through Connected Health,” or LAUNCH. The program is using expertise from the Design Lab at the University of California San Diego; expertise for value-based partnerships from Amgen; oncology expertise from the Markey Cancer Center in Lexington, Kentucky; and channeled expertise from industry leaders to create a platform for community-driven development on top of an extended platform for connected services through broadband [21].

Addressing Structural Disconnects in Care Through P4 Medicine

Twentieth century medicine bore the hallmarks of the industrial age, with one-size-fits-all solutions dominating the marketplace as blockbuster products and fee-for-service treatment centers offering the promise of indemnified cures, or repairs, after symptoms became too bothersome to ignore. The trouble was that these solutions, which were reactionary in nature and delivered too late in the disease process to prevent irreparable damage, were insufficient to cope with the deluge of noncommunicable diseases projected to drain the coffers of social support systems internationally. Leaders in medicine have called for a new approach, one enabled by the 21st century internet technologies. The new approach must be predictive, using cutting edge analytics to forecast risk; preemptive, utilizing prevention and early detection formulae to act upon those risk profiles before damage occurs; personalized, tailoring treatments to patients’ risk and preference profiles to create solutions that are both efficacious and value congruent; and participative, embracing the collaborative capacity of internet platforms to support patient engagement, community improvement, and citizen science [22]. To enable this new brand of medicine (referred to by some as “P4 Medicine”), health system engineers must focus on eliminating the disconnects in care that have otherwise derailed efficacious, empowered action across care teams inclusive of patients and their caregivers [23]. Just as FedEx and Amazon dominated the marketplace by ensuring custodial responsibility across the consumer fulfillment supply chain, new leaders in biomedicine will be those who eliminate the structural disconnects in care to ensure custodial support for covered lives across the interconnected supply chains delivering preemptive and participative care.

Meeting Patients at the Point of Need

Just as internet-supported medicine can be mobilized to solve the last mile problem in terms of geography, data suggest that it can also be used to solve access issues as imposed by temporal constraints. Twentieth century medicine was dominated by the office visit or hospital stay, the clinical equivalent of bricks-and-mortar service delivery. The problem is that most patients’ health decisions occur outside of the clinical context [24]. NCI-funded clinical trials have already demonstrated just how effective the use of asynchronously collected patient-reported outcomes can be in helping cancer patients stave off the unanticipated side effects of treatment while reducing costs from preventable hospitalizations or controllable symptomologies. New efforts are underway within the biomedical technology sector to create the next generation of biologic sensors that can be used to place an electronic safety net around patients when they are away from the clinic. Usability engineers are designing more patient-centric ways for patients to ask questions and manage their care asynchronously while on travel or at home. Advanced medical sensors are being developed using nanotechnology (eg, microneedle sensors) to reduce the obtrusiveness of physiologic monitoring, while connected smart devices in the home are being engineered to detect deviations in air quality, falls, or complications from treatment passively and unobtrusively [25,26]. Tracking and understanding how these internet-connected devices can be used to support better patient outcomes through ongoing support outside of the home, while protecting privacy and safety, was a priority embedded within the 21st Century Cures Act passed in 2016 [27]. Further integrating the data from these devices into a supportive platform for personal care management and remote clinical monitoring without overwhelming the health care system will be the human factors challenge for the next 25 years.

Ensuring That Nobody is Left Behind Through Population Management

When meaningful use requirements were first articulated for the incentives intended to spur adoption of Health Information Technology in the United States in 2009, one essential policy lever was included that pointed to a dramatic restructuring of the way medical care is delivered. The lever was population health management. Its purpose was to provide health insurers and health care providers the ability to go beyond individual patient management to a level of proactively managing the health and welfare of all patients within a specific practice, or to ensure that all patients are served equitably within the population of a health care plans’ members. Dr Nirav Shah, who was the Vice President for Kaiser Permanente in Southern California, delivered a poignant example of successful population health management in testimony to the President’s Cancer Panel in the spring of 2015. In his example, Kaiser used the tracking capacity of its mature EHR system to monitor patients’ recommended eligibility for age-risk-based cancer screening. Office staff proactively followed prompts from the system to ensure that everyone on the list had been contacted with a recommendation for the screening. Results showed a 6-fold increase in mammogram testing, a 6-fold increase in cervical cancer testing, and a 10-fold increase in colorectal
cancer testing. External reviews revealed an absence of disparate outcomes for the screening exercise; the approach benefitted all population with the membership equitably [5].

Self-Correcting Cybernetically Through the Learning Health Care System

The other quantum leap forward enabled by connective technology is the premise that data volunteered by patients and harvested from administrative systems can be used to improve the performance of health care. Many of the largest consumer-facing electronics systems routinely request consent to gather data on reported system errors to improve the fidelity of their products in the field. In the era of internet-connected things, usage data from passive sensors can be used to adjust load levels at the community level, while data from personal voice assistants can be fed into machine-learning algorithms to improve sensitivity and performance of automated services. PatientsLikeMe.com, billed as the world’s largest personalized health network, helped spark a revolution in biomedicine by bringing citizen science to bear on the development and postmarket monitoring of life-saving therapeutics. The National Institutes of Health plunged into this revolution as it launched the All of Us initiative, a program designed to bring volunteered data from a million-patient cohort directly into the discovery engines of biomedicine. Taken together, these emerging capacities provide an early vision for how patients, providers, and scientists can participate together to realize what the National Academy of Medicine has referred to as a true Learning Healthcare System [28-30].

Conclusion and Caveat

Data from the CDC offer a poignant reminder to the limits of industrial age medicine. Traditional supply chains are slow, expensive, and restrictive in their abilities to translate the benefits of hard-won medical knowledge equitably to all patients, regardless of where they live or what time constraints govern their days. As a result, broad swaths of the world’s population are being left behind, receiving neither the benefits of evidence-based knowledge nor the opportunity to participate equitably in the discovery of tomorrow’s cures. This is the last mile problem in medicine. A new paradigm, enabled by internet technology, brings hope that medicine can work collectively to solve the last mile problem over the next 25 years.

This hope, however, comes with a caveat. The same conditions that gave patients direct access to the scientific literature otherwise sequestered in the world’s most prestigious libraries, have also given rise to a social milieu in which medical misinformation can spread as quickly as medical fact [31]. Similarly, the same technology that allows for precision cataloging of a patient’s personal genome to be considered in tandem with biologic data from implanted sensors or contextual data from wearable device is rapidly creating an explosion of data, which, if left untethered, may prove to be paralyzing to decision makers [32]. Hard work will be needed to track the unanticipated consequences of exponential disruption in the medical space and then use the best principles of human-centered design to address them directly for the benefit of patient outcomes and public health. I am heartened to know that at that point, we will be able to read about the fruits of this labor in the publications of the Journal of Medical Internet Research.
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Abstract

The internet holds the potential promise of improved patient outcomes, especially when one is faced with a critical or life-threatening disease or condition. Appropriate and timely access to health information can support informed negotiation of optimal treatments, optimal management, and expedited recovery, and to an improved outcome for a patient. However, there are many human and technical barriers that may prevent the application of the best possible information for both patient and provider alike, making the patient journey complex and potentially dangerous. In this viewpoint paper, the author (who is also a JMIR editor) reflects on a personal patient journey, where use of the internet facilitated a means of reaching a good patient outcome in the face of a variety of informational and organizational limitations and gaps. This journey illustrates the importance of human-related factors affecting access to health information. The application of a range of internet information resources at critical points can result in a positive patient outcome, as this case illustrates. This paper reflects on how the experience highlights several information needs and concerns. It also highlights the need for improved access to appropriate health information along the patient journey that can support patient and provider joint decision-making. This access to information can make the difference between positive clinical outcomes and death, illustrating how health information on the internet can be both critical and life saving.

(J Med Internet Res 2019;21(10):e16690) doi:10.2196/16690
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Introduction

The Journal of Medical Internet Research (JMIR) is now celebrating its 20th anniversary and has become a leading journal in the area of health informatics and digital health, particularly in the area of using the internet to provide health information to health care providers, patients, and average citizens alike. The importance of the focus of the journal (and its sister JMIR journals) cannot be overstated, which I especially recognize due to a recent health experience that I would like to relate in this viewpoint paper. I believe it has deep meaning for me, but I also believe that it has implications for the health care system and patient interactions with it. My case will hopefully highlight some of the issues related to availability of information for patients, access to the best possible information, and how that information needs to be used and acted on to lead to the best possible patient health outcomes. In this story, the central theme is the need for access to relevant health information on the internet and translating that information into the best possible care.

My Patient Journey

I am the editor-in-chief of JMIR Human Factors, a health informatics specialist (working both in academia and in industry in Canada and worldwide) and have been working in the field for over 25 years, but had never been on the other side of the health care system as a patient. This all changed dramatically...
for me in the fall of 2017 when I was diagnosed with advanced stage tongue cancer. The cancer had been missed in the preceding summer by two dentists (my condition was attributed to other, more minor problems, as it was judged unlikely to be cancer because I had none of the risk factors). By the time I reached my general practitioner, I had realized there was something more serious behind my symptoms and I entered the waiting phase (approximately a month at that point) to see an ear, nose, and throat (ENT) specialist on what was supposed to be an urgent visit. While waiting for this appointment I began using the internet to explore the possible causes of my problem, as my symptoms worsened rapidly. After waiting several weeks to see the specialist in my local area, the problem had become exacerbated. At that time, I was told I had a tumor and would require a biopsy and imaging results before I could proceed to treatment (which took several additional weeks in total to get). This was shocking news for me, but it was nowhere near as shocking as when a few weeks later the same ENT surgeon told me that the tumor was too large to operate on. As a result, I would not be receiving life-saving surgery and as a consequence I was now considered to be palliative, with a very slim statistical chance of surviving past two years.

Fortunately, my wife (an accomplished health informatician and also editor-in-chief of JMIR Nursing) decided to apply her knowledge and skill in searching the internet to examine the possible causes of my problem, and had been conducted for patient cases very similar to mine (and reported on in the literature of peer reviewed articles). Indeed, a search of the American and Canadian cancer society websites also indicated that there was hope and that my survival chances should have been at least double what I was initially told. Through careful search of the leading articles on PubMed, we were able to locate a hospital where I would have the best chances of being cured. Coincidentally, the hospital was in New York, was a major international center, and turned out to be the part of the same organization where I had worked as an adjunct professor as far back as 2001. At that point I contacted my colleagues in New York, and within three days I was able to get an appointment with one of the top surgeons in the world and I was able to have life-saving surgery only a week later. This surgery consisted of a glossectomy and neck dissection, followed by a tongue reconstruction using leg muscle. From my first visit we discussed treatment options and I felt very comfortable, especially as all that I was told by the specialist in New York was consistent with the latest evidence available over the internet and on Medline (his group had actually generated much of the seminal research publications in the area). I was able to receive the completely successful surgery, but I did require months of recovery, follow-up radiation and chemotherapy, which I received once back in Canada.

When I returned to Canada, the focus of my attention shifted from a curative focus to how to recover from extensive surgery, chemotherapy, and radiation to regain my ability to eat and speak. Here my wife and I accessed further articles from PubMed, explored blogs and postings on YouTube and Pinterest, and posts by patients who had undergone similar treatment and therapy. This hugely helped in not only giving me realistic expectations regarding recovery (which I could not fully get from health professionals alone) but also in sharing strategies and tips for the road to full recovery. Once again, the internet became a big part of my patient journey.

I am now two years cancer free and resumed all the activities I undertook before becoming ill. Much of what happened, and how I was able to turn around what appeared to be a bleak situation, I can attribute to my friends and colleagues who helped me get the relevant information from the internet that helped with decision making about my health and well-being.

Implications

Over the past two years I have reflected on what I have learned from this experience (as this is something I have been trained to do). My experience pointed to a variety of information gaps, issues from my human perspective, and the need for accessible, credible, and evidence-based information. Putting a human factors lens to my story, I have tried to extrapolate several lessons from my patient journey and from that of other patients I encountered during this period:

- A need for accessible information for patients on the internet (accessing this information was life saving for me) [1].
- A need for knowledge about how to access the right information. This is the advantage I had of being a specialist, but it should be made more accessible through improved user interfaces for those who do not have a background in health care [2].
- A need for access to the best possible care and treatment plans, and the ability to identify the most appropriate and best physicians available. Here the internet was what led me to locate a surgeon capable of turning my situation around [3].
- Improved electronic health (eHealth) literacy, to help in integrating technological skills with patient reasoning about critical health conditions [4,5].
- A need for credible, up to date, and substantiated evidence-based information from anywhere in the world [6].
- A need for new systems and technologies to speed up wait time and diagnosis, and to obtain second opinions (eg, easily accessible virtual second opinion systems) [7].
- A need for patients to be more informed about choices and statistics, including the meaning of survival curves in relation to different treatment options [2].
- A need for patients to be able to critique different treatment options and be provided independent advocacy and support in doing so [2].
- A need for patient education about how to select reliable and reputable information sources, requiring that information from YouTube and other such sources be curated or vetted to be up to date and useful for patient decision making [8].
- A need for integration of information and expertise, whether physical or technological (eg, a virtual tumor discussion board would have been helpful in my case) [9].
• A need for information about, and access to, life-saving treatment methods that may not be available in a patient’s local area [7].

• A need for patients to continue to provide support and advice to other patients over the internet using social media and virtual communities [3].

In conclusion, I feel my story and patient journey highlight the need for usable and useful interfaces that allow the public to access the right health information, resources, specialists, and treatment in a timely manner. Reflecting on my experience, the role of eHealth and consumer informatics for ensuring evidence-based patient choice cannot be overstated. Indeed, my patient journey highlights the need for evidence-based patient choice, which has the requirements that:

objective, unbiased information must be made available to the patient, and the patient must have the power and opportunity to choose [10].

However, the information used to support shared decision-making between the patient and provider must be of high quality. Only with timely access to the most appropriate information, along with the opportunity to select an appropriate decision path based on that information, can patients become truly empowered [11]. In line with the effort to improve the quality, access, and use of health information, I am proud and honored to be involved as an editor with JMIR, the leading journal for promoting the dissemination of scientific and evidence-based studies, methods, and approaches to improving health for patients like myself. And yes, health information on the internet can literally save your life, a message that has really resonated with me over the past two years.
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Abstract

Brain-machine interfaces hold promise for the restoration of sensory and motor function and the treatment of neurological disorders, but clinical brain-machine interfaces have not yet been widely adopted, in part, because modest channel counts have limited their potential. In this white paper, we describe Neuralink’s first steps toward a scalable high-bandwidth brain-machine interface system. We have built arrays of small and flexible electrode “threads,” with as many as 3072 electrodes per array distributed across 96 threads. We have also built a neurosurgical robot capable of inserting six threads (192 electrodes) per minute. Each thread can be individually inserted into the brain with micron precision for avoidance of surface vasculature and targeting specific brain regions. The electrode array is packaged into a small implantable device that contains custom chips for low-power on-board amplification and digitization: The package for 3072 channels occupies less than $23 \times 18.5 \times 2$ mm$^3$. A single USB-C cable provides full-bandwidth data streaming from the device, recording from all channels simultaneously. This system has achieved a spiking yield of up to 70% in chronically implanted electrodes. Neuralink’s approach to brain-machine interface has unprecedented packaging density and scalability in a clinically relevant package.

(J Med Internet Res 2019;21(10):e16194) doi:10.2196/16194
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Introduction

Brain-machine interfaces have the potential to help people with a wide range of clinical disorders. For example, researchers have demonstrated human neuroprosthetic control of computer cursors [1-3], robotic limbs [4,5], and speech synthesizers [6] by using no more than 256 electrodes. Although these successes suggest that high-fidelity information transfer between brains and machines is possible, development of brain-machine interface has been critically limited by the inability to record from large numbers of neurons. Noninvasive approaches can record the average of millions of neurons through the skull, but this signal is distorted and nonspecific [7,8]. Invasive electrodes placed on the surface of the cortex can record useful signals, but they are limited in that they average the activity of thousands of neurons and cannot record signals deep in the brain [9]. Most brain-machine interfaces have used invasive techniques, because the most precise readout of neural representations requires
recording single action potentials from neurons in distributed, functionally linked ensembles [10].

Microelectrodes are the gold-standard technology for recording action potentials, but there is no clinically translatable microelectrode technology for large-scale recordings [11]. This would require a system with material properties that provide high biocompatibility, safety, and longevity. Moreover, this device would also need a practical surgical approach and high-density, low-power electronics to ultimately facilitate fully implanted wireless operation.

Most devices for long-term neural recording are arrays of electrodes made from rigid metals or semiconductors [12-18]. Although rigid metal arrays facilitate penetrating the brain, the size, Young modulus, and bending stiffness mismatches between stiff probes and brain tissue can drive immune responses that limit the function and longevity of these devices [19,11]. Furthermore, the fixed geometry of these arrays constrains the populations of neurons that can be accessed, especially due to the presence of vasculature.

An alternative approach is to use thin, flexible multielectrode polymer probes [20,21]. The smaller size and increased flexibility of these probes should offer greater biocompatibility. However, a drawback of this approach is that thin polymer probes are not stiff enough to directly insert into the brain; their insertion must be facilitated by stiffeners [22,21], injection [23,24], or other approaches [25], all of which are quite slow [26,27]. To satisfy the functional requirements for a high-bandwidth brain-machine interface, while taking advantage of the properties of thin-film devices, we developed a robotic approach, where large numbers of fine and flexible polymer probes are efficiently and independently inserted across multiple brain regions [28].

Here, we report Neuralink’s progress toward a flexible, scalable brain-machine interface that increases channel count by an order of magnitude over prior work. Our system has three main components: ultra-fine polymer probes, a neurosurgical robot, and custom high-density electronics (all of which are described below). We demonstrate the rapid implantation of 96 polymer threads, each thread with 32 electrodes, yielding a total of 3072 electrodes.

We have developed miniaturized custom electronics that allow us to stream full bandwidth electrophysiology data simultaneously from all these electrodes (described below). We packaged this system for long-term implantation and developed custom online spike-detection software that can detect action potentials with low latency. Together, this system serves as a state-of-the-art research platform and the first prototype toward a fully implantable human brain-machine interface.

We developed a custom process to fabricate minimally displacive neural probes that employ a variety of biocompatible thin film materials. The main substrate and dielectric used in these probes is polyimide, which encapsulates a gold thin film trace. Each thin film array is composed of a “thread” area that features electrode contacts and traces and a “sensor” area where the thin film interfaces with custom chips that enable signal amplification and acquisition. A wafer-level microfabrication process enables high-throughput manufacturing of these devices. Ten thin film devices are patterned on a wafer, each with 3072 electrode contacts.

Each array has 48 or 96 threads, each of which contain 32 independent electrodes. Integrated chips are bonded to the contacts on the sensor area of the thin film using a flip-chip bonding process. One goal of this approach is to maintain a small thread cross-sectional area to minimize tissue displacement in the brain. To achieve this, while keeping the channel count high, stepper lithography and other microfabrication techniques are used to form the metal film at submicron resolution.

We have designed and manufactured over 20 different thread and electrode types into our arrays; two example designs are shown in Figure 1A and B. Probes are designed either with the reference electrodes on separate threads or on the same threads as the recording electrodes (referred to as “on-probe references”). We have fabricated threads ranging from 5 µm to 50 μm in width that incorporate recording sites of several geometries (Figure 1). Thread thickness is nominally 4–6 μm, which includes up to three layers of insulation and two layers of conductor. Typical thread length is approximately 20 mm. To manage these long, thin threads prior to insertion, parylene-c is deposited onto the threads to form a film on which the threads remain attached until the surgical robot pulls them off. Each thread ends in a 16×50 µm² loop to accommodate needle threading.

Since the individual gold electrode sites have small geometric surface areas (Figure 1C), we use surface modifications to lower the impedance for electrophysiology and increase the effective charge-carrying capacity of the interface (Figure 1D). Two such treatments that we have used are the electrically conductive polymer poly-ethylenedioxythiophene doped with polystyrene sulfonate (PEDOT:PSS) [29,30] and iridium oxide (IrOx) [31,32]. In benchtop testing, we have achieved impedances of 36.97 (SD 4.68) kΩ (n=257 electrodes) and 56.46 (SD 7.10) kΩ (n=588) for PEDOT:PSS and IrOx, respectively. The lower impedance of PEDOT:PSS is promising; however, the long-term stability and biocompatibility of PEDOT:PSS are less well established than those for IrOx. These techniques and processes can be improved and further extended to other types of conductive electrode materials and coatings.
**Figure 1.** Our novel polymer probes. (A) “Linear Edge” probes, with 32 electrode contacts spaced by 50 μm. (B) “Tree” probes with 32 electrode contacts spaced by 75 μm. (C) Increased magnification of individual electrodes for the thread design in panel A, emphasizing their small geometric surface area. (D) Distribution of electrode impedances (measured at 1 kHz) for two surface treatments: PEDOT (n=257) and IrOx (n=588). IrOx: iridium oxide; PEDOT: poly-ethylenedioxythiophene; PCB: printed circuit board.

To keep the electronics package small, a novel alignment and flip-chip bonding process was developed. Multilevel gold stud bumps are placed throughout the printed circuit board (PCB) to act as alignment guides and temporary holders for the thin film. A custom shuttle is used to handle, align, and place the thin film on the PCB such that holes in the thin film slide around the stud bumps. The thin film is secured into place by applying force to the gold stud bumps, which flattens them into rivets. Next, the integrated chips are bonded directly to both contacts on the sensor area of the thin film and pads on the PCB by using standard flip-chip bonding processes. A custom silicon shuttle is used to vacuum pick-up rows of 40-50 capacitors and bond a total of 192 capacitors onto the PCB. This alignment and bonding process was key to creating a package containing 3072 channels in a 23×18.5 mm² footprint.

**Robot**

Thin-film polymers have previously been used for electrode probes [21], but their low bending stiffness complicates insertions. Neuralink has developed a robotic insertion approach for inserting flexible probes [28], allowing rapid and reliable insertion of large numbers of polymer probes targeted to avoid vasculature and record from dispersed brain regions. The robot’s insertion head is mounted on a globally accurate, 400×400×150 mm travel, 10-μm three-axis stage and holds a small, quick-swappable “needle-pincer” assembly (Figures 2 and 3A).

The needle is milled from 40-μm diameter tungsten-rhenium wire-stock electrochemically etched to 24-μm diameter along the inserted length (Figure 2A). The tip of the needle is designed both to hook onto insertion loops—for transporting and inserting individual threads—and to penetrate the meninges and brain tissue. The needle is driven by a linear motor, allowing variable insertion speeds and rapid retraction acceleration (up to 30,000 mm/s²) to encourage separation of the probe from the needle. The pincher is a 50-μm tungsten wire bent at the tip and driven both axially and rotationally (Figure 2B). It serves as a support for probes during transport and as a guide to ensure that threads are inserted along the needle path. Figure 3 shows a sequence of photographs of the insertion process into an agarose brain proxy.
Figure 2. Needle pincher cartridge compared with a penny for scale. (A) Needle. (B) Pincher. (C) Cartridge.
**Figure 3.** Insertion process into an agarose brain proxy. (1) The inserter approaches the brain proxy with a thread. (i) needle and cannula. (ii) Previously inserted thread. (2) Inserter touches down on the brain proxy surface. (3) Needle penetrates tissue proxy, advancing the thread to the desired depth. (iii) Inserting thread. (4) Inserter pulls away, leaving the thread behind in the tissue proxy. (iv) Inserted thread.

The inserter head also holds an imaging stack (Figure 4E-G) used for guiding the needle into the thread loop, insertion targeting, live insertion viewing, and insertion verification. In addition, the inserter head contains six independent light modules, each capable of independently illuminating with 405 nm, 525 nm, and 650 nm or white light (Figure 4C). The 405-nm illumination excites fluorescence from polyimide and allows the optical stack and computer vision to reliably localize the 16×50 μm² thread loop and execute submicron visual servoing to guide, while illuminated by 650 nm light, the needle through it. Stereoscopic cameras, software-based monocular extended depth-of-field calculations, and illumination with 525 nm light allow for precise estimation of the location of the cortical surface.
Figure 4. The robotic electrode inserter; enlarged view of the inserter-head shown in the inset. (A) Loaded needle pincher cartridge. (B) Low-force contact brain position sensor. (C) Light modules with multiple independent wavelengths. (D) Needle motor. (E) One of four cameras focused on the needle during insertion. (F) Camera with wide angle view of the surgical field. (G) Stereoscopic cameras.

The robot registers insertion sites to a common coordinate frame with landmarks on the skull, which, when combined with depth tracking, enables precise targeting of anatomically defined brain structures. An integrated custom software suite allows preselection of all insertion sites, enabling planning of insertion paths optimized to minimize tangling and strain on the threads. The planning feature highlights the ability to avoid vasculature during insertions, one of the key advantages of inserting electrodes individually. This is particularly important, since damage to the blood-brain barrier is thought to play a key role in the brain’s inflammatory response to foreign objects [33].

The robot features an autoinsertion mode, which can insert up to six threads (192 electrodes) per minute. Although the entire insertion procedure can be automated, the surgeon retains full control, and, if desired, can make manual microadjustments to the thread position before each insertion into the cortex. The neurosurgical robot is compatible with sterile shrouding and has features to facilitate successful and rapid insertions such as automatic sterile ultrasonic cleaning of the needle. The needle pincher cartridge (Figure 2C) is the portion of the inserter head that makes direct contact with brain tissue and is a consumable that can be replaced midsurgery in under a minute.

With this system, we have demonstrated an average of 87.1% (SD 12.6%) insertion success rate over 19 surgeries. In this study, precise manual adjustments were made to avoid microvasculature on the cortical surface, slowing total insertion time from the fastest possible time. Even with these adjustments, the total insertion time for this study averaged approximately 45 min for an approximate insertion rate of 29.6 electrodes per minute (Figure 5). Insertions were made in a 4×7 mm² bilateral craniotomy with >300 µm spacing between threads to maximize cortical coverage. This demonstrates that robotic insertion of thin polymer electrodes is an efficient and scalable approach for recording from large numbers of neurons in anatomically defined brain regions.
Electronics

Chronic recording from thousands of electrode sites presents significant electronics and packaging challenges. The density of recording channels necessitates placing the signal amplification and digitization stack within the array assembly; otherwise, the cable and connector requirements would be prohibitive. This recording stack must amplify small neural signals (<10 μV RMS) while rejecting out-of-band noise, sample and digitize the amplified signals, and stream out the results for real-time processing—all using minimal power and size.

The electronics are built around our custom Neuralink application-specific integrated circuit (ASIC), which consists of 256 individually programmable amplifiers (“analog pixels”), on-chip analog-to-digital converters (ADCs), and peripheral control circuitry for serializing the digitized outputs. The analog pixel is highly configurable: The gains and filter properties can be calibrated to account for variability in signal quality due to process variations and the electrophysiological environment. The on-chip ADC samples at 19.3 kHz with 10-bit resolution. Each analog pixel consumes 5.2 μW, and the whole ASIC consumes approximately 6 mW, including the clock drivers. Performance of the Neuralink ASIC is summarized in Table 1, and a photograph of the fabricated device is shown in Figure 6A.

The Neuralink ASIC forms the core of a modular recording platform that allows for easy replacement of constitutive parts for research and development purposes (Figure 6). In the systems discussed here, a number of ASICs are integrated into a standard PCB using flip-chip integration. Each system consists of a field-programmable gate array; real-time temperature, accelerometer, and magnetometer sensors; and a single USB-C connector for full-bandwidth data transfer. The systems are packaged in titanium cases that are coated with parylene-c, which serves as a moisture barrier to prevent fluid ingress and prolong functional lifetime.

We describe two such configurations that we have built—a 1536-channel recording system (“System A”) and a 3072-channel recording system (“System B”)—summarized in Table 2. System A employs the current-generation Neuralink ASIC, while System B uses an earlier revision with comparable functionality but poorer performance specifications.
Table 1. Neuralink application-specific integrated circuit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of channels</td>
<td>256</td>
</tr>
<tr>
<td>Gain, dB</td>
<td>42.9-59.4</td>
</tr>
<tr>
<td>Bandwidth, kHz</td>
<td>3-27</td>
</tr>
<tr>
<td>Input-referred noise (3 Hz-10 kHz), $\mu$V&lt;sub&gt;RMS&lt;/sub&gt;</td>
<td>5.9</td>
</tr>
<tr>
<td>Maximum differential input range, mV&lt;sub&gt;PP&lt;/sub&gt;</td>
<td>7.2</td>
</tr>
<tr>
<td>Analog-to-digital converter resolution, bit</td>
<td>10</td>
</tr>
<tr>
<td>Analog pixel power, $\mu$W</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Figure 6. Thread implantation and packaging. (A) An example perioperative image showing the cortical surface with implanted threads and minimal bleeding. (B) Packaged sensor device (“System B”) chronically implanted in a rat.

Table 2. Two recording system configurations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of channels</td>
<td>System A</td>
</tr>
<tr>
<td></td>
<td>1536</td>
</tr>
<tr>
<td>Sampling rate, kHz</td>
<td>19.3</td>
</tr>
<tr>
<td>Total system power consumption, mW</td>
<td>550</td>
</tr>
<tr>
<td>Total system size, mm$^3$</td>
<td>24.5x20x1.65</td>
</tr>
<tr>
<td>Implant weight, g</td>
<td>11</td>
</tr>
</tbody>
</table>

System B was designed to maximize channel density and is used for applications that demand extremely high channel count. In contrast, System A was designed to facilitate faster and more reliable manufacturing; it can be built five times faster than System B with better yields.

An Ethernet-connected base station converts the data streams from these systems into multicast 10 GB Ethernet user datagram protocol packets, allowing downstream users to process the data in a variety of ways, for example, visualizing the data in real time [34] or writing the data to disk. Each base station can connect to up to three implants simultaneously. These devices are further supported by a software ecosystem that allows for plug and play usability with zero configuration: Neural data begin streaming automatically when a cable is connected.

Electrophysiology

We have implanted both Systems A and B in male Long-Evans rats, as described in the section Robot. All animal procedures were performed in accordance with the National Research Council’s Guide for the Care and Use of Laboratory Animals and were approved by the Neuralink Institutional Animal Care and Use Committee. Electrophysiological recordings were taken as the animals freely explored an arena equipped with a commutated cable that permitted unrestricted movement. System A can record 1344 of 1536 channels simultaneously; the exact channel configuration can be arbitrarily specified at the time of recording; System B can record from all 3072 channels simultaneously. Digitized broadband signals were processed in real time to identify action potentials (spikes) using an online detection algorithm.
Spike detection requirements for real-time brain-machine interface are different from most conventional neurophysiology requirements. While most electrophysiologists spike-sort data offline and spend significant effort to reject false-positive spike events, brain-machine interface events must be detected in real time and spike detection parameters must maximize decoding efficacy. Using our custom online spike-detection software, we found that a permissive filter that allows an estimated false-positive rate of approximately 0.2 Hz performs better than setting stringent thresholds that may reject real spikes (data not shown).

Given these considerations, we set a threshold of >0.35 Hz to quantify the number of electrodes that recorded spiking units. Since we typically do not spike sort our data, we do not report multiple units per channel. Brain-machine interface decoders commonly operate without spike sorting with minimal loss of performance [35,36]. Moreover, recent results show that spike sorting is not necessary to accurately estimate neural population dynamics [37].

Data from a recent experiment using System A are shown in Figures 7 and 8. In this experiment, 40 of 44 attempted insertions were successful (90%) for a total of 1280 implanted electrodes, of which 1020 were recorded simultaneously. The broadband signals recorded from a representative thread show both local field and spiking activity (Figure 7). A sample output of the spike detection pipeline is shown in raster form in Figure 8. In this example, two overlapping recording configurations were used to record from all 1280 implanted channels. On this array, our spiking yield was 43.4% of the channels, with many spikes appearing on multiple neighboring channels, as has been observed in other high-density probes [16,17,21]. On other System A arrays, we observed a spiking yield of 45.60% (SD 0.03%) across 19 surgeries, with a maximum spiking yield of 70%.

**Figure 7.** The broadband signals recorded from a representative thread. Left: Broadband neural signals (unfiltered) simultaneously acquired from a single thread (32 channels) implanted in rat cerebral cortex. Each channel (row) corresponds to an electrode site on the thread (schematic at left; sites spaced by 50 μm). Spikes and local field potentials are readily apparent. Right: Putative waveforms (unsorted); numbers indicate channel location on thread. Mean waveform is shown in black.
Discussion

We have described a brain-machine interface with a high-channel count and single-spike resolution. It is based on flexible polymer probes, a robotic insertion system, and custom low-power electronics. This system serves two main purposes: It is a research platform for use in rodents and serves as a prototype for future human clinical implants. The ability to quickly iterate designs and testing in rodents allows for the rapid refinement of devices, manufacturing processes, and software. Because it is a research platform, the system uses a wired connection to maximize the bandwidth for raw data streaming. This is important for performance assessments and crucial for the development of signal processing and decoding algorithms. In contrast, the clinical devices that derive from this platform will be fully implantable, which requires hermetic packaging, and have on-board signal compression, reduced power consumption, wireless power transmission, and data telemetry through the skin without percutaneous leads.

Modulating neural activity will be an important part of next-generation clinical brain-machine interfaces [39], for example, to provide a sense of touch or proprioception to neuroprosthetic movement control [40,41]. Therefore, we designed the Neuralink ASIC to be capable of electrical stimulation on every channel, although we have not demonstrated these capabilities here.

This brain-machine interface system has several advantages over previous approaches. The size and composition of the thin-film probes are a better match for the material properties
of brain tissue than commonly used silicon probes and may therefore exhibit enhanced biocompatibility [28,21]. In addition, the ability to choose where our probes are inserted, including into the subcortical structures, allows us to create custom array geometries for targeting specific brain regions while avoiding vasculature. This feature is significant for creating a high-performance brain-machine interface, as the distribution of electrodes can be customized depending on the task requirements. Lastly, the miniaturization and design of the Neuralink ASIC affords great flexibility in system design and supports very high channel counts within practical size and power constraints.

In principle, our approach to brain-machine interfaces is highly extensible and scalable. Here, we report simultaneous broadband recording from over 3000 inserted electrodes in a freely moving rat. In a larger brain, multiple devices with this architecture could be readily implanted, and we could therefore interface with many more neurons without extensive re-engineering. Further development of surgical robotics could allow us to accomplish this without dramatically increasing surgery time. Although significant technological challenges must be addressed before a high-bandwidth device is suitable for clinical application, with such a device, it is plausible to imagine that a patient with spinal cord injury could dexterously control a digital mouse and keyboard. When combined with rapidly improving spinal stimulation techniques [42], in the future, this approach could conceivably restore motor function. High-bandwidth neural interfaces should enable a variety of novel therapeutic possibilities.
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Multimedia Appendix 1
Video 1: A series of six insertions by the neurosurgical robot into an agarose brain proxy. Thread-capture by the needle occurs off-frame. The changes in background color are caused by illumination with different frequencies of light at different stages of the threading and insertion process. One thread was inserted before the start of the video.

[MP4 File (MP4 Video), 17150 KB - jmir_v21i10e16194_app1.mp4 ]

Multimedia Appendix 2
Video 2: A 3D rendered view of thread arrangement (same data presented in Figure 8). Thread insertion is visualized in the same order as in the actual surgery, but time has been compressed for presentation. Thread size and insertion depth are representative. The stereotaxic coordinates of each insertion are represented on the dataset provided by Calabrese and coworkers [35].

[MP4 File (MP4 Video), 1617 KB - jmir_v21i10e16194_app2.mp4 ]
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ASIC: application-specific integrated circuit
IrOx: iridium oxide
PCB: printed circuit board
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Abstract

Advanced brain machine interfaces provide potentially transformative approaches to treating neurological conditions and enhancing the performance of users. Yet, as technological capabilities continue to progress in leaps and bounds, there is a possibility that these capabilities outstrip our collective understanding of how to ensure brain machine interfaces are developed and used ethically and responsibly. In this case, there is an overt danger of rapid technological developments leading to unanticipated harm through a lack of foresight including threats to privacy, autonomy, self-identity, and other areas of personal and social value which, while hard to quantify, represent substantial risks. There is also a very real likelihood of such risks undermining value creation around the technologies and the associated enterprises, as key stakeholders push back against perceived and actual threats to what they, in turn, hold to be of value. In order to successfully traverse the resulting risk landscape, researchers and developers will need to become increasingly adept at integrating a sophisticated understanding of ethical and socially responsible innovation into their enterprises. Here, we illustrate how a “risk innovation” approach may provide novel insights into mapping out this landscape and revealing potentially blindsiding risks. We show how this approach can be used to illuminate challenges and opportunities to the successful, ethical, and responsible development of advanced brain machine interfaces. In addition, we emphasize how success will ultimately depend on the willingness of innovators and others to take ethical and responsible innovation seriously and to draw on the interdisciplinary and transdisciplinary expertise that is necessary to translate good intentions into positive outcomes.

(J Med Internet Res 2019;21(10):e16321) doi:10.2196/16321
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Introduction

Invasive technologies that enable machines to directly interface with regions of the brain have been the subject of research and development for some decades. The invention of cochlear implants in 1957 was a pivotal point in brain machine interface development [1], and since then, an increasingly sophisticated array of brain machine interface technologies have emerged, from deep brain stimulation techniques [2] to the high-density microelectrode arrays such as the Utah Array [3]. With intensifying interest in neurotechnologies reflected, in part, in large-scale research initiatives such as the US Brain Initiative and the Human Brain Project in Europe, brain machine interface technologies are continuing to attract considerable attention. However, recent technical advances published by Elon Musk and colleagues [4] suggest that a watershed in brain machine interface technology is approaching, which has the potential to
not only revolutionize the treatment of neurological disorders but also transition brain machine interfaces from being firmly rooted in the domain of exclusive therapeutic devices to transformative and widely available performance-enhancing technologies.

As this technology continues to mature, there are questions associated with its ethical and responsible development and use that need to be addressed if the technology is to improve lives without causing unanticipated and potentially serious harm. Over the past several years, these have been explored extensively by ethicists, researchers, and others [5-9] and include a better understanding of the nature and acceptability of potential risks to health, behavior, and personality/sense of identity as well as issues including who benefits from the technology and whether access confers an unfair advantage on users. They also raise concerns associated with privacy, user autonomy—especially where users have limited control over implanted brain machine interfaces and the data they produce—and challenges of data and device security. On the other hand, the potential benefits of brain machine interfaces—both for therapeutic and enhancement uses—raise important ethical questions on the extent to which slowing or stopping development may disadvantage future beneficiaries of the technology. Most recently, the UK Royal Society grappled with these and similar questions in a comprehensive perspective on emerging brain machine interface technologies, concluding that “neural interface technologies will continue to raise profound ethical, political, social and commercial questions that should be addressed as soon as possible to create mechanisms to approve, regulate or control the technologies as they develop, as well as managing the impact they may have on society” [10].

Within this emerging landscape, developers of advanced brain machine interfaces are in urgent need of guidance on how to proceed appropriately if they are to ensure the value of the technology is fully realized, without overstepping ethical lines. However, few frameworks exist that explicitly aid researchers, businesses, and others in developing brain machine interface technologies that are ethical, responsible, and successful. One emerging framework that is potentially useful in revealing pathways forward around ethical and responsible development is that of “risk innovation” [11]. This is a framework we are in the process of developing and testing, which is designed to support pragmatic decisions around responsible and ethical innovation, within the often-tight constraints enterprises face as they push the bounds of what is possible. Here, we explore the applicability of a risk innovation approach to guiding the ethical and responsible development of advanced brain machine interfaces [12].

**Challenges of Developing New Technologies Ethically and Responsibly**

Developers of potentially transformative technologies face an increasingly complex array of challenges as they strive to balance value creation and economic success with ethical and socially responsible development. Although they often have a vision of their technology being used to improve lives or the environment, they are frequently operating under conditions of extreme uncertainty, within tight resource constraints and with somewhat limited understanding of how their technology may affect others or be perceived by them. The result is a convoluted and shifting “risk landscape” that developers need to traverse in order to be successful and one that is heavily influenced by unconventional, indistinct, and often people- and society-oriented hurdles. Traversing this landscape depends on developing and applying a sophisticated understanding of stakeholder value and values and a commitment to protecting and supporting these, where appropriate. This is a metaphorical landscape that lies between good ideas and their successful development. It is littered with potential pitfalls and often includes obstacles that are outside the immediate expertise of those attempting to traverse it. As the coupling between technology innovation and society becomes increasingly tight, this landscape shifts more rapidly than it has in the past [13].

Although quantitative evidence for how this shifting landscape impacts innovation remains elusive, it is hard to miss the challenges that technology companies such as Facebook, Google, and Amazon are now facing because of their failure to map out and plan for potentially blindsiding risks including risks that often have their roots in societal expectations and norms. This is part of a broader trend where concerns associated with issues such as privacy, justice, and autonomy have an ever-larger impact on the challenges technology companies need to navigate in order to succeed. At least some of these challenges stem from businesses focusing on shareholder value while failing to recognize just how quickly disregarding stakeholder value (including value to customers, impacted communities, and publics more generally) can shut them down. This is a trend that companies developing genetically modified products have painfully learned to account for in recent years [14]. More broadly, these trends are indicative of the ever-more complex dynamic between technology innovation and society, which is increasing the unpredictability of the risk landscape in many cases.

In part, because of the evolving complexity of this risk landscape, there is a growing recognition that long-term value creation around technology innovations depends on ethical and socially responsible development and an ability to anticipate and take early action to avoid potential issues [15]. This is seen in approaches to, for example, anticipatory governance [16] and agile governance [17], which aim to equip businesses, regulators, and others with the insights, tools, and skills to anticipate and navigate potential challenges. It is also deeply embedded in thinking around responsible innovation [18], which strives to provide developers and others with a framework within which commercial success is tied to social responsibility.

These are all approaches that are directly relevant to the development of advanced brain machine interfaces. Advanced brain machine interfaces represent technological advances which, while potentially transformative in a positive way, are likely to face nontechnical hurdles that could derail them if there is no broad and sophisticated understanding of how to develop them ethically and responsibly. However, many approaches being explored are hard to translate into concrete actions, especially within a high-speed technology sector that is on the cutting edge of redefining what is possible.
**Risk Innovation**

To address the broader challenges here, we are developing pragmatic approaches to innovating responsibly and successfully within the framework of “risk innovation.” This is an approach to innovation that recognizes that successful and responsible development of novel technologies cannot be predicated on treating future risks the same way as past risks and assuming that established risk assessment and management approaches will continue to be applicable. Rather, it encourages innovative ways of thinking about and acting on risk, which reveal novel pathways to successful and socially responsible technology innovation [11].

At the core of risk innovation is the concept of approaching risk as a threat to value, together with metaphorically visualizing risk as a landscape to be traversed, which lies between new ideas and their translation into successful products. Here, “value” is defined by the context surrounding a new technology or product and the stakeholders and communities potentially impacted by it. In this way, value may take on conventional attributes of health, wellbeing, environmental impact, security, and economic growth. However, it may also take on equally important but often less tangible—and frequently overlooked—attributes such as dignity, identity, justice, privacy, and autonomy.

This framing of risk enables innovators and others to consider the question “risk to whom or what?” and not simply to the immediate enterprise. Within a tightly coupled world, threats to what is of value to investors, customers, and communities become threats to the enterprise or technology. For instance, a technology that threatens the privacy of key communities (or is perceived to do so) has the potential to elicit a backlash which, in turn, threatens trust in the technology and its ultimate adoption. Likewise, corporate decisions that threaten what is important to the workforce—for instance, developing military applications without transparency or consultation—has the potential to threaten the ability of a company to retain skilled employees [19].

In our work, we are developing tools and approaches that use the ideas behind risk innovation to enable innovators to better understand and navigate the risk landscape they face. Our methodology is designed to foster a risk innovation mindset. It is grounded in helping innovators first identify key areas of value to their organization, their investors, their consumers, and their communities and then identify and address “orphan risks” [20] that have the potential to threaten these areas of value. These are risks that are easy to overlook and ignore yet have the ability to blindsight development if they are not mapped out and addressed.

Within this approach, we focus on 18 specific orphan risks that span three domains covering social and ethical factors, organizations and systems, and unintended consequences of emerging technologies (Textbox 1). This is not an exhaustive list of orphan risks, and with one or two exceptions, it does not include more conventional risks for which there are established risk assessment and management tools and approaches. For example, cyber security is not explicitly listed, although less-obvious dimensions of cyber-based risks such as privacy and loss of agency are listed. Rather, these orphan risks were identified through assessment of entrepreneurial risk landscapes as being important to raising awareness around often-overlooked and hard-to-quantify risks. They are also intended to stimulate innovative approaches to identifying and navigating similar risks that do not appear on the list.

By starting with areas of value and then considering relevant orphan risks, this approach provides innovators with unique insights into potential pitfalls and steps that may be taken to navigate around them. It is an approach that is aimed at supporting successful development, while, at the same time, avoiding threats to value amongst communities that, in turn, have the ability to stymie progress. In doing so, it actively encourages ethical, responsible, and successful development. Importantly, our approach is explicitly designed to help innovators and others avoid the dangers of ignoring unfamiliar risks or paralysis by analysis as they grapple with being overwhelmed by a deluge of speculative risks.
**Textbox 1.** Orphan risks used within our “risk innovation” methodology that have the potential to undermine value creation in unexpected ways if not mapped out and addressed.

### Organizations and systems
- **Bad actors:** Risks from enterprises that behave in ways that are ethically questionable or that lead to unacceptable harm.
- **Geopolitics:** Risks from a lack of awareness of or strategies for navigating a shifting geopolitical landscape.
- **Governance and Regulation:** Risks from often evolving laws, policies, and practices that govern and guide business operations.
- **Organizational Values and Culture:** Risks from tensions between business practices, both internal and external, and the set of values that reflect what is important to a business’ founders and members.
- **Reputation and Trust:** Risks from a business that has only a rudimentary understanding of how their behavior and actions strengthen or weaken reputation and trust.
- **Standards:** Risks from a business’ lack of engagement with an evolving operational framework for businesses that spans legal requirements, informal guidelines, and norms and codes.

### Unintended consequences of emerging technologies
- **Black Swan Events:** Risks from very-low-probability but high-impact events.
- **Co-opted Tech:** Risks from technologies and products that are used in ways that undermine the intention of the original business or business owner.
- **Health and Environment:** Risks from new technologies and the products they are associated with, behaving in sufficiently novel ways that they potentially lead to threats to human health and the environment.
- **Intergenerational Impacts:** Risks from technologies that have potential impacts from one generation to another.
- **Loss of Agency:** Risks from products or business practices that reduce the ability of organizations and individuals to have agency.
- **Product Lifecycle:** Risks from unintended impacts of where and how a product’s materials are sourced and manufactured, how it is used, and its disposal and reuse.

### Social and ethical factors
- **Ethics:** Risks from business practices overstepping the often-indistinct line between ethical and unethical behavior.
- **Perception:** Risks created from how people perceive a technology to impact/threaten what they think is important.
- **Privacy:** Risks from the social pitfalls associated with the use and misuse of an individual’s data.
- **Social Justice and Equity:** Risks from business practices and technologies that marginalize or disadvantage specific segments within society.
- **Social Trends:** Risks from shifts in social norms, changing consumer expectations, or evolving cultural behaviors.
- **Worldview:** Risks from people’s deeply held beliefs about how they view the world and how it should function.

---

**Applying a Risk Innovation Approach to Advanced Brain Machine Interfaces**

The risk innovation framework we are developing is particularly pertinent to the advanced brain machine interface technology outlined by Musk et al [4]. Although the technological advances presented do not explicitly address the pathway between these developments and their successful application, a risk innovation approach provides insights into where there are potential threats to value—or development pinch-points—that may arise, and early actions that may be taken to navigate these. Importantly, it opens the way to win-win scenarios between technological functionality, commercial success, and ethical and socially responsible innovation.

Based on the technology described, we explore below how risk innovation may be used to provide a starting point for thinking through the potential challenges and opportunities surrounding the ethical and socially responsible development of the technology. This application is necessarily limited by assumptions around the development and use of the technology. However, it nevertheless provides novel insights into the technology’s development and enables questions associated with ethical, responsible, and successful innovation to be bound in ways that potentially reveal useful pathways forward.

As Musk et al [4] articulated, there is clear value in the advanced brain machine interface systems they describe for therapeutic use. This is a technology that has the potential to provide novel approaches for addressing a spectrum of neurological conditions, from Parkinson disease and epilepsy to debilitating migraines. It could also vastly improve how users are able to interface with and control prosthetics, including those that replace diminished sensory function.

There is also the expectation of the technology being used to enhance performance in healthy users. Although this is not articulated in the paper, Elon Musk and Neuralink have been explicit about the possibilities of using technology to augment the capabilities of users through high-speed, wireless brain machine interfaces [21]. Here, apps could be as diverse as aimed at gaming and cognitive enhancement or sensory enrichment.
These potential capabilities translate into the hypothesized (and not exclusive) areas of value for the enterprise, investors, customers, and communities that are listed in Textbox 2. These are indicative only, but illustrate how areas of value potentially vary between different groups. For instance, investors are likely to be interested in how others perceive the trustworthiness of developers as a proxy for long-term return on investment. Customers are likely to value the degree to which brain machine interfaces are secure from interference and ensure that they, as users, retain autonomy over their actions and brain function. On the other hand, communities potentially touched by the technology are likely to place a high premium on people with brain machine interfaces becoming somehow “other” and a threat to social norms and expectations.

Comparing the areas of value in Textbox 2 and the orphan risks listed in Textbox 1, it is possible to map relevant risks onto key areas of value. This exercise is necessarily subjective. However, it begins to provide novel insights into potential challenges worth exploring further if key areas of value are to be protected and nurtured.

Figure 1 provides an example of what this metaphorical “risk landscape” might look like for the brain machine interface, as described by Musk et al [4]. The approach is designed to provide a snapshot of areas that warrant further attention and to illuminate potential risk clusters that may otherwise remain obscured. It is not inclusive or comprehensive and does not include many conventional risks for which there are established risk assessment and mitigation frameworks, for example, cyber security. Rather, it provides a starting point for mapping out orphan risks that have the potential to directly or indirectly affect development and that could raise substantial issues around ethical and socially responsible innovation.

Here, it should be emphasized that this mapping exercise is qualitative and designed to focus and constrain perspectives on potentially blindsiding risks while encouraging innovative thinking around potential barriers to success. The methodology is intended to be iterative and open up new possibilities, without being prescriptive.

Within this context, the mapping presented in Figure 1 can be interpreted in a number of ways. First, it provides insights into orphan risks that are worth the enterprise being aware of. In the case of advanced brain machine interfaces, how investors, users, and others perceive the potential workings and impacts of the technology are flagged as important, as are social trends that may either create opportunities for development or potential barriers—for instance, if there is a public backlash against brain machine interface-based augmentation. Perhaps, not surprisingly, for an invasive neural read-write technology, novel health impacts are flagged, as are fundamentally unpredictable “black swan” events. In this case, the mapping suggests a high level of attention should be paid to enterprise and technology agility with respect to navigating around unexpected hurdles.

Textbox 2. Hypothesized areas of value associated with advanced brain machine interfaces. These are used as an example of how a risk innovation approach can help map out and navigate a complex risk landscape. They do not necessarily reflect areas of value as defined by the developers of advanced brain machine interfaces. The textbox is intentionally limited to three areas of value per column in order to avoid paralysis by overanalysis.

<table>
<thead>
<tr>
<th>Enterprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Transformational medical interventions</td>
</tr>
<tr>
<td>• Low cost, highly accessible brain machine interface–enabled performance enhancement</td>
</tr>
<tr>
<td>• Technological leadership</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Investors</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Products that deliver on their promise</td>
</tr>
<tr>
<td>• Brand trustworthiness</td>
</tr>
<tr>
<td>• High return on investment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Consumers</th>
</tr>
</thead>
<tbody>
<tr>
<td>• High performance products that are reliable</td>
</tr>
<tr>
<td>• Acceptable health risk</td>
</tr>
<tr>
<td>• Security, privacy, and autonomy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Communities</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Social equity</td>
</tr>
<tr>
<td>• Fair work practices</td>
</tr>
<tr>
<td>• Stability and security</td>
</tr>
</tbody>
</table>
Reading across the map, there is a greater density of orphan risks identified under “Organizations and Systems,” suggesting that some of the greatest potential threats to successful advanced brain machine interface technologies lie within the enterprise and the formal organizations governing how it operates. These include the degree to which organizational values and culture align with how the technology is developed and used, evolving regulations that may play an outsized influence on development pathways, and national and international standards that guide and limit technology performance and use.

Second, the risk landscape in Figure 1 provides insights into potential threats to value within key constituencies, which may, in turn, lead to barriers to success. Here, orphan risks that do not directly impact the enterprise, but are likely to influence its success, are highlighted. These include the ethics surrounding how the technology is developed and used, how it potentially leads to social injustice, and whether it raises privacy concerns. This broader perspective on orphan risks also flags possible issues such as how trustworthy the enterprise is perceived to be and the dangers of “bad actors” giving the technology a negative reputation that risks poisoning the market.

A third way the landscape in Figure 1 can be read is by identifying risks that cluster and converge in ways that increase the chances of truly blindsiding impacts. Certain risks dominate the landscape, including those associated with ethics, health, governance, and regulation. If not planned for, these could build upon each other to create insurmountable obstacles to value creation. Instead of planning for just one risk at a time, analysis and understanding of these clusters have the potential to provide insights into where resources are best focused to protect stakeholder value. Here, the analysis suggests that some of the more substantial near-time challenges to ensuring successful, responsible, and ethical advanced brain machine interfaces are associated with organizational systems and operations. These include internal processes such as the development and application of guiding principles and expectations of ethical and responsible behavior. However, they also extend to professional bodies, regulatory agencies, and communities of practice that form the broader ecosystem within which advanced brain machine interfaces are conceived, developed, and used. Here, Figure 1 also highlights orphan risks that occur multiple times such as ethics, perception, health and environmental impacts, and reputation and trust. These (and similar risk clusters) provide insights into where particular attention is most likely needed to support successful and responsible development.

**Summary**

Applying a risk innovation methodology to the brain machine interface technology described by Musk et al [4] is admittedly subjective, especially as their paper primarily focuses on technological advances, and not on how they may be fully implemented into products and services in the future. However, its application provides a unique framework for exploring the ethical and socially responsible development of the technology in ways that are bounded by pragmatic considerations and are neither misguided by myopic optimism nor stymied by overspeculative pessimism. The approach taken here is intentionally focused on identifying pathways to innovation success and can thus be seen to favor the enterprise. Yet, by broadening the understanding of risk to key constituencies that are potentially impacted by the enterprise and the technology, it provides a canvas on which successful innovation may be aligned with ethical and socially responsible development. We would go so far as to say that it provides a conceptual framework and methodology that enables innovators to create and grow value by being intentionally responsive to ethical and social issues.
In the case of the brain machine interface technology described by Musk et al [4], this approach indicates that there is a crowded risk landscape between the current state of the technology and its successful development and use, with many of these risks pivoting on how companies address potentially serious ethical and social issues. These include the potential for the technology to widen the gap between the rich and poor (and the privileged and the marginalized); to challenge social norms around the use of enhancement technologies; and to raise complex issues around data privacy, user security, and autonomy—especially where manufacturers retain ownership of implanted brain machine interfaces or their operation and upkeep is dependent on a subscription service for instance. They also highlight the need for developers and others to consider with some seriousness how they build trust with the communities they depend on and actions that may erode trust.

By mapping out the orphan risk landscape they face—and iterating frequently as the landscape shifts and changes—there is no reason why the technical developments beginning to emerge around advanced brain machine interfaces will not lead to powerful therapeutic interventions and even transformative enhancement capabilities, which are economically successful, ethical, and socially responsible. Yet, this will only come about if developers are capable of looking beyond technical performance and conventional risks, cultivating a sophisticated understanding of the risk landscape they face and the approaches they need to adopt in order to successfully navigate it.

The risk innovation approach we have described provides novel insights into this landscape and is a useful tool for revealing potentially blindsiding risks while there is still time to take corrective action. In the case of advanced brain machine interfaces, it helps map out challenges and opportunities that may otherwise be easy to miss, but have the ability to derail progress. Yet, it is just the start of a journey toward developing products that are capable of changing lives for the better, without causing substantial harm. Here, success depends on the willingness of innovators and others to take ethical and responsible innovation seriously and to draw on the interdisciplinary and transdisciplinary expertise that is necessary to translate good intentions into positive outcomes. Here, our hope is that this is a pathway that advanced brain machine interface technologies will follow.
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Abstract

Intracortical brain-machine interfaces are a promising technology for allowing people with chronic and severe neurological disorders that resulted in loss of function to potentially regain those functions through neuroprosthetic devices. The penetrating microelectrode arrays used in almost all previous studies of intracortical brain-machine interfaces in people had a limited recording life (potentially due to issues with long-term biocompatibility), as well as a limited number of recording electrodes with limited distribution in the brain. Significant advances are required in this array interface to deal with the issues of long-term biocompatibility and lack of distributed recordings. The Musk and Neuralink manuscript proposes a novel and potentially disruptive approach to advancing the brain-electrode interface technology, with the potential of addressing many of these hurdles. Our commentary addresses the potential advantages of the proposed approach, as well as the remaining challenges to be addressed.

(J Med Internet Res 2019;21(10):e16339) doi:10.2196/16339
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Over the past two decades, several academic research laboratories have advanced the science and implementation of intracortical brain-machine interfaces from exclusive use in nonhuman primates to investigative use in human volunteers with chronic neurological impairments under pilot clinical trials approved through the US Food and Drug Administration (FDA). Researchers in these labs have successfully demonstrated that these persons can use intracortical brain-machine interfaces to command movements of a computer cursor, a robotic arm, their own arm reanimated through functional electrical stimulation, and recently speech articulation. Our own group has developed a system that uses an intracortical brain-machine interface to command a functional electrical stimulation system that coordinates activation of paralyzed upper limb muscles to restore useful function. Our current study is the Reconnecting the Hand and Arm with Brain (ReHAB) clinical trial, which uses Blackrock recording and stimulation arrays.

As noted in the paper by Musk and Neuralink [1], the sampling of neurons by electrode arrays currently available for human applications is a tiny percentage of the relevant neural population. Access has been largely limited to cortical surfaces.
1-2 millimeters deep and on gyri and not in sulci, which is where several key areas in the human brain are located. The performance of existing human grade electrodes deteriorates over a shorter time frame than would be acceptable for many clinical applications. Transmitting the recorded neural signals to the external world with high fidelity has relied on percutaneous connectors that are unlikely to provide permanent clinical solutions, or on low channel–count telemetry devices that are unlikely to provide adequate information for many applications. In addition to recording, intracortical stimulation through these same or similar electrodes is being tested to inject information into brain structures (eg, to restore sensation in paralyzed individuals). Intracortical stimulation applications face many of the same issues described above for recording but bring additional safety issues. The Musk and Neuralink paper hints at future brain stimulation capabilities, but these are not described and will not be discussed further in our commentary.

Based on our experiences, any significant step forward in human brain recording will require electrode technologies that provide orders of magnitude more information. This information will be derived from: (1) a much higher number of recording/stimulation contacts; (2) recording both surface and deep brain structures (eg, in sulci or noncortical regions), as well as from multiple brain areas with different functionality; and (3) different signal types (eg, single units and local field potentials). These electrodes should be able to be inserted safely and within a reasonable surgical time window, and should be well tolerated by the brain (ie, cause negligible damage upon insertion and be virtually invisible to the immune system to thus provide stable performance over decades). Hardware that records signals from these electrodes should extract relevant neural information from the high numbers of channels with high fidelity and in real-time, avoid percutaneous interfaces, and always be available for use.

The authors of this paper described a novel approach involving ultrafine polymer threads, each containing a dense linear array of 32 high-impedance electrodes, that are individually implanted into the cortex using a robotic device. The implantation robot can be controlled intraoperatively with micron precision to avoid small surface blood vessels and is able to implant up to six threads (192 electrodes) per minute. A small (23×18.5 millimeter) custom printed circuit board with onboard power is able to connect to up to 96 of the threads for a total of 3072 electrodes per implanted array, and digitized high-bandwidth neural data is streamed from the device using a single USB-C cable. Two different versions of the system were developed, one maximizing reliable manufacturing (using half as many leads) and another maximizing channel count. Testing in an awake rat demonstrated the ability to record signals interpreted as neural spike data from 43% of the channels. The authors conclude that this strategy may revolutionize brain-machine interfaces by recording from an unprecedented number of neurons.

Clinical application of brain-machine interfaces may require a very high channel count to allow recording from many neurons, so the relatively small number of contacts available using currently available platforms has hindered its development. The technology and processes presented in the Musk and Neuralink paper can certainly increase the channel count by an order of magnitude, providing a more detailed sampling of relevant signals as well as some welcome redundancy. Perhaps even more attractive about the proposed approach is the possibility of placing electrodes into areas of the brain that have been difficult or impossible to reach with existing intracortical arrays (eg, on the medical surfaces of sulci and subcortical structures). These new locations could potentially provide different types of information for enhancing brain-machine interface performance (eg, abstract planning of activities [including movement goals and sequencing], anticipated reward signals, and decision making), as well as better elucidate the interactions between different brain structures (eg, between different motor areas, processing of sensory information, and integration of sensory-motor activities). Such information is likely to be critical for successful performance in more complex brain-machine interface applications, such as multidimensional arm movement involving complex physical dynamics.

The use of individually implanted threads of electrodes is a clever way to allow an exponential increase of channel count over existing brain-machine interface technology, and the authors’ approach is well conceived with a good consideration of both physical and technical characteristics. However, the potential clinical application of this strategy is unclear since it has only been tested in a small number of rodents, with no comparison to existing approaches or verification of safety using histological analysis after implantation. The authors claim that their implants will have greater longevity than other options because of less immune response related to electrode stiffness and microvascular disruption, but no evidence is presented to support either of these assumptions, and improved durability was not verified using long-term implantation. It is not clear that blood vessels below the surface can be avoided, potentially critical for immune responses. The paper does not address the use of the thread electrodes for larger brains with more complex cortical structures (eg, the deeply folded structure of the human brain). The potentially implantable recording system as presented does not include hermetic sealing, a relevant power source (eg, battery, induction, or optical), or a technique (eg, wireless) for transmitting high bandwidth data out of the body without a percutaneous interface. Furthermore, the potential impact of noise and artifact has not been unequivocally established: It is uncertain whether the signals recorded in the rodent study actually represent meaningful neural data since the measured impedance was relatively low compared with penetrating electrodes typically used to measure single-unit neural activity, similar signals were seen on many adjacent channels, and no attempt was made to validate that the spike data had physiological characteristics typical of neural spiking patterns in the regions that were implanted. The technology is very innovative, but better validation will be necessary to establish its clinical potential.

Overall, this new technology is exciting because it attempts to directly address a number of bottlenecks that have hindered true clinical translation of intracortical arrays for use in brain-machine interfaces. The amount of high-resolution information that could be simultaneously recorded from cortical neurons may lead to new advances in the application of data
mining and machine learning approaches to better understand cortical electrophysiological activity at the macro-, meso-, and microscale levels. Ultimately these multi-prong advances will likely result in advances in brain-controlled neuroprosthetics for addressing impaired function in neurologically compromised individuals. However, a responsible stance of cautious optimism must be taken. There is a long road between showing single neuron recordings in a handful of rodents to clinically translated human use, including proof (not just potential) of longevity, efficacy, and safety through an FDA-approved human clinical trial. If successful, the proposed technology (and future derived technologies) could pave the way for more widespread translation of intracortical brain-machine interfaces for medical applications in people with chronic neurological impairments.
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The first attempts to translate neuronal activity into commands to control external devices were made in monkeys yet in 1960s [1]. After that, during 1960-1970, the biological feedback was realized in monkeys, to provide voluntary control of the firing rate of cortical neurons [2,3]. The term “brain-computer interface” appeared only in earlier 1970s [4]. The brain-computer interface is usually referred to as a “brain-machine interface” in invasive studies. Nowadays, the brain-computer interface and brain-machine interface research and applications are considered one of the most exciting interdisciplinary areas of science and technology.

In particular, brain-computer interfaces are very promising for neurorehabilitation of sensory and motor disabilities [5], neurocommunication [6], exoskeletons [7], cognitive state evaluation [8], etc. Advanced mathematical methods for extraction and classification of neuronal activity features hold out hope for the future use of brain-computer interfaces in everyday life. At the same time, the lack of effective invasive neuroimaging techniques providing a high-resolution neural activity recording for medical purposes limits the brain-machine interface implementation in clinics.

In their paper, Elon Musk and Neuralink [9] have successfully addressed the major issues hampering the next generation of invasive brain-computer interface (or brain-machine interface) development by introducing a novel integrated platform enabling a high-quality registration of thousands of channels. Their device contains arrays of flexible electrode threads with up to 3072 electrodes per array, distributed across 96 threads. To overcome a surgical limitation, the authors have built a neurosurgical robot that inserts 6 threads per minute with a micrometer spatial precision. To increase the biocompatibility, they created a neurosurgical robot, which implants polymer probes much faster and more safely than existing surgical approaches. Using this platform in freely moving rats, the authors report a spiking yield of up to 85.5%.

Although the developed system is considered an effective platform for research in rodents, it can serve as an invasive neurointerface prototype for clinical applications. Specifically, multielectrode neurointerfaces may become the basis for new communication systems and advanced assistive technologies for paralyzed people as well as control external devices and interact with the entire environment, eg, by integrating into new fast developed technologies, such as Smart Home and Internet of Things. Moreover, the brain-computer interface applications...
are very promising for detecting hidden information in the user’s brain, which cannot be revealed by conventional communication channels. Currently, the use of noninvasive brain-computer interfaces in these fields is limited by a low number of commands that can be recognized. This limitation arises from a relatively small number of features, which can be extracted from the scalp-level electroencephalography or functional near-infrared spectroscopy recordings. The invasive brain-computer interfaces (or brain-machine interfaces) demonstrate much better performance than noninvasive brain-computer interfaces; however, they require a larger number of channels to obtain more detailed information about the individual spiking activity of the neurons across distributed cortical regions. The device reported in the paper of Elon Musk and Neuralink approaches the solution to this problem.

One of the most promising applications of noninvasive brain-computer interfaces is monitoring, control, and training of human’s psychophysiological states and cognitive abilities. In such studies, the subject’s mental state is continuously evaluated by the passive brain-computer interface. The passive brain-computer interface analyzes the current brain activity of the user without any aim to control command generation and provides information about features of the actual brain activity related to attention, emotional state, fatigue, etc [10]. These top-down processes originating on the cortical level are spatially distributed and relatively slow, and therefore, they have well-pronounced markers on the noninvasive electroencephalography and functional near-infrared spectroscopy signals.

However, in the case of spatially localized neuronal activity, the noninvasive techniques are unable to recognize distinguished features of neurophysiological diseases in real time, and therefore, one needs to insert electrodes into particular brain regions. For example, to predict epileptic seizures, the neuronal activity must be recorded from predefined focal areas of the brain, where an earlier manifestation of this pathological activity is mostly pronounced and can be promptly detected in real time [11]. Recently, an efficient method for epilepsy prediction based on electrical brain activity was proposed [12,13]. The method allows forecasting a focal seizure up to 5 seconds before it occurs. This time is sufficient for a brain-machine interface to generate a proper signal, which suppresses the forthcoming seizure. For drug-resistant patients, the complete abolishment of epileptic seizures might be achieved by a brain-machine interface brain-computer interface that predicts a seizure onset, combined with a system that interferes with the process that causes the seizure. Thus, seizure prediction remains an unresolved problem due to insufficient information about neural processes in the onset brain area. Therefore, one possible and very important clinical application of the Neuralink technology is a brain-machine interface for patients with drug-resistant epilepsy. These brain-machine interfaces should imply the brain stimulation (electrical, magnetic, optogenetic, etc) to interrupt or even prevent epileptic seizures. The stimulation can be delivered to the brain in either an open-loop or a closed-loop fashion. In the former case, there is no need to monitor the current brain activity, since the stimulation is activated manually or in accordance with a predefined stimulation protocol.

As an example of the open-loop system, in Figure 1a, we present the vagus nerve stimulator manufactured by Cyberonics, Inc (Texas, United States) in 1977. The stimulator contains an implantable pulse generator and an electrode to stimulate the left vagus nerve in a repetitive “duty cycle” (“on” for 30 seconds and then “off” for 5 minutes), which allows reducing the number of seizures by an average of 30%–40% [14]. Along with the vagus nerve stimulator, other open-loop antiepileptic devices are also used for deep brain stimulation. One of the first open-loop deep brain stimulators was the stimulator of the anterior nucleus of the thalamus in epilepsy proposed by Medtronic, Inc (United States) for patients with partial-onset epilepsy [15] (Figure 1b).

Although the open-loop systems enable a significant reduction in the number of epileptic seizures, it is obvious that a more efficient control of epileptic activity requires continuous monitoring of the current brain activity, which can be achieved by using closed-loop brain-machine interfaces. One of the first closed-loop brain-machine interfaces was the responsive neurostimulator designed by Neuropace Inc. (California, United States; Figure 1c). It contains implanted electrodes for recording the intracranial electroencephalography used by the algorithm, which determines the moment of time when a seizure starts. To interrupt the seizure, the triggered focal electrical stimulation is sent to a specific brain area [16].
Figure 1. The schematic illustration of brain-machine interface prototypes to suppress epileptic seizures using electrical stimulation. (a) Vagus nerve stimulator containing (1) an implantable pulse generator and (2) a stimulation lead. (b) Stimulator of the anterior nucleus of the thalamus in epilepsy containing (1) an implantable pulse generator and (2) intracranial electrodes placed in the anterior thalamic nuclei bilaterally. (c) Responsive neurostimulator containing (1) implanted deep electrodes for recording electroencephalography signals, (2) an implantable device for processing electroencephalography signals from electrodes, and (3) strip electrodes receiving an electrical stimulation signal generated by the device to stop seizures.

It is important to point out that epileptic seizures are well detected using electrocorticography or intracranial electroencephalography, which display a pronounced marker of the high-amplitude rhythmic activity. Recent studies reported a 100% accuracy of this technique in detecting epileptic seizures in rats [17]. Since the preictal activity may not differ from a normal behavior, the prediction of seizures is a very challenging task. Although existing algorithms allow seizure predictions with high sensitivity, they are too complicated and too specific to be used in clinics [18]. One of the closed-loop systems for the seizure prediction and prevention was recently tested in vivo in rats [11] (Figure 2). The seizure prediction algorithm was based on the electrocorticography signals recorded by three electrodes in the cortex and the thalamus, as shown in Figure 2a. The brain-machine interface was able to correctly predict 45% seizures, but the number of false predictions varied from 20 to 100 per hour among animals. In this regard, one can expect that the technique developed by Elon Musk and Neuralink with thousands of channels will significantly improve seizure prediction. The large number of registered channels will increase classification accuracy in pre-epileptic state recognition and decrease the number of false positives during light slow wave sleep. This is indeed a step toward the next generation of brain-machine interfaces for drug-resistant epilepsy. The accurate seizure prediction algorithm based on the multichannel Neuralink technology enables the prevention of ongoing seizures and protects the patient against unnecessary stimulations caused by false alarms. Thanks to the developed brain-machine interface platform with thousands of channels, significant progress is expected in solving this important problem, enabling new clinical trials for patients resistant to drug therapy.
Another type of brain dynamics associated with spatially localized cortical sources is a motor-related neuronal activity. This problem has a significant social impact. Today, most brain-computer interfaces and brain-machine interfaces are designed for patients with severe motor disorders. The brain-computer interface allows a disabled person to control wheelchairs, exoskeletons, and robotic manipulators by generating commands via voluntary changes of brain activity in the motor cortex induced by motor imagery. For instance, these brain-computer interfaces are used to control a cursor or a wheelchair in two dimensions with the intention of moving the left or right hand [19]. However, the performance of such noninvasive brain-computer interfaces for movement control is limited by a small number of commands. Studies on animals, primarily monkeys, have shown the effectiveness of invasive registration of cortical neuron activity to create an effective brain-machine interface for controlling more complex movements. In 2008, an invasive interface was implemented, which allows a monkey to control an anthropomorphic manipulator [20]. In the experiment, the signal from 15-25 cortical units was recorded in the monkey, to control a robotic arm to feed itself. The monkey performed a continuous self-feeding task with a mean success rate of 69.5%. Similar results were obtained with an invasive interface that controlled the lower limbs [21] or both hands simultaneously (bimanual movements) [22] using cortical activity patterns.

It should be noted that the use of invasive brain-machine interfaces allows patients with tetraplegia to perform reach and grasp tasks with a robotic arm manipulator [23]. At the same time, the brain-machine interface implementation in humans is still not employed in clinical practice due to surgical difficulties and the problems of biocompatibility. In this context, the proposed neurosurgical robot can be considered an important step toward human implants. A significant advantage of the robot is its rapid manipulation to insert six-electrode threads per minute in addition to its capacity in precisely inserting the most biocompatible polymer probes. Another potential clinical application of the brain-machine interface might be the restoration of neuronal connections, lost due to degenerative diseases, such as Alzheimer disease, or replacement of dead neurons with artificial ones. Comprehensive studies covering many aspects of this issue are currently underway [24].

Finally, we would like to draw attention to the importance of the neural activity modulation in the next-generation brain-machine interfaces. This possibility is essential for applications such as neuroprosthetics in order to provide biological feedback as a sense of touch [25], and new therapeutic approaches for patients with drug-resistant epilepsy in order to prevent ongoing seizures by the appropriate electric stimulation [26]. In view of the foregoing, the authors of the paper highlight the capability of their custom electronics to deliver an electrical stimulation to every channel, but unfortunately, do not present these results in the paper. It would be interesting to know how the authors plan to deliver electrical pulses to cells and record the neural activity simultaneously, in particular, whether the stimulation preserves the potential for simultaneous recording of the neural activity with the minimized effect of stimulus-induced artifacts. If this issue is successfully addressed, it would become possible to interact with the neural activity in the continuous manner instead of the neuron stimulation with the electrical pulses in a discrete closed-loop fashion. Nowadays, this is achieved by the optogenetic brain stimulation [27,28] with the help of hybrid optoelectronic interfaces [29] and thought to be a substantial advantage of optogenetics over the electrical stimulation and recording.

One of the main obstacles for clinical applications of implanted devices is their low biocompatibility that does not allow long-term recordings. Elon Musk and Neuralink approach this problem by utilizing a biocompatible polyimide, which encapsulates a gold thin film trace. By choosing electrically
conducted materials, one has to play between impedance and biocompatibility. The authors tested the polylethyleneoxythiophene-doped polymer with polystyrene sulfonate and iridium oxide and achieved lower impedance for the former, but better biocompatibility for the latter. They promise to continue research in this direction and extend their techniques and processes to other types of conductive electrode materials and coatings.

Last, but not the least, are the unpleasant consequences of this work that we should pay attention to, since every achievement of humanity has two sides. On one hand, it intends to improve the quality of life, but on the other hand, it can be used by unscrupulous people for their selfish goals. Therefore, every scientist should think not only about a positive impact of his/her research, but also about its possible negative effects. Among the undesired effects of brain-machine interfaces with electrodes implanted into the human brain is the possibility that a government or a nongovernmental organization will control and manipulate the person’s behavior not only through mass media, but also by directly sending commands to the brain. In this regard, numerous debates about ethics of using brain-machine interfaces are currently underway in the media.

In summary, the novel neurointerface by Elon Musk and Neuralink has all chances to become a real step forward to the next generation of brain-machine interfaces for both research and clinical applications. Invasive interfaces can help disabled people control external devices and communicate with other people. We believe that future communication technologies will be based on brain-computer interfaces that will read brain signals and translate them to messages, which then will be sent to mobile or other devices. Furthermore, invasive brain-machine interfaces will allow a direct communication between people by their thoughts.

Acknowledgments

This work has been supported by the Center for Technology in Robotics and Mechatronics Components (Innopolis University).

Conflicts of Interest

None declared.

References


cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Towards a Stakeholder-Oriented Blockchain-Based Architecture for Electronic Health Records: Design Science Research Study

Jan Heinrich Beinke1*, MSc; Christian Fitte1*, MSc; Frank Teuteberg1, Prof Dr

Accounting and Information Systems, University of Osnabrueck, Osnabrueck, Germany

* these authors contributed equally

Abstract

Background: Data security issues still constitute the main reason for the sluggish dissemination of electronic health records (EHRs). Given that blockchain technology offers the possibility to verify transactions through a decentralized network, it may serve as a solution to secure health-related data. Therefore, we have identified stakeholder-specific requirements and propose a blockchain-based architecture for EHRs, while referring to the already existing scientific discussions on the potential of blockchain for use in EHRs.

Objective: This study aimed to introduce blockchain technology for EHRs, based on identifying stakeholders and systematically eliciting their requirements, and to discuss the key benefits (KBs) and key challenges (KCs) of blockchain technology in the context of EHRs.

Methods: The blockchain-based architecture was developed in the framework of the design science research paradigm. The requirements were identified using a structured literature review and interviews with nine health care experts. Subsequently, the proposed architecture was evaluated using 4 workshops with 15 participants.

Results: We identified three major EHR stakeholder groups and 34 respective requirements. On this basis, we developed a five-layer architecture. The subsequent evaluation of the artifact was followed by the discussion of 12 KBs and 12 KCs of a blockchain-based architecture for EHRs. To address the KCs, we derived five recommendations for action for science and practice.

Conclusions: Our findings indicate that blockchain technology offers considerable potential to advance EHRs. Improvements to currently available EHR solutions are expected, for instance, in the areas of data security, traceability, and automation by smart contracts. Future research could examine the patient’s acceptance of blockchain-based EHRs and cost-benefit analyses.

(J Med Internet Res 2019;21(10):e13585) doi:10.2196/13585
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Introduction

In the course of digitization, electronic health records (EHRs) have become one of the most important topics within the health care sector, as they are expected to significantly improve intersectoral collaboration and reduce health care expenses [1]. Given the fact that in many countries, including Germany, there is no government-regulated EHR system, the number of private providers on the market is rapidly increasing. However, for privacy and security concerns, many patients refrain from using an EHR because they fear that the private provider may sell their health data to make profit [2].

Similar to the health care industry, the financial sector also exchanges highly sensitive customer data. In this context, blockchain technology has recently gained attention as a possible solution to secure sensitive transactions. Blockchain technology offers potential, for instance, in the areas of disintermediation, decentralization, the reduction of necessary trust between
business partners, improved protection against data manipulation, and increased automation through smart contracts [3-5]. This leads to the question, whether blockchain technology could also be able to ensure the use of EHRs. Although some authors have already analyzed the general potential of blockchain for the health care sector, a specific suggestion on how this potential can be achieved is currently missing [6]. Kuo et al, for instance, investigate the application possibilities in the field of biomedical and health care applications [7]. Although this study provides an interesting overview of the potential and challenges of blockchain-based applications, there is a lack of specific possibilities for implementation. In detail, a systematic requirement analysis for the respective field of application is missing. Further contributions present possible blockchain-based architectures for EHRs [8-10]. However, in these contributions, it often remains unclear on which scientific or practical basis the proposed architecture has been developed. Moreover, the requirements and interests of the stakeholder in the health care system are often not taken into account. In contrast to existing blockchain architectures for EHRs, our approach follows a structured scientific development and aims to include the stakeholders’ perspectives. Furthermore, there are contributions that identify the possible advantages and disadvantages of blockchain-based EHRs for different actors [6,7]. However, according to the authors, these are not complete, as not all relevant actors were investigated. Consequently, it can be stated that, to date, there is no contribution that presents a blockchain-based EHR architecture that is based on (1) multimethodically and (2) systematically collected requirements for (3) all relevant stakeholders in the health sector and also elaborates (4) the key benefits (KBs) and (5) key challenges (KCs) of the developed architecture. Similar demands for future research in this context are confirmed by other authors [7,11,12]. This motivates us to investigate the following research questions (RQs):

RQ 1: Which stakeholders have an interest in EHRs and what are their specific requirements for an EHR?

RQ 2: How can these requirements be implemented in a blockchain-based architecture?

RQ 3: Which key benefits and key challenges does the proposed blockchain-based EHR architecture provide?

The paper is structured as follows: The methodological framework is presented in the Methods section. On the basis of the design science research (DSR) method, we first identified stakeholders and collected their respective requirements using a systematic literature review and 9 interviews of health care experts. The subsequent evaluation cycle was carried out through 4 workshops with 15 participants in total, for example, health care professionals, information systems experts, and lawyers. The Results section presents the consolidated requirements of the stakeholders, the architecture, which was developed based on the identified requirements, and results from the evaluation cycles. The Discussion section focuses on the KBs and KCs that have been derived from the literature, the expert interviews, and the workshop discussions. Solutions for the identified KCs were proposed in the form of 5 recommendations for action. Limitations of the study have been elaborated, and possible further research perspectives have been pointed out. Our contribution contains interesting findings for science and practice alike, especially for EHR providers. The systematic requirement analysis can be used as a basis for the (further) development of other architectures. Besides, we have shed some light on the effects of the digital transformation on the health care sector. Another benefit of the developed architecture is that it can be prototypically implemented by companies and thus tested in a real context. The insights gained could serve for refinement of the architecture, which again allows for new findings with a different focus, such as acceptance investigations or a cost-benefit analysis.

Methods

To answer the identified RQs, we applied the DSR paradigm that addresses human-relevant problems using innovative artifacts and simultaneously contributes new knowledge for the scientific community [13]. Designed artifacts are not only useful but also crucial to understand the problem itself. Thus, DSR is especially suitable to serve as the basis for the development of a blockchain-based EHR architecture. Although we have addressed the major security issues that hamper the diffusion of EHRs, we have involved the stakeholders in the development phase, which fosters their awareness and understanding of the technology.

The development of a solution is influenced by the environment and the existing body of knowledge as visualized in Figure 1 [14]. Thereby, the relevance of the identified problems represents the connection with the environment, whereas the link to the knowledge base is represented by the recognition of results of relevant works and a rigorous application of research methods [15]. The design cycle within the DSR is alternating between development and evaluation. In this study, we applied a literature review and 9 qualitative interviews to elaborate the stakeholders’ requirements. On the basis of these results, we developed a concept for a blockchain-based architecture. The intermediate results were evaluated in 4 workshops with 15 health care experts.

To identify related work, we conducted a structured literature analysis according to vom Brocke et al [16]. The search term (Blockchain OR distributed ledger) AND (EHR OR “Electronic Health Record” OR “EPR” OR “Electronic Patient Record” OR PHR OR “Personal Health Record” OR EPA OR EGA OR (Elektronische OR Digitale“ OR Patientenakte OR Gesundheitsakte)) was applied to the information systems and health care databases such as EBSCOhost, Emerald, IEEE Xplore, MEDLINE, ProQuest, PubMed, ScienceDirect, Scopus, Wiley, and Google Scholar.

On the basis of the outcome of our literature search, we identified all stakeholders who probably use EHRs. Although EHR providers are also key stakeholders, we excluded them from our investigation because their interest rather lies in the requirements of their customers. The remaining stakeholders can be categorized into 3 groups (Figure 2). Primary stakeholders are directly involved in providing health care, for example, physicians, caregivers and nurses, therapists, pharmacists, clinics and hospitals, laboratories, care services,
nursing homes, and the patient themselves [8,17,18]. The group of secondary stakeholders includes insurances, family and relatives, and employers, whereas the tertiary stakeholder group comprises society, research institutes, public authorities, and the health care industry.

In the next phase, we collected the respective stakeholders’ requirements for EHRs from the relevant literature. To enrich the scientific perspective, we additionally conducted interviews with 9 health care experts (Table 1), who represent the mentioned stakeholder groups in the period from July to October 2018 [19]. The interviews were recorded and analyzed individually by the authors. In the Results section, we have consolidated the respective requirements. By means of the outcomes of the 4 subsequent workshops with 15 participants in total, for example, health care professionals, information system experts, and lawyers, we are in a position to evaluate our presented concept [19].

Figure 1. Design science research method for concept development (Hevner et al). eHealth: electronic health; EHR: electronic health record.

Figure 2. Overview of stakeholder groups.

Table 1. Overview of interviewed experts.

<table>
<thead>
<tr>
<th>No</th>
<th>Description</th>
<th>Work experience (years)</th>
<th>Duration (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>Pharmacist</td>
<td>22</td>
<td>40</td>
</tr>
<tr>
<td>E2</td>
<td>Health care consultant</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>E3</td>
<td>Pharmacist</td>
<td>18</td>
<td>27</td>
</tr>
<tr>
<td>E4</td>
<td>Founder and developer of an electronic health app</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>E5</td>
<td>Male nurse and case manager</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>E6</td>
<td>Health care consultant</td>
<td>7</td>
<td>36</td>
</tr>
<tr>
<td>E7</td>
<td>Managing director of an electronic health record</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>E8</td>
<td>Nurse</td>
<td>9</td>
<td>22</td>
</tr>
<tr>
<td>E9</td>
<td>Physician</td>
<td>10</td>
<td>32</td>
</tr>
</tbody>
</table>

Results

Requirements

On the basis of our systematic literature review and the 9 expert interviews, we identified a total of 34 requirements (R) for blockchain-based EHRs (Table 2). The requirements were assigned to the 3 stakeholder groups.
Table 2. Consolidated requirements of stakeholder groups for a blockchain-based electronic health record.

<table>
<thead>
<tr>
<th>No and group</th>
<th>Requirement</th>
<th>References</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
<th>E5</th>
<th>E6</th>
<th>E7</th>
<th>E8</th>
<th>E9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>Data security(^a)</td>
<td>[7,12,20]</td>
<td>b</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R2</td>
<td>Data privacy(^a)</td>
<td>[7,12,20]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R3</td>
<td>Access/permission control, data sovereignty</td>
<td>[8,20-22]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R4</td>
<td>Identity confirmation(^a)</td>
<td>[8,20]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R5</td>
<td>Manipulation protection/data integrity(^a)</td>
<td>[7,21,23,24]</td>
<td></td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R6</td>
<td>Complete health record(^a)</td>
<td>[21]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>R7</td>
<td>Performance(^a)</td>
<td>[7]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R8</td>
<td>User friendly design(^a)</td>
<td>[25]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>R9</td>
<td>Context-specific information(^a)</td>
<td>[25]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R10</td>
<td>Data and file storing(^a)</td>
<td>[20]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R11</td>
<td>Data and file sharing(^a)</td>
<td>[8,12,20,21]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R12</td>
<td>Interoperable and consistent data standards(^a)</td>
<td>[12,20]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R13</td>
<td>Intersectoral communication(^a)</td>
<td>[12,21]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R14</td>
<td>Ensuring trusted relationships(^a)</td>
<td>[12,20]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R15</td>
<td>CRUD(^c) rights</td>
<td>[8,21]</td>
<td></td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R16</td>
<td>Verification modus</td>
<td>[8,21]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>R17</td>
<td>Emergency pass</td>
<td>[26]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>R18</td>
<td>Medication/care plan</td>
<td>[27,28]</td>
<td></td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R19</td>
<td>Tracking of state transitions(^a)</td>
<td>[8]</td>
<td></td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R20</td>
<td>General administrative issues</td>
<td></td>
<td></td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R21</td>
<td>Synchronization to off-chain data(^a)</td>
<td>[8]</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>R22</td>
<td>Notification services</td>
<td>[8]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R23</td>
<td>Modularity(^a)</td>
<td>[20]</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R24</td>
<td>Patient centration</td>
<td>[12]</td>
<td></td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R25</td>
<td>Workflow support(^a)</td>
<td>[29]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R26</td>
<td>Integration into existing systems(^a)</td>
<td>[8,29]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R27</td>
<td>Transfer sheet</td>
<td></td>
<td></td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>Secondary stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R28</td>
<td>Scalability(^a)</td>
<td>[7,12,20]</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R29</td>
<td>Invoice management</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>—</td>
</tr>
<tr>
<td>R30</td>
<td>Modus for relatives</td>
<td></td>
<td></td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>Tertiary stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R31</td>
<td>Access to consolidated data(^a)</td>
<td>[10]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>R32</td>
<td>Statistics</td>
<td>[10,30]</td>
<td></td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R33</td>
<td>Clinical research</td>
<td>[31]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
<tr>
<td>R34</td>
<td>Predictive analyses</td>
<td>[31]</td>
<td></td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
<td>x</td>
<td>—</td>
<td>x</td>
</tr>
</tbody>
</table>

\(^a\) For the primary stakeholders.

\(^b\) For the secondary stakeholders.

\(^c\) For the tertiary stakeholders.
Primary Stakeholders

The most important EHR concerns of this stakeholder group are connected to data security and data privacy (R1 and R2) [7,12,20]. Among other things, because of its distributed structure, the use of consensus mechanisms, and cryptographic methods, blockchain technology offers a high potential to counteract these concerns [8]. To protect the highly sensitive health data, patients should have full access and permission control and the possibility to precisely designate each actor involved (eg, physicians and relatives) [8,20,21]. Furthermore, it is essential that they retain data sovereignty, which means that the decision who has access to what data are incumbent on them (R3 and R4) [22]. For example, if patients seek a second medical opinion, they might want to avoid that the first diagnosis affects the second physician.

Nevertheless, an EHR should contain the patients’ complete treatment history to provide involved physicians with the full picture and allow for optimal treatment (R6) [21]. Thereby, it is of utmost importance that the relevant information are quickly accessible [7] but cannot be manipulated [7]. It must be ensured that these data can be updated but not manipulated [7,8,21,23]. Moreover, all stakeholder groups demand for a user-friendly design and context-specific information to avoid an information overload [25].

To enable intersectoral communication, storing, retrieving, and sharing of files and data turned out to be of high relevance (R10 and R11) [8,12,20,21]. These files and data formats should comply with consistent standards (R12) [12,20].

Furthermore, blockchain technology is capable of reducing the necessary trust between the involved actors because transactions support the aforementioned mechanisms (R14) [12,20]. In addition, blockchain technology supports data integrity, as each transaction is recorded (R5) [7]. Besides, data protection is of particular importance (R2). This can basically be supported by blockchain technology, but limitations have to be stated here. When analyzing the metadata, conclusions could be drawn about single individuals under certain circumstances [8,32]. For example, long-term monitoring of common diseases and frequently visited health care actors can provide systematic data analyses and allow for useful conclusions. However, as this conflicts with the goals of data protection, the implementation of anonymization mechanisms, such as those currently used by some cryptocurrencies as Zcash, is a suitable option for anonymizing transaction data [33].

Within this context, access control (R3) and identity confirmation (R4) again play a special role. Both could be carried out by the state, as is already the case in current health systems, such as in Estonia. Furthermore, the allocation of create, read, update, and delete (CRUD) rights must be mentioned here [8,21]. In this context, it is indispensable that specific organizational units are granted certain rights, for example, the right to insert new documents into the EHR. However, the performance of the application (R7) must be guaranteed for all transactions carried out to be attractive for the user groups [7]. The allocation or modification of, for instance, viewership rights should be tracked accordingly (R19) [8]. Before the release of data that have been newly inserted by health care professionals, the content could be checked by the respective patient by means of a verification mode (R16) [8,21].

Particularly, the integration of existing systems (R26; eg, hospital information system, pharmaceutical medication plan, and physicians’ patient administration system) is of importance, as this would require fewer adjustments by all actors involved [8,29]. Equally, the integration of existing workflows is requested (R25) [29]. In addition, general administrative issues should be covered, for example, the status of sick leave or the current insurance status. (R20). A continuous further development and the associated expansion of the functional scope are also planned and can be implemented in the form of individual modules (R23) [12].

Another functionality that can improve the intersectoral communication is a transfer sheet that contains all relevant information necessary for a patient’s transfer from one institution to another, for example, from a hospital in a nursing home (R27).

These transfer sheets include information on previous treatments and convey instructions to the next health care actor in charge. In this context, there are features, such as the emergency pass, that provide all relevant emergency data (R17; eg, blood group and allergies) and a medication plan, which provides details on dosage, side effects, and drug interactions of the medications to be taken (R18) [26-28]. Notification services (R22; eg, vaccination plans) and context-specific information (R9), for example, alarm triggering when permissible vital parameters are exceeded, represent further useful enhancements [8].

Interoperability and consistent data standards (R12) as well as automation through smart contracts can also improve intersectoral communication (R13) [12,21]. However, there is often the problem that data are available in various formats and at different storage locations within the health care system, which considerably complicates a smooth communication. To enable a preferably intuitive handling for the patients, the user interface should be designed as user friendly (R8) and patient centric as possible [12,25].

Secondary Stakeholders

To ensure the greatest possible support from all relevant actors, the requirements set by the secondary stakeholders also have to be taken into account. For instance, it is necessary for EHR solutions to be scalable, as insurances will probably provide these to all their policyholders. Furthermore, a relatives mode would provide a significant added value for patients who cannot maintain files themselves (R30). In addition, health insurance companies could use the system to manage their prescriptions and monitor the compliance and efficacy of therapies.

[8,21,22]
Tertiary Stakeholders

For tertiary stakeholders, interesting possibilities arise from the analysis of anonymized consolidated data (R31) [10]. These data could be useful for statistical analyses about specific diseases, the efficiency of therapies (R32), and clinical research (R33) [31]. Research institutes and governments could use the data to predict diseases such as flu outbreaks (R34) [31]. However, this requires that the data set is as complete and consolidated as possible. It is, for example, also conceivable to monetize (anonymized) data. This means that institutions that seek information would have to pay the respective patients for the permission to use specific data. However, data can only be passed on actively by the user (R3, R11, and R24), and the respective institution has to clearly specify the intended use. In case of infringement, effective penalties (e.g., high fines, imprisonment, or exclusion from network) could be imposed depending on the severity of the breach.

Architecture

As part of the design science approach (first iteration), we developed an initial concept for blockchain-based EHRs within a workshop on the basis of the multimethodically collected requirements analysis. First, the identified requirements have been incorporated into the development of the concept (Figure 3).

Ølnes describes the (bitcoin) blockchain as an information infrastructure that can always be developed further [34]. In his argumentation, he refers to the definition of Hanseth and Lytinen [35], who define the concept of information infrastructure as a common, open (and unlimited), heterogeneous, and evolving sociotechnical system consisting of a set of information technology (IT) skills and their users as well as operations and design communities. Blockchain technology offers a multitude of possible variations, for example, adding or removing actors or smart contracts (R3), using the implemented consensus mechanism. This enables that the system can be customized to meet specific needs and requirements. The developed concept (Figure 3) takes into account 3 basic options of data management: (1) it offers the possibility to interlink or reference already existing data sources; (2) it provides the possibility to store information encrypted in the blockchain; and (3) it allows to store and reference data from different data sources encrypted in the blockchain (R10 and R11). We deliberately avoided a uniform procedure to guarantee access to as many people as possible and have the highest possible flexibility. People living in countries with an appropriate digital health infrastructure are likely to choose option 1 or option 2 (R21). Although the latter offers the advantage that the data are always available, which reduces dependency on other actors, the disadvantage is the direct (encrypted) storage on the blockchain. Owing to the data protection requirements (e.g., General Data Protection Regulation) and technical advantages, the authors recommend referencing the data and using the blockchain as an access management solution. This also makes it easier to adequately manage the large amount of data that are generated, for instance, during clinical studies. Patients might be notified about data changes, which they would have to approve or reject (R16).

All processes within the EHRs should be documented on the blockchain to be able to ensure complete traceability in the event of data breaches or legal disputes (R19). In a working paper for the United Research Institute for Social Development, Scott points out that blockchain-based currencies, so-called cryptocurrencies (e.g., bitcoin), are a relatively simple way of managing cash holdings in countries with a weakly developed financial infrastructure and safely handling payment transactions on the spot in insecure, informal environments [36]. Similarly, the concept offers the possibility of independently maintaining the data (option 2), which is especially valuable for people who live in countries with poor (digital) health infrastructure. The access to the blockchain should be realized through a registration with an appropriately certified institution to prevent aggregation of irrelevant or trivial data (R3). Similar considerations can be found in a study by Ekblaw et al [8]. Furthermore, institutions can gain access to aggregated, anonymized data if they provide computer resources through their activities as Miner and thus ensure the network’s trustworthiness (R31). This incentive system is based on a study by Ekblaw et al [8]. The functionalities such as the access rights of the other actors to the patient data are defined by smart contracts. Automated contracts between the other players are also possible (R13, R14, and R12). In this way, the entire process can be supported, from admission and diagnosis to treatment and any associated rehabilitation to discharge and final consultation (R25).

After presenting the first concept in Figure 3 and the discussion with health care experts about the data sources and functionalities, we substantiated the concept into an n-tier architecture. The blockchain-based architecture can be divided into 5 layers as shown in Figure 4: data layer at the bottom, data access layer, application logic layer, application layer, and presentation layer. In all layers, ethical and legal implications have to be considered.
Figure 3. Electronic health record concept blueprint. Rehab: rehabilitation.
**Figure 4.** Five-tier architecture. IT: information technology.

**Data Layer**
The data are standardized to ensure compatibility (R12) and intersectoral communication (R13). The integration platform provides defined communication patterns and interfaces for structured information and document exchange on the Fast Healthcare Interoperability Resources standard, the standard profiles of the Integrating the Healthcare Enterprise, the HL7 family (Health Level 7), openEHR, and the xDT family. Conformity with International Standard Organization (ISO) 21090 (health informatics — harmonized data types for information interchange) and ISO 13606 (health informatics — EHR communication) must be taken into account. For the generic description of the respective information unit, the semantics of the respective useful and information elements used are stored in the integrated metadata repository. The respective treating actor in the health sector has the possibility to provide data for the respective patient and document changes (R15 and R19).

**Application Logic Layer**
The application logic layer controls the workflow of the different applications and systems (R25). Thus, data are prepared and made available for different purposes (R9 and R31). This is particularly interesting for the research area and enables various statistical evaluations (R32, R33, and R34).

**Data Access Layer**
Data from different sources are linked to the blockchain to ensure that the patient’s health records are as complete as possible (R8). Access control is important to ensure that the respective actors only have access to the relevant and released data (R3 and R2). In this context, the implementation of a role concept is of great importance. In addition, a precisely designed role concept in conjunction with a regulated access control renders data manipulation (R5) more difficult. Besides, a meta-data repository can support the integration and organization of relevant metadata (R26). For example, the data from the disparate systems can be better related to each other, and discrepancies, gaps, and metrics can be identified and addressed at the data structure level.

**Application Layer**
On the basis of the connected data (R23), various services can be set up. A modular concept allows each stakeholder to individually configure their personal dashboards with only relevant data (R9). According to the experts surveyed, this leads, in particular, to added values for emergency passes (R17), medication plans (R18), and transfer sheets (R27). At this point, for example, the invoice management (R28) of health insurance companies can be applied. Furthermore, the opportunity to delegate administration rights to relatives could also be addressed in the form of a relatives mode (R30).

**Presentation Layer**
The presentation layer describes how the services are displayed to the end user. The range of functions for a user depends on his role, for example, more comprehensive functions and data are available for emergency physicians than for pharmacies. It is particularly important that the platform can be accessed either using responsive Web applications or native applications on almost all end devices and operating systems (R8). Modern smartphones, in particular, offer interesting functions with additional security measures such as fingerprint sensors and iris.
scanners (R1 and R3). Thus, information can also be prepared and displayed in a context-specific manner (R9). For example, different information can be displayed for a nurse wearing augmented reality glasses than for a pharmacist who receives additional information about the current medication plan and can thus be informed about drug interactions at an early stage.

**Evaluation**

In our first evaluation cycle, we discussed our initial categorization of the identified stakeholders into 3 stakeholder groups (Figure 2) with 3 health care professionals and 3 information systems experts. As this categorization turned out to be too rough for the design of the EHR architecture, we refined it by splitting the stakeholders into patients, medical professionals, public authorities, pharmacies, researchers, and health insurances (Figure 3). In the second evaluation workshop with 2 health care professionals and 3 information system experts, we discussed the databases that should be included in the concept. The participants evaluated the physicians, clinics, pharmacies, and health insurance databases as most important for the EHR architecture (see data layer in Figure 4). The remaining sources were summarized in other actors.

A draft of the first concept (Figure 3) was presented to 5 health care professionals at the third evaluation workshop. Each participant added specific use cases from his profession, which we gradually included in the concept. Owing to the diversity of the use cases, we decided to begin with the 6 aspects of admission, diagnosis, treatment, therapy or rehabilitation, discharge, and counseling. In the final architecture, we reduced the complexity by implementing an application layer that did not include individual use cases but showed exemplary modules of the EHR system.

At the last evaluation workshop, we presented the final architecture (Figure 4) to 4 health care professionals, 2 lawyers, and 3 information system professionals. Additional functionalities and several data standards were discussed and incorporated into the architecture concept. Finally, we elaborated the KBs and KCs of the proposed solution.

**Discussion**

**Principal Findings**

After identifying the relevant stakeholders and their 34 respective requirements with the help of a literature review and expert interviews, we developed the first concept for a blockchain-based EHR. The concept was subsequently evaluated with the experts again to build a 5-tier architecture, which is presented in Figure 4. The development and introduction of blockchain-based EHRs are accompanied by several KBs and KCs. In the following, the KBs are presented before the KCs are critically discussed and possible solutions, in the form of 5 recommendations for action, are proposed.

**Key Benefits**

We identified 12 KBs of a blockchain-based EHR architecture, which we summarized with their respective sources from the literature and expert interviews in Table 3. The decentralization of the blockchain is the first KB (KB1) to be mentioned because distributed systems are usually less susceptible to system failures. Thus, there is no single point of failure (KB2). Moreover, the failure of individual nodes does not have significant effects on system security. A further advantage of the blockchain is that it has implemented various mechanisms (eg, consensus mechanism and cryptographic procedures) that render data manipulation difficult (KB3). The blockchain’s relatively high security, ensured among others by the cryptographic algorithms and decentralization, constitutes another benefit (KB4). Furthermore, the blockchain allows the tracking of entries, which makes incorrect treatment decisions traceable (KB5) and increases the patient safety. In addition, it is possible to store the entire treatment history, which significantly increases the scope of information available to the treating actors (KB6) and contributes to a general improvement in treatment quality. Smart contracts can help to automate certain processes (KB7; eg, referrals to specialists, ordering [individualized] medication). In addition, data sovereignty is firmly transferred to the patient (KB8) so that the user is the master of his own data. The fact that all relevant data can be made available to the corresponding actors quickly and in a standardized format, significantly increases intersectoral communication (KB9). Furthermore, it is conceivable that service providers process both invoicing and payment transactions directly using the blockchain (KB10). Possible new business models are emerging, for example, through the systematic evaluation of data or brokerage services (KB11). In summary, it can be said that the presented concept offers advantages at various levels, including technical (eg, data security), organizational (eg, intersectoral communication), and economic issues (eg, new business models). All in all, the advantages of blockchain-based EHRs could significantly improve the status quo of patient-oriented treatment (KB12).
Table 3. Key benefits (KB) of a blockchain-based electronic health record architecture.

<table>
<thead>
<tr>
<th>No</th>
<th>Key benefits</th>
<th>References</th>
<th>Experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>KB1</td>
<td>Decentralization</td>
<td>[7,23]</td>
<td>E7</td>
</tr>
<tr>
<td>KB2</td>
<td>No single point of failure/vulnerability</td>
<td>[7]</td>
<td>E7</td>
</tr>
<tr>
<td>KB3</td>
<td>Tamper proof</td>
<td>[7,23,24]</td>
<td>E1, E2, E4, E7, E9</td>
</tr>
<tr>
<td>KB4</td>
<td>Data security</td>
<td>[23,37]</td>
<td>E2, E4, E7, E9</td>
</tr>
<tr>
<td>KB5</td>
<td>Traceability of entries</td>
<td>[7,23]</td>
<td>E1, E2</td>
</tr>
<tr>
<td>KB6</td>
<td>Overview of all health-related data</td>
<td>[21]</td>
<td>E7, E9</td>
</tr>
<tr>
<td>KB7</td>
<td>Automation by smart contracts</td>
<td>[38]</td>
<td>_a</td>
</tr>
<tr>
<td>KB8</td>
<td>Data sovereignty for patient</td>
<td>[7,12,23]</td>
<td>E1, E2, E5, E6, E7, E9</td>
</tr>
<tr>
<td>KB9</td>
<td>Improved intersectoral collaboration through file and data sharing</td>
<td>[23]</td>
<td>E1, E2, E3, E4, E5, E7, E8, E9</td>
</tr>
<tr>
<td>KB10</td>
<td>Integrated payment application</td>
<td>[23]</td>
<td>E2, E7</td>
</tr>
<tr>
<td>KB11</td>
<td>New mining business models for data analysis</td>
<td>[8,21]</td>
<td>E7</td>
</tr>
<tr>
<td>KB12</td>
<td>Patient-oriented treatment</td>
<td>[12]</td>
<td>E1, E3, E8, E9</td>
</tr>
</tbody>
</table>

_aNot applicable.

Key Challenges

Despite all advantages, a blockchain-based EHR still faces some major challenges that are summarized with their respective sources from the literature and expert interviews in Table 4. The high energy consumption, primarily because of the use of the proof-of-work consensus mechanism, is often cited as a major challenge associated with the use of blockchain technology (KC1). This leads to high transaction costs (KC2) because of both high energy consumption and the required hardware resources (KC3). However, these challenges can primarily be addressed by 2 measures. First, other consensus mechanisms such as proof-of-stake could significantly reduce the electricity consumption; second, regulated access, in the sense of a consortium blockchain, could keep the required hardware investments manageable. Regarding access regulation, however, the question arises as to which organization is responsible (KC4). We currently consider the state or a consortium consisting of different stakeholders to be potential access regulators. Both could equally be considered when it comes to the questions of responsibility and accountability for (further) development as well as the administration of the system (KC5).

However, the fact that systematic analyses based on metadata offer comprehensive assessment possibilities and allow for conclusions, they have to be seen as a technical challenge at the same time (KC6). Although no satisfactory solution to this problem has yet been found, the cryptocurrency community is currently addressing it, for example, by means of the anonymity mechanism of the cryptocurrency Zcash [33]. Another technical aspect that needs to be addressed in the future is the so-called 51% attacks (KC7). However, they are very unlikely in a consortium. Moreover, the processing speed of blockchains is relatively slow compared with conventional databases (KC8). For example, the Bitcoin blockchain needs up to 10 min to write transactions into a new block. However, it is usually not necessary for these data to be available to other participants in real time. In addition, this time delay only affects the writing, not the reading of transaction data. The verification of imported data, which is mandatory for the highest possible data quality and timeliness (KC9), constitutes another major challenge. In principle, the respective user could confirm the entered data again before it is finally written down. However, this could also result in disadvantageous delays or users rejecting or concealing the doctor’s findings. Finally, 2 further challenges can be identified, the primary aim of which is to motivate the involved actors. On the one hand, the added value must be demonstrated to patients and health care professionals, and the necessary (technical) skills in handling such complex applications must be developed (KC10). But the benefits for the remaining stakeholders also have to be demonstrated (KC11). According to the experts, this can best be accomplished by focusing on the expected, significantly more favorable cost structure in the long term, which clearly stands out against the costs of the existing, highly fragmented, and thus relatively cost-intensive IT-system landscape. In particular, automation with smart contracts could also address a high savings potential here.

As blockchain technology is relatively new, standards are lacking, for example, regarding reference architectures and interfaces to other blockchains (KC12).
Table 4. Key challenges (KC) of a blockchain-based electronic health record architecture.

<table>
<thead>
<tr>
<th>No</th>
<th>Key challenges</th>
<th>References</th>
<th>Experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>KC1</td>
<td>High energy consumption</td>
<td>[39]</td>
<td>_a</td>
</tr>
<tr>
<td>KC2</td>
<td>High and unpredictable transactions costs</td>
<td>[10,12,20,24,37]</td>
<td>E2, E7</td>
</tr>
<tr>
<td>KC3</td>
<td>Requires high storage, bandwidth and computational power, low scalability</td>
<td>[7,10,12,20,39,40]</td>
<td>E7</td>
</tr>
<tr>
<td>KC4</td>
<td>Access and authorization issues</td>
<td>[10]</td>
<td>E5, E6, E7</td>
</tr>
<tr>
<td>KC5</td>
<td>Accountability for development and administration</td>
<td>[23]</td>
<td>E5, E7</td>
</tr>
<tr>
<td>KC6</td>
<td>Public availability of transactions</td>
<td>[7,10,12,20,24,37,39,41]</td>
<td>E2, E3, E7, E9</td>
</tr>
<tr>
<td>KC7</td>
<td>51% attack</td>
<td>[7,37]</td>
<td>—</td>
</tr>
<tr>
<td>KC8</td>
<td>Slow processing speed</td>
<td>[7,12,39]</td>
<td>E2, E4, E7</td>
</tr>
<tr>
<td>KC9</td>
<td>Data imports need verification</td>
<td>[10,20]</td>
<td>E2, E4, E7, E9</td>
</tr>
<tr>
<td>KC10</td>
<td>Technical skills of patient and health care professional</td>
<td>[10]</td>
<td>E2, E5, E7, E8, E9</td>
</tr>
<tr>
<td>KC11</td>
<td>Incentives for provision of computational resources</td>
<td>[23]</td>
<td>E2, E4, E7</td>
</tr>
<tr>
<td>KC12</td>
<td>Standardization</td>
<td>[20]</td>
<td>E1, E3, E5, E6</td>
</tr>
</tbody>
</table>

*Not applicable.

To address these challenges, we derived 5 recommendations for action for science and practice.

**Recommendation 1**

The first recommendation for action is the development of comprehensive standards (KC12). It is conceivable to track and co-design the current standardization attempts such as ISO/TC 307 (blockchain and distributed ledger technologies) and specify this standardization for blockchain-based applications in the health sector. In addition to fundamental topics such as terminology, vulnerabilities, and reference architectures, legal issues such as the legal validity of smart contracts or governance aspects are also of interest. Standardization could thus also help to shape responsibilities for development and administration, especially in the context of IT governance (KC5).

**Recommendation 2**

The authors recommend the formation of a cross-stakeholder consortium that addresses both technical challenges (KC1, KC6, KC7, and KC11) and organizational challenges (KC4 and KC5). This consortium could establish a consortium blockchain (also called hybrid blockchain) and simplify access controls. Furthermore, consortia offer the advantage of forming a concrete entity capable of acting, which can, for example, improve the representation of interests. In principle, the question arises as to who will be involved in the consortium and how this involvement will look like. To this end, the members of the consortium should be elected from all relevant stakeholder groups.

**Recommendation 3**

Researchers and companies should continue to work on advancing blockchain technology. Thereby, encryption mechanisms must protect the data as effectively and efficiently as possible (KC6 and KC8), and consensus mechanisms must work as resource saving as possible (KC1 and KC3) without compromising security. Reducing resource use would strengthen environmental sustainability and reduce long-term financial operating costs in the form of transaction costs (KC2).

**Recommendation 4**

Costs are a decisive factor for every project. As such a project would involve high (financial) costs (KC1, KC2, KC3, and KC11), a further focus should be placed on the development of business models. Perspectives are opened here, for example, in the (anonymized) evaluation of data that can provide interesting insights for the (further) development of drugs, treatments, and therapies.

**Recommendation 5**

The 5th recommendation for action states that users must be empowered and trained to use current information and communication technologies (ICTs; KC10) and learn more about their current state of health (health literacy) to be able to trace findings to some extent and thus reduce false entries in the system (KC9). The authors are aware that probably not both goals can be realized for every user. Nevertheless, the aim should be to inform the user as well as possible about the possibilities of modern ICT and their state of health. At this point, concepts such as digital nurses or digital learning platforms could offer interesting perspectives.

**Limitations**

Although the presented blockchain architecture is supposed to take all stakeholders’ requirements into account to provide optimal conditions for a qualitative health care supply, it has its limitations. First, we have not been able to interview representatives of each identified stakeholder group. For example, the specific requirements of insurance companies or research institutes need to be examined more closely. Furthermore, we did not include the opinion of the most important stakeholders in the adaptation of EHR, namely the patients. The personal attitude toward technological innovations is highly subjective and depends on age, technological affinity, and pre-experiences. Therefore, quantitative surveys should be conducted to investigate the acceptance of blockchain-based EHRs. The fact that the evaluation of our results will require
deep technical and organizational know-how about blockchain technology constitutes another important challenge.

Conclusions
The aim of our analysis was to investigate whether and how blockchain technology can be used for EHRs. To do so, we applied the DSR paradigm. First, we identified 15 stakeholders and categorized them into 3 groups. With the help of a structured literature review and 9 expert interviews, we collected 34 specific requirements for EHRs (RQ1). In the next phase, we drafted the first concept for a blockchain-based architecture. Within 4 iterative evaluation cycles, we developed a 5-tier architecture that takes the identified requirements into account (RQ2). Finally, we discussed KBs and KCs of our proposed solution (RQ3) and derived 5 recommendations for action to address the KCs.

We conclude that blockchain technology offers considerable potential to improve EHRs. In contrast to currently available EHR solutions, blockchain technology offers improvements, for instance, regarding data security, traceability, and automation by smart contracts. We identified 12 KBs, which can be achieved by using blockchain technology for EHRs.

Nevertheless, there are still some KCs that need to be overcome (Table 4). Future research should address ethical, social, environmental, technological, and economic implications. First of all, research potential can be identified in the investigation of incentive programs for providing computational resources. This is connected to the question which business model would be most suitable to offer a blockchain-based EHR. In this context, cost-benefit analyses should be conducted. Furthermore, issues according to data security/privacy and the attack threat need to be analyzed. Finally, it is crucial that especially patients accept the technology. As discussed above, quantitative acceptance investigations are needed to improve applications and enhance dissemination. We expect new blockchain-based applications to emerge in the health care sector that have the potential to substantially improve existing solutions and thus the quality of health care supply.
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Abstract

Decentralized apps (DApps) are computer programs that run on a distributed computing system, such as a blockchain network. Unlike the client-server architecture that powers most internet apps, DApps that are integrated with a blockchain network can execute app logic that is guaranteed to be transparent, verifiable, and immutable. This new paradigm has a number of unique properties that are attractive to the biomedical and health care communities. However, instructional resources are scarcely available for biomedical software developers to begin building DApps on a blockchain. Such apps require new ways of thinking about how to build, maintain, and deploy software. This tutorial serves as a complete working prototype of a DApp, motivated by a real use case in biomedical research requiring data privacy. We describe the architecture of a DApp, the implementation details of a smart contract, a sample iPhone operating system (iOS) DApp that interacts with the smart contract, and the development tools and libraries necessary to get started. The code necessary to recreate the app is publicly available.

Introduction

Background

Decentralized apps (DApps) are computer programs that run on a distributed computing system. These have been popularized recently by distributed ledger technologies underlying projects such as Bitcoin and Ethereum. Unlike the client-server architecture that powers most internet apps, DApps interact with app logic deployed on a blockchain enabling transparent, verifiable, and immutable records of each transaction. When built on blockchain networks, DApps can contain their own suite of associated smart contracts that are used to encode business logic and allow persistent storage of state [1].

Over 150 blockchain projects in the health care industry alone have raised more than US $660 million in private and blockchain-funded markets [2,3]. Despite this massive investment in blockchain technologies over the last 3 years, the DApp ecosystem remains immature. At the time of writing, the most popular DApp had 5628 daily active users [4]. By comparison, Facebook, a popular centralized app, reported 1.5 billion daily active users in Q4 of 2018 [5]. Documentation and tooling for developers to build on new platforms is sparse [6,7]. As a result, the technical hurdles currently required to develop a DApp restrict more widespread experimentation.

Self-contained sample projects [6-10] can help jump-start development, allowing those new to the field to focus on the logic and app instead of the myriad technical decisions required to get started. This tutorial too walks through the development
of a complete working DApp prototype, including smart contract and iPhone operating system (iOS) client apps, and is specifically motivated by a real use case that requires data privacy in biomedical research. All of the code necessary to recreate this app has been made publicly available [11,12]. Our hope is that this project will be forked, remixed, and combined to catalyze the ecosystem of biomedical blockchain DApp development.

This tutorial is organized as follows: (1) a discussion around the traditional approach to data privacy in research as well as the rationale for a blockchain approach; (2) the motivation for a geolocation sharing use case for biomedical research; (3) an overview of the software architecture proposed, including a brief description of security properties; (4) a description of the client app; (5) a description of the smart contract; (6) details on the development environment; (7) details on the deployment of the DApp; and (8) a discussion of advantages, limitations, and future directions.

The aim of this paper is to serve as a tutorial for developing a working prototype of a DApp (as shown in the demo video in Multimedia Appendix 1) and to highlight the specific benefits of using a DApp as a method for participants in research to share features of their raw data, while preserving the participant’s privacy by not revealing the raw data itself.

Traditional Data Protection and Its Shortcomings

Traditionally, data collected in research is managed using a database that is implemented in a client-server network architecture. In this architecture, a database is connected to a backend server, which can then be accessed by researchers (clients). An example of this architecture is an iOS app, functioning as the front end (client), which makes calls to backend code and the database (server) [13]. This database requires some central authority, typically the researcher or research organization, to set permissions and control access resulting in a centralized app. It is the responsibility of the researchers to ensure the privacy and protection of the collected data; this architecture is convenient for researchers in that regard, as they technically have full autonomy over all the data they collect.

Researchers having full access and control over all collected data from participants, however, is not necessarily in the best interest of either party. This approach can place undue burden on researchers who are only interested in nonidentifiable features of the data and would rather not bear the liability of collecting and managing data that is unnecessary to their analysis. On the contrary, participants must blindly trust that the researchers will not secretly collect and log information, or that the data access policies remain private for all time.

As smart contracts are transparent and immutable, it is possible to verify and guarantee the behavior when the smart contract source code is made publicly available by comparing the binary code of the deployed contract against the open-source code. This may, in part, alleviate the participants’ concern that their data could be mishandled or mismanaged. On the contrary, there are no guarantees that traditional database implementations do not secretly collect and log information, or that the data access policies remain private for all time.

Researchers can rely on smart contracts to self-execute for example, to return relevant features of interest from participant data without the researcher having any awareness of the raw data. This allows for the collection of more raw data, while still limiting the exposure of these data to the researcher. In the heart rate example mentioned earlier, all of the heart rate data could be posted to a smart contract, which can be written in such a way that would allow participants to control access to these data. For example, participants could update researcher access from limiting access to heart rate data above 70 bpm to allowing access for heart rate data above 60 bpm. Using only data minimization, researchers would not be able to access previous heart rate data above 60 bpm. Using smart contracts, researchers could achieve data minimization and reduction of liability, while maintaining a degree of flexibility when accessing private data.
It is important to note that there are several alternative approaches that strive to provide guarantees of data privacy preservation. Many of these approaches rely on trusted third parties, cryptographic, secure hardware, or blockchain-based techniques and are actively being researched and are under development. A full examination of these approaches is out of scope for this tutorial, but a forthcoming article that accompanies this study provides a detailed comparison of techniques based on ability to preserve data privacy and on the practicality of implementation [16]. One of the primary findings is that blockchain-based techniques, particularly when combined with other techniques such as secure hardware, can provide high levels of data privacy, verifiability, and practicality of implementation.

**Use Case: Sharing Location Data for Biomedical Research**

This tutorial presents a mobile iOS DApp that allows a research study participant (participant) to share useful features of their location data derived from global positioning system (GPS) coordinates, or geocoordinates, with a research team (third party), without revealing their raw GPS coordinates. Location data have proven diversely useful in biomedical research where it has improved disease management and treatment delivery, been used to monitor behavioral and environmental risk factors, and even has informed public health policy in substance abuse [17-20].

Although geolocation data hold significant promise for a variety of health care apps, location data are also one of the most sensitive pieces of personal information [21]. It is in the interest of both the researchers and the research participants that the collection of these data has been restricted to the stated goal of the research project, and this study aims to show that blockchain technology can be deployed in such a way to attain these ends.

**Decentralized App Architecture and Use**

The DApp consists of a client app for the participant and the third-party researcher and a smart contract (Figure 1). A smart contract is a collection of code and data that encapsulate the business logic of the DApp [1]. Smart contracts are written in a high-level programming language, compiled into bytecode, and deployed to a unique address on a blockchain. The development and execution of smart contracts are supported by a variety of blockchain platforms such as Ethereum, EOS, Tron, POA, and Oasis [4,22]. Each blockchain implementation offers different features and trade-offs based on their purpose and protocol; therefore, it is important to consider the features when considering a blockchain platform solution. For additional blockchain related terms and definitions mentioned throughout this study, see Multimedia Appendix 2.

As shown in Table 2, we compare features of a traditional database against Ethereum, a popular public open-source blockchain platform, and against Oasis Devnet, a privacy-preserving blockchain solution. Data privacy is critical when dealing with biomedical data. However, most public blockchains lack confidentiality and privacy of state variables and data. Smart contracts deployed on Ethereum, for example, allow for the state and data stored within them to be read by anyone. Therefore, public blockchains that lack data privacy and confidentiality would not be a suitable standalone solution for storing and handling sensitive biomedical data [23,24].

The Oasis Devnet addresses this critical gap in blockchain’s lack of confidentiality by combining blockchains with trusted execution environments (TEEs) [25]. The Oasis Devnet is based on Ekiden, a system anchored in a formal security model expressed as a cryptographic ideal functionality [25,26]. The underlying blockchain in Oasis is encrypted, which prevents the dedicated storage of the contract data and state to be read, unlike public blockchains. Within Ekiden, anyone with a TEE-enabled platform can participate as a compute node to execute contracts within the contract TEE. To create or retrieve the keys required to run the contract, the contract TEE must reach out to the key management committee, a quorum of compute nodes that manage the keys needed to run the contract. This system prevents a malicious node from forking the blockchain and acting as a compute node, as they would not have the necessary keys from the key management committee to run the contract.

Additional technical details involving the security and privacy-preserving features underlying the Oasis platform can be found in the study by Cheng et al [25].

Therefore, we selected the Oasis Devnet to deploy this DApp because it (1) prioritizes privacy preservation, (2) has a functional and supported developer network, and (3) is compatible with the Ethereum toolkit.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
<th>Benefits</th>
<th>Trade-offs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transparent</td>
<td>The state of the app is public and inspectable.</td>
<td>App functionality can be audited and validated; Public nature of code incites collaboration.</td>
<td>Requires careful implementation to avoid exposure of sensitive data; Vulnerabilities can more easily be identified and exploited.</td>
</tr>
<tr>
<td>Autonomous</td>
<td>Can be designed and deployed such that it does not require any further interaction with the agent that deployed it.</td>
<td>No need for middleman or external arbiter. No external control or manipulation of app behavior.</td>
<td>No customer service: transactions cannot be reversed, and corrections cannot be made.</td>
</tr>
<tr>
<td>Immutable</td>
<td>The code defining the contract cannot be modified.</td>
<td>Guarantees that data policy will not change.</td>
<td>Cannot update smart contract with security fixes; requires new contract deployment.</td>
</tr>
<tr>
<td>Self-sufficient</td>
<td>Has the ability to coordinate and incentivize resources, in the form of tokens, to execute functions.</td>
<td>A deployed contract stays deployed on blockchain; does not require developer to pay for maintaining a server.</td>
<td>Lack of control over deployed malicious contracts; users of the smart contract pay transaction costs.</td>
</tr>
</tbody>
</table>

Table 1. Smart contract properties: benefits and trade-offs.
Figure 1. Decentralized application architecture and workflow—Smart contracts consist of self-executing code run on a blockchain protocol. Data flow directly between the smart contract and the clients: (1) Participant submits timestamped geolocation data; (2) Participant grants/revokes permission to share that data, to the smart contract; (3) A third party assigns geolocations of interest a matching category (e.g., hospital, gym, pharmacy, or none) and deploy that mapping to the smart contract; (4) Participant can view the timestamp of each of their previously written geolocations and the category of that geolocation, if there exists a mapping between that geolocation and a category that was previously written to the smart contract by a third party; and (5) A third party can view timestamped data that the participant has chosen to share.

Table 2. Features of traditional databases compared with Ethereum and the Oasis Devnet.

<table>
<thead>
<tr>
<th>Features</th>
<th>Traditional database</th>
<th>Ethereum (public)</th>
<th>Oasis Devnet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data read access control</td>
<td>Yes</td>
<td>No, data is public</td>
<td>Yes, dependent on smart contract logic</td>
</tr>
<tr>
<td>Anonymity</td>
<td>Yes, if host is honest</td>
<td>Pseudo-anonymous</td>
<td>Pseudo-anonymous</td>
</tr>
<tr>
<td>Cost</td>
<td>Fixed</td>
<td>Variable</td>
<td>Free on developer network, will be variable in production mainnet</td>
</tr>
<tr>
<td>Data privacy</td>
<td>Yes, if host is honest</td>
<td>No, data is public</td>
<td>Yes, dependent on smart contract logic</td>
</tr>
<tr>
<td>Data mutability</td>
<td>Mutable, but can be immutable via role permissions</td>
<td>Immutable</td>
<td>Devnet gets reset, but the production mainnet will be immutable</td>
</tr>
<tr>
<td>Code can be updated</td>
<td>Yes</td>
<td>Yes</td>
<td>Not yet. Intercontract calls are planned</td>
</tr>
<tr>
<td>Publicly verifiable</td>
<td>No, the public cannot verify stored procedures</td>
<td>Yes, the public can verify smart contract code^a</td>
<td>Yes, the public can verify smart contract code^a</td>
</tr>
<tr>
<td>Widely accessible</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

^aFor both Ethereum and Oasis Devnet, the smart contract source code must be made public to verify that the contract is doing what is claimed.

The Oasis Devnet supports several runtimes, allowing developers to choose between popular languages. Here we use Solidity, an object-oriented programming language for writing and implementing smart contracts, because of its existing development frameworks and interoperability with Ethereum, the second largest blockchain network [27]. It should be noted that the Oasis Devnet was used, as the mainnet was not yet available at the time of this writing. In contrast to an open testnet, the Oasis Devnet is hosted by Oasis Labs and was created specifically for developers to make an easy-to-use, developer friendly environment to develop and test on Oasis [28].

Using a blockchain that supports private states, such as Oasis, allows the handling of raw data to shift from that of a central party to a blockchain platform that provides a combination of transparency and privacy via verifiable smart contracts and a system by which no party can view or access the raw data.

Client App
To simplify the tutorial codebase, the iOS app can toggle between a participant mode and a third-party mode; in practice the two views would be implemented as separate apps that only display the functionality relevant to that user type. Multiple participant users and third-party researcher users could use the client app at once, depending on the desired enrollment and collaboration goals of the research study design.

https://www.jmir.org/2019/10/e13601
**Participant Mode**

The participant tab presents a participant user with the common functionalities and user interface that a participant in a research study would expect (Figure 2). These include posting the user’s current location, toggling data sharing, and viewing the user’s previously posted data.

This view also presents the user with the device’s geocoordinates and local time to display the human-readable data that are posted to the smart contract, should the user decide to share their location. The geocoordinates are represented as the latitude and longitude of the device with a precision of 4 decimal degrees, approximately 11.132 meters at the equator. This precision was chosen to provide sufficient granularity between establishments, without requiring several adjacent coordinates to represent a single establishment. When posting to the smart contract, these geocoordinates are multiplied by a factor of $10^4$ to represent the decimal degrees as signed integers. If the user has not previously posted a location, a new participant identifier (ID) for the user is created, and the associated sharing status is enabled and set to true.

The participant can toggle whether or not to continue sharing their current and previous data anytime. If sharing is enabled then all third parties are able to view the number of previously submitted locations by the participant, along with the timestamped category. If sharing is disabled, third parties can only see that participant’s ID and that they have chosen not to share data at this time. A design decision was made to make the default sharing status opt-out, for 3 reasons: (1) The primary participant user action is to “share location,” which itself informs the participant that their data will be shared; (2) Participant data privacy is provided regardless of the sharing status, but is available because we believe participants own their data and should have the ability to revoke access; and (3) To maximize benefit to third parties who want to access to participant location feature data.

A third party can benefit from seeing the ID of participants that have revoked data access to better understand how many participants exist and how many of them continue to share data over time. Showing all participant IDs was included primarily as a demonstration to easily show how access can be granted and revoked; however, the smart contract could be easily written in such a way that no longer allows third parties visibility into the participant IDs who have revoked access. This may be an important security consideration in scenarios where there are few participants. As additional participant IDs are revealed to third parties, regardless of sharing status, this could provide some level of data to malicious third parties that may attempt to extrapolate a participant’s wallet address from the participant ID by examining the history of transactions with the smart contract. Fortunately, the method that is called by a transaction is concealed, so there is no direct means of differentiating between a participant and a third party based on examining the transaction history.

![Figure 2. Simulator running the iPhone operating system app displaying the participant mode.](https://www.jmir.org/2019/10/e13601)
The participant is also presented with a table containing previously posted locations ordered by the time posted. Each location displays its corresponding category and timestamp. These previously posted locations will always be visible to the participant that posted them, even if sharing is disabled at that time. This allows a user to view the data that will be shared if they choose to do so.

**Third-Party Mode**

The third-party view presents views and functionality for a third party, such as a research coordinator (Figure 3). These include categorizing a geolocation and viewing participant feature data.

Within this view, a third-party user is able to search for map-based addresses and places of interest. The places of interest are centered around the location of the device, through Apple’s MapKit Framework, where the geocoding service is performed by Apple. It should be noted that the geocoding service is done solely as a convenience to the third party and is not done for the participant nor identifies the participant’s location. Once the user has selected a location and selected its associated category, they can post to the smart contract.

The view also presents a summary of participant data, such as the number of participants who have posted at least one location, the percentage of participants who have enabled sharing, as well as the total number of locations that are available and being shared. For specific information on each participant, the third party is shown a table view of all participants and whether the participant has enabled the sharing of their data. If a participant has enabled the sharing of their data, third parties are able to view how many locations a participant has posted and can view the timestamp and location category of each entry.

![Figure 3. Simulator running the iPhone operating system app displaying the third-party mode.](image)

**Smart Contract**

The smart contract manages participant enrollment in the research study and allows participants to share their geocoordinates with the study. The smart contract also determines whether the geocoordinates correspond to a predefined location type and whether or not to allow third parties to view the data participants commit to the smart contract. Importantly, raw geolocation data are not stored within the smart contract, nor are the geolocation data directly linked to the participant.

**Decentralized App Development**

**Tools and Libraries**

Many tools and libraries exist for the development of DApps. The tools and libraries used to develop this DApp are briefly introduced and summarized and will be expanded upon further throughout the discussion of development (Table 3). Certain resources in this tutorial are platform-dependent, such as Oasis Contract Kit, whereas others are generally useful for DApp development such as ConsenSys AG’s MetaMask and Truffle.
Table 3. Decentralized app–related resources used in this tutorial.

<table>
<thead>
<tr>
<th>Tools and Libraries</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetaMask</td>
<td>Browser extension that serves as a Web3 wallet that can create and manage identities. It also injects the web3.js library into the browser to allow read and write requests to be made on blockchain networks, such as Ethereum or other networks by specifying a remote procedure call URL.</td>
</tr>
<tr>
<td>Oasis Contract Kit</td>
<td>Docker environment with a preconfigured set of tools for developing contracts on Oasis.</td>
</tr>
<tr>
<td>Oasis Devnet</td>
<td>Privacy-focused blockchain platform for developers to build and test confidential smart contracts; the platform used in this tutorial.</td>
</tr>
<tr>
<td>Remix</td>
<td>Web browser–based integrated development environment that allows developers to write, deploy, and run smart contracts written in Solidity.</td>
</tr>
<tr>
<td>Solidity</td>
<td>An object-oriented programming language for writing and implementing smart contracts on various blockchain platforms.</td>
</tr>
<tr>
<td>Truffle Framework</td>
<td>A development environment testing framework and asset pipeline for blockchains using the Ethereum Virtual Machine; included in Contract Kit.</td>
</tr>
<tr>
<td>Web3swift</td>
<td>Open-source iOS library written in Swift. It provides web3.js functionality in Swift, native ABI parsing, and smart contract interactions.</td>
</tr>
</tbody>
</table>

Client App

The client is a native iOS app, written in Swift 4.2 using XCode 10.1. The iOS app interacts with the smart contract deployed on the Oasis Devnet via the open-source web3swift library written by Matter, Inc. This library allows for the interaction with a remote node of the Oasis Devnet via JavaScript object notation (JSON) remote procedure call (RPC) as well as smart contract interaction [29]. The web3swift library also provides local keystore management, which assists the app user in creating and importing a wallet as well as the creation and management of public/private keys. This eliminates an additional burden and barrier to entry for users unfamiliar with wallets and key management. When implementing the web3swift library, the web3 instance was bound to the RPC URL provided in the Oasis documentation [22]. The contract instance within the iOS app was initialized from the app binary interface, or ABI, string in JSON format and was obtained from the Ethereum Foundation’s Remix integrated development environment (IDE) or whichever IDE was used to develop the smart contract. The ABI is a data encoding and decoding scheme and is the standard way to interact with smart contracts in Ethereum for interfacing with smart contracts.

It should be noted that as the client app is a proof-of-concept, there are many improvements which can and should be made in production. Currently, none of the data read from the smart contract are persistently stored on the device, which hinders performance. Similarly, none of the raw geolocation data are persistently stored on the device. If any data were to be persistently stored, it should be encrypted. Currently, the only data that are persistently stored on device includes the public wallet address, whether that address has been registered, and the encrypted private key of said address with a user provided password via AES-128-CBC. In practice, access to data should require authentication whenever the app is left in an inactive state for a given amount of time.

Smart Contract

The smart contract is developed in Remix, a Web browser–based IDE that allows developers to write, deploy, and run smart contracts written in Solidity [30]. Remix allows for contract deployment in various types of environments, including: a JavaScript virtual machine (VM) in which transactions are executed in a sandbox blockchain in the browser, an Injected Provider in which Remix will connect to an injected Web3 provider such as MetaMask, and finally a Web3 provider in which Remix will connect to a remote blockchain node [31]. Initially, the smart contract was developed in the JavaScript VM environment in Remix for its simplicity.

Figure 4 illustrates how raw geolocation data are not stored within the smart contract and also not directly linked to the participant. This design was selected because Oasis Devnet offers Ethereum backward compatibility with support for existing Ethereum wallets. This allows for existing Ethereum wallets to be imported into the app or for newly created wallets within the app to also be used on Ethereum. Although convenient, this could result in the exposure of identifying information on the Ethereum network being effortlessly correlated to the same address on the Oasis Devnet, should the same address be used on both networks. Therefore, a participant’s wallet address is not revealed to third parties, and instead, third parties have access to the participant ID.
Figure 4. Solidity method written to post the location of the participant. This method (postParticipantLocation), when called by the client, (1) checks to see if the sender is a new participant by checking to see if there exists a mapping for the sender’s address to an existing participant ID (addressToParticipant). (2) If one does not exist, the total number of participants is incremented (numberOfParticipants). (3) The sender’s address is then mapped to a participant ID that is equal to the count of participants.

```solidity
/// @notice Posts location of msg.sender as a participant
/// @param _date Time Unix time participant was at location
/// @param _lat Latitude of the participant rounded to the nearest 4 decimal degrees and multiplied by 10^4
/// @param _long Longitude of the participant rounded to the nearest 4 decimal degrees and multiplied by 10^4
function postParticipantLocation(uint256 _date, int256 _lat, int256 _long) public {
    if (addressToParticipant[msg.sender] == 0) {
        numberOfParticipants ++;
        addressToParticipant[msg.sender] = addressToParticipant[participantID] + 1;
        sharingEnabled[numberOfParticipants] = true;
    }
    // Check if msg.sender is a new Participant
    // Increment total number of participants
    // Assign the new participant a new ParticipantID
    // Enable sharing of data
    uint256 participantID = addressToParticipant[msg.sender];
    bytes32 curLoc = keccak256(abi.encodePacked(_lat, _long));
    participantCoordinates[participantID] = curLoc;
    participantDateTimes[participantID].push(_date);
    // Get ParticipantID
    // Create a hash of the latitude and longitude
    // Map geolocation hash to date of ParticipantID
    // Append new dateTime to ParticipantID
}
```

Considering that geolocation data should not be directly linked to the participant, the participant ID is used to identify a participant. Once the sender address has been assigned and mapped to a participant ID, the keccak256 function is used to compute the Ethereum-SHA-3 (Keccak-256) hash of the latitude and longitude input parameters (_lat, _long) as a convenient encoding. This hash is stored as a private variable, not accessible outside of the smart contract, and later used to uniquely identify this particular geolocation within the smart contract. The hashed geolocation is mapped to the timestamp input parameter (_dateTime), which is subsequently mapped to the respective participant ID. This hashed geolocation is also used to compare with other hashed geolocations, to determine if that particular geolocation matches a category type posted by a third party. The timestamp input parameter (_dateTime) is then appended to a mapped array of the participant ID (participantDateTime). This allows third parties to assign a category to a particular geolocation. It is important to note that the privacy of these input variables, hashed geolocations, and mappings within the smart contract are made possible by the Oasis Devnet as it supports private data that can only be accessed by the smart contract themselves. Descriptions of additional variables and functions within the smart contract can be found in Multimedia Appendices 3 and 4.

A similar method exists for both storing a mapping of the particular category type to the Ethereum-SHA-3 (Keccak-256) hash of the geolocations and storing a mapping of an array of the hashed locations to the category type.

It is worth noting that these category types were deliberately predefined as enum types on contract creation to prevent third parties from creating and storing new and custom categories that could be used to identify particular locations (eg, by posting a custom category that labels the accompanying geolocation with a postal address or geocode pair.) This provides a way for third parties to add new locations that match the predefined category types into the future, whereas at the same time holding them responsible for the transaction cost of adding these new locations.

Decentralized App Deployment

**Wallet and Funding**

Before the deployment of the smart contract onto the Oasis Devnet, a hierarchical deterministic (HD) wallet was created and funded from the Oasis faucet. MetaMask was installed and set up to be used as this wallet [32]. When creating the wallet, the mnemonic phrase, or seed words, used to generate the HD wallet was safely stored and made easily accessible, as it was later needed for deploying the contract. Once the wallet and account were created, the network within MetaMask was changed to the custom RPC URL, chainID, symbol, and nickname provided by Oasis Labs to connect MetaMask to the Oasis Devnet [28].

Funds were acquired via the Oasis Devnet Faucet by following the onscreen instructions [33]. Once the funds were received, the wallet within MetaMask was updated to show the amount funded in DEV. DEV, the symbol for Oasis Devnet tokens, were used to pay the transaction fees needed to deploy the contract [22]. DEV have no value and work only on the Oasis Devnet, as they will not transfer to the Oasis mainnet [22]. It was important that the first account created by MetaMask was the one that was funded, otherwise deployment of the contract to the Oasis Devnet would have failed. If a different account was funded by mistake, DEV could have been transferred from the funded account to the first account.

**Contract Deployment**

The contract was deployed using Oasis Contract Kit. The Oasis Contract Kit is a Docker environment with a preconfigured set of tools to provide developers with an environment that provides tools for developing, testing, and deploying confidential smart contracts. Following the steps provided by Oasis, the geolocation smart contract was deployed as both a confidential and nonconfidential smart contract on the Oasis Devnet (procedure described in Multimedia Appendix 5) [12,34].

**iPhone Operating System App and Deployed Smart Contract**

To interact with the nonconfidential smart contract, the iOS app was set, by default, to initialize a web3 instance using the RPC
URL provided by Oasis, as well as initialize an instance of the deployed smart contract using the ABI and contract address. Unlike Ethereum and other standard Web3 platforms, transactions to confidential smart contracts on the Oasis platform are encrypted end-to-end, where only the caller and the smart contract can decrypt transaction contents [35]. Communication with the Oasis Devnet occurs via hosted nodes by Oasis, and the client iOS app uses HTTPS, an encrypted communications protocol using Transport Layer Security, to protect data in transit. Oasis also provides a web3c.js client library that wraps underlying RPC calls with encryption and decryption, which allows one to securely communicate with smart contracts. Due to a lack of web3swift support for web3c, a web3 extension for confidential transactions, the iOS app was unable to interact with the deployed confidential smart contract at the time of this writing. Although the nonconfidential implementation is sufficient for the purposes of a working demonstration, it should be stressed that the nonconfidential implementation does not provide the participant any privacy of their posted location data.

**Creating/Importing a Wallet**

If there is no stored wallet on the first launch of the app, the user is presented with an option to create a new wallet or to import an existing wallet. When creating a wallet, the user is prompted to enter a user-generated password, which is later used to access the wallet private key and perform transactions that cost DEV, such as posting participant location data. Once set, the user-generated password cannot be recovered so it is recommended that it be written down or stored in a safe place. In the case of importing a wallet, the user would use their previously recorded password and would also have to provide their private key either manually keying it in or, for convenience, using the device’s camera to scan a QR code encoded with the private key. Once a wallet is in place, the user will be presented with 3 tabs: third party, participant, and wallet [36].

**Funding the Wallet**

The wallet view presents the user with views and functionalities associated with managing a wallet on a blockchain and is required for both user types (Figure 5). These include allowing the user to view their wallet address and providing a link to fund the wallet. Regardless of whether the user is a third party or participant, the user would first have to add funds to their wallet, which is done within this tab. To make any changes to the state of the smart contract, such as a participant posting their geolocation or a third party assigning a new geolocation a location type, the user is still required to have funds to pay the transaction fees.

To add funds, a user would first navigate to the wallet tab to obtain their wallet address. For convenience, a button has been added that will copy the wallet address to the clipboard and open the URL for the Oasis Devnet Faucet in the default Web browser [33]. Once the user fills out their information to request funds for the Oasis Devnet, they will receive a confirmation email. Upon email confirmation, the user can return to view the updated balance of DEV for their wallet address. Within this tab, the user can also find a QR code with their embedded wallet address. As a security measure, any function resulting in a state change to the contract requires password reauthentication to gain access and view their wallet’s private key. If the device is lost or the app deleted from the device, the only way to recover the wallet and access to the account is to import the private key.
Figure 5. Simulator running the iPhone operating system app, displaying the user’s wallet information.

Discussion

To assess DApps and blockchain as a potential solution to the pitfalls of traditional data privacy preservation in research, a geolocation sharing use case was proposed. An iOS DApp and smart contract were developed as a proof-of-concept to illustrate the advantages and disadvantages that accompany this approach.

Although data privacy in research has typically been managed by a trusted third party, there are key areas in which this centralized approach falls short. Participants must trust third parties/researchers to properly use their data but also trust that their data are protected and secure from others who may misuse the data. As blockchains present an alternative method for data management and app logic that does not rely on a trusted third party, there is an opportunity where DApps could be explored as an alternative method for preserving data privacy.

Advantages

Smart Contract Properties

Smart contracts allow for transparency as the code can be made public and easily verified against the deployed smart contract (Table 1). As a result, users can trust that a validated smart contract does what it claims to do, such as not revealing raw location data in our case, proving it is able to act as a trusted intermediary for data management between participants and third parties. This public and open nature invites collaboration, allowing others to test the smart contract as well as share code of their own to improve the DApp community. Smart contracts are immutable; thus, participants can be confident that once a smart contract used by the DApp is verified and proven to be secure, the resulting management of data will also remain unchanged for the lifetime of the contract.

Costs

With traditional client-server architecture, there is a fixed cost in maintaining a backend database. Even if the database is no longer in use, or hardly ever accessed, there is still typically a cost for keeping it functioning and accessible. With a DApp, however, the only costs associated with hosting are the transaction cost of deploying the smart contract and the individual user costs incurred when modifying states within the contract.

An example of a state change in the example DApp is when a participant posts their location data to the smart contract. This is incurred because the smart contract is storing new data, and the state of the contract has changed. However, viewing data that exists in the smart contract can be done at no cost to a third party; for example, viewing how many participants are in a study. Depending on how the smart contract is written, viewing data could also come at a cost. This can be particularly useful in aligning and incentivizing different users toward a mutually beneficial goal. In the example DApp, the smart contract could be written in such a way that third parties pay a small fee, in DEV, to the participant, to view the category of each location.
that the participant has visited. This may incentivize more participants to share more data with third parties.

**Access Control**

This DApp illustrates how a third party that is interested in a particular feature, such as a location category, could determine the feature without accessing any raw data. Limiting the scope of data shared with a third-party research team helps protect the participant’s data from being misused outside the context of the study [14].

If, at any time and for any reason, the participant decides to stop sharing feature data with the third party, they are able to revoke third-party access to their data. As the source code governing the smart contract can be made public and can be verified to prove that the contract executes as claimed, participants can be assured that access to third parties is in fact revoked. Traditional databases, however, could continue to provide access to third parties unbeknown to a participant as access control cannot be publicly verified. Empowering the participant with control over their data may encourage participation and sharing of data by participants by explicitly addressing data privacy concerns.

**Participant Identity**

One advantage to using this DApp is the ability for the smart contract to create and maintain a private mapping between the participant ID and the participant’s wallet address. This is advantageous as only the smart contract has access to this identifying and sensitive data, thus further safeguarding participants’ identities. This also obviates the need for a separate party to manage the pseudonymization of the participants’ identities.

**Data Exposure**

Traditional approaches may use external parties and services to perform feature extraction in an attempt to limit exposure to the raw location data. In this example, a third party may use a service, such as Google Places, to accomplish categorizing past locations. If such a service were used, that service could collect, store, and share a participant’s raw geocoordinates and potentially identify the participant unbeknown to the third party or participant. Even if the raw location data is anonymized before using these external services, this increases privacy risks as it has been shown that deanonymization based on location data is possible [37,38]. This DApp provides an alternative to external services by potentially sourcing multiple interested third parties who are able to contribute to the mapping of locations to particular categories. Utilizing a DApp to perform feature extraction on the raw data provides one less potential entity in possession of participants’ raw data.

**Disadvantages and Limitations**

**Smart Contract Properties**

Although there are several advantages to this DApp framework, there are also several limitations. Making smart contracts public and verifiable inherently allows for the discovery and exploitation of vulnerabilities. Should vulnerabilities be discovered, the smart contract cannot be updated in the same way a backend server would; instead it would require the deployment of a new smart contract. Smart contracts cannot be changed once deployed, so mistakes made by either a participant or third party cannot be reversed or corrected, except in the case where it was written into the smart contract. In blockchains that offer cross-contract calls, such as Ethereum, an upgradable smart contract design could be implemented. This design would offer the ability to deploy new smart contract versions by redirecting the contract address, thus allowing an upgradable contract. However, smart contracts within Oasis are unable to interact with one another at the time of this writing, not making it possible to implement in the context of the Oasis Devnet. In the future, however, Oasis plans to add support for cross-contract calls [39]. Additional design considerations during smart contract development can be found in Multimedia Appendix 6.

**Transaction Costs**

To make any state changes to the smart contract such as a participant posting their location or a third party posting a new location, the DApp user must pay a transaction fee. To pay this fee, the DApp user must have a minimum amount of funds in their wallet, which requires an additional task of obtaining funds. In the case of this DApp, the network is the Oasis Devnet, the fee is paid in DEV, and funds can be requested free from the Oasis Devnet Faucet [33]. It is important to note that at the time of this writing, obtaining funds for use within the Oasis Devnet requires identifying information from the user; however, it is assumed that this is only during the early stages of development of the Oasis platform.

**Onboarding and Usability**

Most users are unfamiliar with activities required for DApp interaction, such as wallet creation, private key storage, and obtaining tokens. As DApps and smart contracts are built on blockchain technology, this requires user actions that are not required by traditional client-server architecture. As the technology matures, we anticipate these activities will become more streamlined, similar to how these functions and interactions have matured on the World Wide Web. Blockchain DApp transactions can appear quite slow in comparison with traditional client-server architecture, but this is an issue that is actively being worked on by the blockchain community.

**Malicious Users and Decentralized App Design**

DApp users are identified by their wallet’s unique public key. Public blockchains, on which most DApps are built, are typically not permissioned, and so anyone can create an infinite number of wallets and unique public keys. As users are able to remain pseudonymous and hide their true identities by proxy of their unique public key, this makes it difficult to ban or blacklist malicious users from accessing the DApp. Similarly, without being able to verify a user’s true identity, a malicious user is able to falsely act as another type of user. For example, a malicious participant could pose as a third party or vice versa.

This DApp was designed to allow third parties to continue to add new locations that match the predefined category types into the future. However, these new locations may conflict with previous locations, especially in very dense areas. As the latitude and longitude are rounded to the nearest 4th degree of precision, this results in an accuracy of approximately 11.132 meters with an error of half that distance. Very dense population areas, such as urban centers, are inherently more difficult to accurately geolocate.
as cities, may have multiple categories of location for that particular area. For example, a gym may exist within less than 11.132 meters of a hospital resulting in more than just one possible category per location. To address this, the DApp was designed to allow future posted categories to overwrite previous ones. However, a malicious user acting as a third party can post an incorrect category for a given location and would be able to overwrite a previously posted category. This would allow the malicious user to iterate through a given location area, post a particular category, and then identify the participants’ previous location categories that have changed, which implies that the particular location is the same as that location just posted by the malicious third party. However, because of the transaction costs associated with posting new categories, this iterative process could become prohibitively expensive and thus, may disincentivize this activity. There are also several ongoing blockchain projects working towards the verification of location data in an attempt to combat malicious users [40,41].

**Future Improvements**

**Informed Consent**

User onboarding and informed consent are tasks that would require careful design tailored to the particular study and data that are being collected and are out of scope for this tutorial. An informed consent would explain to users that only features of their data were being collected (eg, location category from geocoordinate data) and would take into consideration the legal aspects related to the collection and ownership of data. Although the consent could be managed outside of DApp, a better user experience would be to include a digital informed consent screen within the app, which could also illustrate how the data are used, which parties are involved, and the ability to revoke data sharing.

**Expanded Data Features**

This DApp provides a basic example of feature extraction for the category of the location from the raw GPS data. One could easily envision more advanced feature extraction for this use case using geolocation data. Additional metadata such as the total distance traveled in a day, variance in the number of locations visited, or the travel radius of participants could be computed by the smart contract, if the smart contract were redesigned to securely store the raw geocoordinates of the locations.

**Additional Data Sharing Use Cases**

As the source code of the smart contract is publicly available, the smart contract could easily be adapted and shared to fit a variety of needs beyond geolocation data. Other data commonly stored on iOS devices, such as heart rate and steps walked within Apple’s HealthKit, could be posted to the smart contract and could make features of the data viewable to interested third parties. Moreover, various data streams could be combined and used within the same smart contract to output additional features, all while safeguarding the sensitive raw data used to create them. This software has been made publicly available on GitHub at HD2i/GeolocationSmartContract and HD2i/Geolocation-iOS. It was the intention of the authors that improvements, via forks or pull requests, would be made to improve this tutorial. Our goal with this tutorial is to inspire new and unforeseen improvements that would help advance the community as a whole [11,12].

Through this simple use case we have intended to highlight the potential of privacy preservation using smart contracts on blockchain networks such as Oasis. It also illustrates how using a native mobile DApp, privacy-preserving smart contracts could be used to ensure the confidentiality of sensitive health data and at the same time provide researchers with the feature-rich data embedded within.
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Abstract

The evidence that quality of life is a positive variable for the survival of cancer patients has prompted the interest of the health and pharmaceutical industry in considering that variable as a final clinical outcome. Sustained improvements in cancer care in recent years have resulted in increased numbers of people living with and beyond cancer, with increased attention being placed on improving quality of life for those individuals. Connected Health provides the foundations for the transformation of cancer care into a patient-centric model, focused on providing fully connected, personalized support and therapy for the unique needs of each patient. Connected Health creates an opportunity to overcome barriers to health care support among patients diagnosed with chronic conditions. This paper provides an overview of important areas for the foundations of the creation of a new Connected Health paradigm in cancer care. Here we discuss the capabilities of mobile and wearable technologies; we also discuss pervasive and persuasive strategies and device systems to provide multidisciplinary and inclusive approaches for cancer patients for mental well-being, physical activity promotion, and rehabilitation. Several examples already show that there is enthusiasm in strengthening
the possibilities offered by Connected Health in persuasive and pervasive technology in cancer care. Developments harnessing the Internet of Things, personalization, patient-centered design, and artificial intelligence help to monitor and assess the health status of cancer patients. Furthermore, this paper analyses the data infrastructure ecosystem for Connected Health and its semantic interoperability with the Connected Health economy ecosystem and its associated barriers. Interoperability is essential when developing Connected Health solutions that integrate with health systems and electronic health records. Given the exponential business growth of the Connected Health economy, there is an urgent need to develop mHealth (mobile health) exponentially, making it both an attractive and challenging market. In conclusion, there is a need for user-centered and multidisciplinary standards of practice to the design, development, evaluation, and implementation of Connected Health interventions in cancer care to ensure their acceptability, practicality, feasibility, effectiveness, affordability, safety, and equity.

(J Med Internet Res 2019;21(10):e14360) doi: 10.2196/14360
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Introduction

Improvements in cancer diagnosis and treatment have resulted in increased survival rates of those suffering from cancer. Some cancer types can now be considered chronic diseases and the attention to patients’ quality of life (QoL) during and after cancer treatment is increasing [1]. Consequently, there is an increased burden to the cancer care system due to the increased level of complexity. A clear example of the increased level of treatment complexity in cancer care is the emergence of precision medicine in oncology [2], which relies heavily on the use of biomedical data-driven approaches for choosing the right therapy at the individual and molecular level [3].

According to the World Health Organization, the achievement of universal health coverage to ensure healthy lives and to promote well-being for all is only possible by using new technologies [4]. The advent of Connected Health creates an opportunity to overcome barriers to health care among patients diagnosed with cancer. The technology industry has been developing evidence-based technologies to improve physical activity programs in the clinical setting. The majority of adults in developed countries own mobile phones, therefore, most of the mobile phone-based medical apps aimed at enhancing patient care are easily accessible [5].

Connected Health is defined as follows [6]:

Connected Health encompasses terms such as wireless, digital, electronic, mobile, and telehealth and refers to a conceptual model for health management where devices, services, or interventions are designed around the patient’s needs, and health-related data is shared, in such a way that the patient can receive care in the most proactive and efficient manner possible. All stakeholders in the process are connected by means of timely sharing and presentation of accurate and pertinent information regarding patient status through smarter use of data, devices, communication platforms, and people.

Consequently, Connected Health is about not only technology but also the transformation of health care. Thus, it can provide the foundation for the transformation of cancer care into a patient-centric model focused on providing personalized support to the specific needs of each patient.

In recent years, Connected Health technologies have been applied to cancer care in multiple settings, including screening, patient treatment, after-treatment management, and follow-up of survivors. Connected Health has been promising in managing the quality of care of cancer survivors; this is because it allows the patients to communicate with the health care providers regarding their health status without any dependency on the capacity of a physician [7]. Connected Health allows health care professionals to collect real-time data, which allows medical needs to be identified and responded to within appropriate time frames [7]. Connected Health technologies assist in the evaluation of treatment efficacy by monitoring complications of treatments, such as toxicities or adverse events, and by collecting patient-reported outcome measures (PROMs). Some standard scales and terminologies report these outcomes in a standardized way to be used by digital systems, such as the International Consortium for Health Outcomes Measurement (ICHOM) [8] and the Common Terminology Criteria for Adverse Events (CTCAE) [9]. In addition, new research has shown the importance of PROMs for building integrated cancer care [10]. Limitations to the current application of Connected Health in oncology are the lack of regulation of such technologies and their susceptibility to cybercrime [7].

In this viewpoint paper, we will provide an overview of important areas for the creation of a new Connected Health paradigm in cancer care.

Cancer Patient Care

Mental Well-Being

Alongside the physical symptoms associated with cancer and its treatment, people affected by cancer may also experience mental challenges, such as feelings of uncertainty, fear, sadness, or distress [11]. While these symptoms are often transient, at least 15%-20% of cancer survivors will experience disabling levels of distress, such as anxiety or depression, as late as 10 years after their initial diagnosis [12]. Compared to the general population, there is also a greater risk of suicide in cancer survivors [13,14]. Psychological distress can also interfere with one’s cognitive, emotional, and behavioral resources to manage their cancer.
effectively cope with the impact of living with a diagnosis of cancer [15]. It has been associated with impaired QoL and poor treatment adherence [11]. Psychological distress can also act as a barrier to engaging in recommended long-term self-care activities such as physical activity [16]. Helping cancer survivors better cope with the consequences of cancer and its treatment can enhance their mental well-being, prevent long-term distress, and increase engagement in recommended, positive, health-related behaviors for a better QoL.

Psychosocial interventions, such as cognitive behavioral therapy and behavior change interventions, can enhance coping skills in people affected by cancer [17]. However, face-to-face psychological treatment is costly, often stigmatized, and not always available in hard-to-reach areas. This can result in cancer survivors not having timely access to the psychological support they need [18]. Technological advances in health care and Connected Health, in particular, provide opportunities for increasing access to supportive and individually tailored psychological support for those who need it and can be seen as a first step to seeking support [19]. In supporting mental well-being in people affected by cancer, Connected Health interventions have, to date, focused on the development of Web-based delivery of evidence-based therapies, videoconferencing with health care professionals, and websites for self-care interventions such as coping-skills training [20,21]. While most Connected Health interventions focus on the use of technologies already available and in use in a person’s day-to-day life, gaming technologies and wearables are being adapted for use in supporting mental well-being across age groups [21].

Connected Health interventions for mental well-being in people affected by cancer are generally found to be acceptable; users report high levels of satisfaction with interventions that contain elements of social support, access to health care professionals, and tracking through easy-to-interpret visual representations of measured outcomes [21]. Despite this, the evidence for improvements in psychosocial outcomes remains mixed. While such interventions have been found to be effective in enhancing outcomes such as self-efficacy, coping, and perceived social support, there is limited evidence for their impact on more severe symptoms of distress, such as anxiety or depression [20,21]. These interventions have largely been evaluated in mixed cancer populations, suggesting that they may not cater sufficiently to individual psychosocial needs [22]. Mixed findings can also be explained by the heterogeneity in the technological tools that are used, their exact content, and their duration and intensity of use, as well as in the differences in methods employed for designing, developing, and evaluating these eHealth interventions [23].

While there is promise for the use of eHealth in supporting mental well-being in people affected by cancer, a standardization of practices is needed to ensure that evidence-based technology solutions made available to potential users are effective as well as acceptable, practical, safe, equitable, and affordable [21,23].

Across the development of Connected Health interventions for mental health more broadly, there has been an urgent call for an internationally and cross-disciplinary set of agreed principles and practices for the research and evaluation of digital tools surrounding the intervention’s effectiveness, user experience, and adherence, as well as data safety and privacy [24]. These are equally relevant areas to the design and implementation of Connected Health tools for mental well-being within the cancer population. The effectiveness of an intervention depends upon the correct application of relevant theories and behavior change techniques. However, many Connected Health solutions for mental well-being in people affected by cancer do not provide evidence of this process [21,23,25]. With advances in big data analytics and machine learning algorithms, future developments in this area have the potential to enhance our understanding of behavior change by identifying the digital health strategies that will be most effective in supporting mental well-being based on individual characteristics; this will allow for a more effective and personalized intervention [23]. We need to go beyond effectiveness and promotion of engagement and long-term adherence to the use of such technologies by people affected by cancer; to this end, it is recommended that user-centered design processes, including the involvement of a variety of identified stakeholders and a multidisciplinary team, also be applied from the point of design through evaluation and implementation [23-25].

Advances in technology have enabled new ways to both passively and actively collect user data through methods such as global positioning system, photos, and voice-recording. This highlights the need for guidelines to be developed to ensure potential users have a clear understanding surrounding the storage, use, and sharing of their data [24]. However, this also raises issues with data privacy and safety in the field of mental health care. Torous et al. recommend that as technologies advance in this field, there will be a need to undertake technical reviews and audits [24]. Finally, specific regulations and safeguards also need to be implemented to ensure that potential users can objectively assess the quality of Connected Health tools and select the most appropriate tool matching their needs. Evidence-based Connected Health tools for mental health need to be regularly revised and re-evaluated to account for the latest evidence-based knowledge in the area. The application of an evidence-based treatment to Connected Health does not mean that the technology itself is evidence based; it is essential that the technology undergoes its own clinical evaluation [24].

Physical Activity and Rehabilitation

Physical exercise can be challenging for many patients with cancer due to disease and treatment side effects. Physical rehabilitation in cancer, delivered by health care professionals such as physical therapists and exercise physiologists, assists individuals who have experienced disability in achieving and maintaining optimal functioning in interactions with their environments [26]. Several studies support the integration of physical activity and exercise into ongoing treatment and management across the cancer trajectory [27-29]. Cancer survivors are advised to meet the recommended physical activity levels for adults of at least 150 minutes per week of moderate-to-intense aerobic exercise and muscle-strengthening activities at least two days a week [27,30,31]. A holistic approach that considers disease-related factors, such as severity of the disease, symptoms, and treatment status, and addresses modifiable barriers is essential to facilitate the uptake of physical exercise.
activity in this population [32-34]. As such, interventions that provide additional support during physical rehabilitation should be considered.

Mobile apps and wearable sensor systems have the potential to support patients and assist in delivering high-quality physical rehabilitation when used as adjuncts to professional treatment. Wearable devices are the most ubiquitous technologies used to track physical activity. As sensors that measure a variety of biological and physiological parameters become smaller and less costly, they can be integrated into wearable systems, which allow for real-time monitoring and evaluation of rehabilitation in a discreet, cohesive manner [35]. When combined with an Internet-enabled interface (e.g., a mobile app) and advanced data analytics, these systems can collect and process data and provide personalized feedback to users and to health care providers. Wearable technology is currently used to measure and analyze a wide range of rehabilitation activities and effects; these include movement and physiological responses to exercise as well as health factors closely associated with rehabilitation, such as sleep and general physical activity [35,36]. These devices provide real-time feedback and allow health care professionals to remotely monitor clinically relevant variables in a nonclinical setting. While there are opportunities for consumer-grade wearable systems in oncology practice [37], in comparison to bespoke rehabilitation systems, these lack clinical validity and are not equipped to conduct human motion analysis at the level often required in a rehabilitation setting [38,39].

Wearable technologies can be used to deliver exercise to those who may experience exercise-limiting symptoms. Wearable neuromuscular electrical stimulation (NMES) technology may be a pragmatic alternative to voluntary aerobic and resistance exercise in such cases. NMES involves the contraction of skeletal muscles via electrical impulses delivered to motor nerves using surface electrodes placed over target muscle groups [40]. Traditional high-frequency NMES (20-100Hz) has been extensively used in sports training and in different rehabilitation contexts to augment muscle mass and strength [41]. In addition, emerging evidence demonstrates the efficacy of low-frequency NMES (3-12 Hz) for enhancing cardiorespiratory fitness [42]. Furthermore, wearable NMES technology allows for the delivery of NMES exercise sessions safely and unsupervised in the user’s home; this makes it an attractive technology for patients with cancer who may be physically deconditioned, with impaired cardiorespiratory and muscular fitness. Previous work has attempted to implement NMES exercise into the rehabilitation of advanced cancer patients. The NMES exercise interventions used were adapted from orthopedic and neurological rehabilitation contexts and were largely unsuccessful due to inappropriately designed protocols [43,44]. Recent work using a personalized and progressive NMES exercise approach, designed with early-stage cancer rehabilitation in mind, has reported improvements in functional strength and QoL outcomes [45]. This preliminary evidence highlights the potential of wearable systems such as NMES exercise technology in cancer rehabilitation.

Providing patients with additional support during exercising may help reduce barriers to home-based rehabilitation. One such digital rehabilitation technology is biofeedback, which is the process of providing an individual with information regarding a particular body function and allows the individual to self-regulate this function. Through visual, audio, haptic, or multi-model feedback delivered in real time or after exercising, patients receive personalized guidance on their rehabilitation. This may help enhance motor learning and improve engagement with therapy [46,47]. Biofeedback systems in cancer rehabilitation should be codesigned with users for specific clinical contexts to ensure that they are meaningful, accessible, and clinically effective [48,49]. Including appropriate elements of gamification (e.g., points and levels) in the software development process may help promote engagement and adherence in some cohorts [50,51].

Gamification helps make everyday tasks more interesting and, thus, potentially more engaging for the users [52]. The health care industry continuously embraces this idea of gamification as a way of encouraging patients and individuals diagnosed with chronic diseases to enjoy physical activities. Gamification refers to the process of using the principles found in game design in a nongame context. Studies reveal that gamification technology in health care is the best way of engaging people in physical activities [53]. However, it is important to understand that the patient’s motivation to engage in physical activities through mobile technology may be influenced by social interaction, attitude, and individual personality [53,54]. Therefore, health care practitioners may need to consider goal-oriented activities that will help patients understand the primary objectives of the games on the mobile technology along with aspects that will influence patients’ engagement with the games.

Promoting physical activity among cancer survivors remains a significant priority in health care. Health care practitioners are continuously looking for ways they can enhance patient engagement in physical activities [55]. The introduction of Connected Health presents limitless possibilities because it strengthens the patient-practitioner relationship. Connected Health allows coaching of physical activity because it enables exchange of valuable information between the patient and health care practitioner that can help in managing the patient’s physical activity [56]. In a recent study, a continuous wrist-mounted tracker monitored physical activity with daily step counts in 38 patients with different cancer types undergoing chemoradiotherapy with curative intent; physical activity monitored by the tracker correlated significantly with the risk of unplanned hospitalization during or shortly after therapy, which suggested a role for this technology as a dynamic indicator of this potentially life-threatening adverse event [57]. Additionally, clinicians may benefit from having quantifiable, reliable, and objective measures of therapeutic assessments and interventions that were previously not possible [58]. They may also benefit from high-volume, longitudinal, granular data, with which they can analyze disease management and demonstrate outcomes to commissioners. Researchers using these systems will gain the ability to collect large-scale, momentary, longitudinal data; quantify intervention outcomes; and supplement existing QoL assessment tools.
Persuasive and Pervasive Technology in Cancer Care

Internet of Things

The use of pervasive computing solutions, such as mobile phones, wearables, or connected home appliances, can help monitor and assess the health status of patients. These environments of connected devices can be described within the concept of Internet of Things, which was defined by Gartner as “the network of physical objects that contain embedded technology to communicate and sense or interact with their internal states or the external environment” [59]. These connected technologies provide multiple ways to monitor the real-time health status of patients by sensing the individual and his or her environment [60]. More advanced systems that can be worn by patients include textile wearable devices; flexible, stretchable, and printable devices (eg, epidermal electronics and e-skin); and devices embedded into a patient's living environment.

It has been shown that even the simplest pervasive technology, such as regular phone calls and mobile phone apps, used for structured follow-up intervention provides improvements in pain, depression, distress, and QoL. These studies were focused on patients after completion of their primary treatment of breast, prostate, colorectal, and lung cancer [61].

For purposes of cancer care, sensing systems can be used for objective older adult patient monitoring for baseline functional status and treatment toxicity [62]. For immobile patients, the big challenge is prevention of pressure ulcers. Wearable technology can support health care providers in keeping turning schedules for large groups of patients [63]. Skin conductance or temperature can provide important insights into physiologic changes in cancer patients. Textile wearable technology integrates sensor, energy sources, processing, and communication devices within the garment. An example of such a system is a bra that helps to detect breast cancer using intelligent breast patches that detect small circadian temperature changes in breast cells and communicate this via mobile phone to a designated remote health center [64]. Electronic circuits in flexible electronics are manufactured or printed on flexible substrates (eg, cloth fabrics and the human body). It can be used to detect specific biomarkers, such as complement proteins associated with breast cancer from saliva, tears, or the breath [65]. Epidermal electronics, with their stretchability, enable devices to bend to a very small radius and still maintain the desired electronic performance. This allows the design of an ultra-thin surface electromyography patch for swallowing-therapy exercises for head and neck cancer patients [66]. The photoplethysmographic sensing method enables assessment of cuffless blood pressure using the integration of electrodes into chair pads and arms or into beds under the mattress [67].

A cognitive perspective presented in Lucchiari et al [68] is related to methods for nutrition monitoring in cancer patients. Inspiration for food classification and estimation (eg, macronutrient content) can be found from other chronic diseases like diabetes [69]. The solution presented in this paper was developed by a research team at the National Technical University of Athens and is based on the classification system for food images taken by a mobile phone camera and exploiting convolutional neural networks.

Personalization

An underlying challenge of mobile health (mHealth) apps is user abandonment [70-72]. This problem has also been reported in studies with cancer survivors, with the majority of users ceasing app usage within 1-3 months [73,74]. Among the factors associated with this lack of long-term engagement is the feeling of low perceived personal relevance in the experience provided by these apps. It is believed that mobile-based interventions that are closely tailored to the individual’s convictions and motivations are more likely to be observed and remembered [75]. Therefore, personalization or tailoring can help increase the intended effects of communication, which can contribute to overcoming user abandonment and improving the effectiveness of these systems [76]. This need for tailored experiences has been highlighted in several studies with cancer survivors [77-79]. mHealth apps can address this need as they provide an opportunity to access actionable individual-level data; this facilitates the tailoring of interventions to users’ personal information, such as treatment history, age, gender, stage of change, fitness level, cognitive flexibility, or health goals [74]. However, there is a paucity of research exploring this topic. Only recently has there been research on mHealth tools to connect patients with timely and actionable educational health information [78]. Overall, mHealth systems for cancer lack the personalization that could engage users in their long-term adoption.

Cancer survivors reported a preference for an app that is highly individualized to them and suggested that the app should offer the following: content that is sensitive to user-identified information (eg, cancer diagnosis, personal health considerations, age, and physical limitations); a feature to self-monitor changes in health indicators (eg, heart rate, cholesterol, and waist measurement); personalized goal suggestions; personalized role model narratives; suggestions based on users’ location and weather; and adaptation to trends over time [79].

The theory and practice in the field of computer-tailored health communication [80-84], particularly the one applied to real-time coaching systems [85], proposes a variety of approaches to adapt the four different properties of communication—timing, intention, content, and representation—to create more individual technological experiences. These approaches include the following:

1. Feedback: presenting the user with information about themselves.
2. Interhuman interaction: support for interaction with other people with a similar condition.
3. Adaptation: direct messages regarding an individual’s status on key theoretical determinants.
4. User targeting: increase attention or motivation by conveying that the communication is designed specifically for the user.
5. Goal setting: learn user-specific goals based on individual patterns.
7. Self-learning: learning about the user’s reactions to previous communications.

Such strategies are aligned with the tailoring needs reported by cancer survivors [77,79,80] and can be used to complement the guidelines for empowering cancer survivors through mobile apps [86,87].

A recent randomized controlled trial tested a technology-enhanced lifestyle program in prostate cancer patients after treatment for localized disease. Prostate cancer patients are at risk of relapse and lifestyle behaviors may reduce this risk. A combination of a website, Fitbit One, and short message service (SMS) text messaging were used to facilitate the adoption of eight behaviors, including vigorous activity, smoking cessation, and dietary improvements. As compared with the control group (32 participants in each arm), significantly more patients in the intervention group modified the score of lifestyle behaviors, mainly driven by diet rather than exercise [88]. This demonstrates feasibility and a high degree of patient acceptability of these interventions that combine education, longitudinal collection of data, and some interface with the Internet or connected devices.

Even though the potential for personalization in mHealth systems seems clear, there are still many barriers that need to be overcome. These include frequent manual input from the user, which can be perceived as burdensome and may decrease interest in app use. Real-time monitoring technologies can partly reduce this entry burden. However, obtaining monitoring data for timely coaching is not as of yet a straightforward process. Most commercially available activity-monitoring devices only allow the capture of data through their Web application programming interfaces, which results in significant delays from the moment the data is collected until the feedback can be provided to the user. An alternative is to collect the raw data from the sensors, which can be done either from these external wearable devices with the appropriate permissions or from the built-in sensors in the device. However, this normally requires complex processing to make sense of such data and involves extra considerations in terms of hardware and software compatibilities.

Currently, there is still little involvement of cancer health care stakeholders in the design and development of these apps. When it comes to mHealth system evaluation, adopting the optimal methodological approaches may be time and resource consuming and, therefore, challenging to put into practice. Hence, there is a paucity of studies evaluating these systems in a structured and controlled manner and assessing the long-term effects [73]. Furthermore, there is a lack of proper evaluation of particular persuasive mechanisms such as those related to providing a personalized experience on user engagement and behavior change, which introduces a challenge regarding the choice of particular strategies for the design of these systems [73].

The integration with electronic health records (EHRs) may significantly help create personalized information for the users; however, this may also be used to generate meaningful health data that can be shared with the professionals. This will reduce manual data entry by users and will increase the value, reliability, and credibility in these systems [89]. Furthermore, developments in mobile and wearable technologies will continue increasing the capability of mHealth apps to monitor health parameters and will bring new opportunities for real-time feedback and motivation. New and more intelligent forms of personalization will be implemented, which can potentially make a difference in maintaining user engagement and increase the intended effects of these systems. Systems will, for example, be able to dynamically adapt content and functionality according to patients’ most pressing needs. The user can be seen as a dynamic entity; apps will be required to update their internal model of the user by recording and learning from the user’s interactions with the app [85]. These apps will then be able to make sense of the user’s schedule and routine, progress, and preferences for certain features or particular information. In addition, this information may be used to help create an app experience that is more targeted to the individual needs of the patient.

Personalized mHealth apps can potentially benefit cancer survivors by providing a platform for self-tracking and self-management. This may help gather information on their condition, which may enhance communication with health care professionals and increase self-awareness and self-confidence in achieving health goals. With the rapid rise of mobile phone use and the increase in the complexity and accuracy of mobile monitoring technologies, these apps can now gather large amounts of users’ health data and provide information and motivation anytime and anywhere to these individuals. Future research is needed that incorporates theory and practice of computer-tailored health communication in these mHealth systems; this would help leverage individual data and provide highly personalized support and encouragement for self-management in cancer survivorship.

Artificial Intelligence and Machine Learning

The use of digital tools to gather health-related data from patients is widely accepted. However, examining how this data can be applied to enhance and adapt the provision of care to meet individual patients’ needs across the health care pathway is still in its early stages. Artificial Intelligence (AI) techniques, based on directly and indirectly reported patient data, have the potential to create personalized supportive recommendations. While the future of AI in cancer care is promising, further research is needed before this type of data-driven solution can become an established method for enhancing patient care.

In the provision of cancer care, the application of AI has been explored as a means to support an earlier and more accurate diagnosis and to improve prognosis [90]. AI aims to go beyond evidence-based medicine by extending the validated and reported knowledge acquired through the discovery of new insights; this will be done by applying data-driven approaches. Hence, it can extend the knowledge derived from model-driven approaches, such as clinical practice guidelines, by providing new patterns and understanding discovered through the analysis of patients’ health-related data. One of the most popular
applications of AI is machine learning, which has been used to predict cancer patients’ responses to different drug treatments. For example, a recent study [91] showed that AI can predict treatment response, with more than 80% accuracy, by combining learning techniques with extensive patient data. That prediction may help to provide patients with the most effective treatment for them, thereby improving their experience through their patient journey as well as their health outcomes.

However, AI can go beyond enhancing clinical decision support. For instance, a 2018 study evaluated the impact of using AI to optimize the management of cancer-related pain. Through a randomized controlled trial, it was found that AI reduced perceived pain in 20% of patients and decreased inpatient hospital admissions by 40%. Although this solution increased anxiety, it shows that AI has the potential to be applied in more innovative ways within the cancer care pathway [92]. AI can also be used to investigate and analyze cancer patients’ behaviors and emotions to generate actionable insights that have the potential to improve patient health-related outcomes. For example, there exists a ready-to-use solution—the recently presented Patient-Reported Information Multidimensional Exploration (PRIME) framework [93]—which uses machine learning and natural language processing on the contents of online patient support groups. This framework is applicable to different cancer types and its code is available online for use [94].

Furthermore, cancer patients’ health-related behaviors, such as maintaining a physically active lifestyle, can alleviate cancer-related symptoms including fatigue. AI has previously been applied in other areas of health to influence patients’ health-related behaviors, for instance, healthy eating [95] or smoking cessation [96]. However, few of these applications combine AI with validated models of behavior change. Hence, by taking into consideration nuances of cancer patients’ needs in combination with behavioral change models, it is possible to create more robust solutions.

The Data Infrastructure Ecosystem

Cooperative care requires operability between all principals in health care, including persons, organizations, devices, applications, and components [97]. The European Commission has officially recognized the need for improving interoperability in Connected Health and has allocated resources to this end. For example, the 2018 eHealth Interoperability Conformity Assessment Scheme for Europe (EURO-CAS) is paving the way for more eHealth interoperability in Europe [98]. This shows evidence for the need for processes and protocols to enable interoperability. The researchers, health care professionals, and other involved parties in the health care ecosystem are well aware of these needs. As such, several organizations for developing standards for health care interoperability have been created, such as Health Level Seven (HL7) International, the International Health Terminology Standards Development Organisation (IHTSDO), the Organization for the Advancement of Structured Information Standards (OASIS), and the Object Management Group (OMG) [97]. They have proposed several approaches for increasing Connected Health interoperability, with initiatives such as Fast Healthcare Interoperability Resources (FHIR), perhaps the most promising up to now for its easy implementation.

Interoperability is key when developing Connected Health solutions because it highly affects integration with health systems and the EHR system [99], thus making these solutions more useful. FHIR came from HL7 [100], which presented shortcomings in the form of needs for complex custom tooling. FHIR aimed to simplify and accelerate HL7 adoption by being easily consumable but robust and by using open Internet standards, where possible, using an easily consumable format. The FHIR approach was based on the representational state transfer (RESTful) principles described by Fielding [101]. FHIR is considered the de facto standard for interoperability in health recommender systems and many solutions are built on top of that [102,103].

The field of PROMs, adverse events, and QoL is of great interest for data collection and further intervention in cancer care. Digital platforms may facilitate self-reporting of signs and symptoms that correlate with other relevant outcomes, such as performance status, treatment adherence, and survival. Data capture in real time of validated measures of PROMs and QoL is facilitated by wearable devices, which have been shown to be equivalent to previous techniques [104]. Interestingly, Web-based symptom monitoring during chemotherapy among breast, genitourinary, gynecologic, and lung cancer patients was associated with improved QoL, fewer visits to the emergency room, and fewer hospitalizations than among the nonintervention group [105]. Furthermore, in a subsequent analysis of overall survival, there was a 5-month, statistically significant difference in survival favoring the intervention group [106].

The Connected Health Economy Ecosystem

Health care systems worldwide currently struggle with challenges of an aging population alongside budgetary pressures. Connected Health is an emerging field with the potential to be a relevant driver in the needed transformation of health care for increasing its quality and efficiency. mHealth allows the implementation of tools to tackle these challenges by improving the efficiency of the health care system and supporting the shift toward prevention [4].

Sensors and mobile apps gather considerable amounts of medical, physiological, lifestyle, daily activity, and environmental data, which could serve as a basis for evidence-driven practice and research activities. mHealth also facilitates patients’ access to their data anytime and anywhere and, therefore, facilitates patient empowerment. Hence, it also enhances the connection between the patient and health care professional, thus making it more efficient across contexts. For example, with the help of self-assessment or remote monitoring solutions, patients could manage to live more independently in their home environment. With this additional data, the health care professional may be able to make a more accurate assessment and provide better personalized treatments. In
addition, mobile apps can also be used to encourage adherence to a healthy lifestyle.

The worldwide uptake of Connected Health can be linked to the growth in wireless subscriptions, which has reached over 6 billion internationally [107]. The fast development of communication technologies and health care devices, alongside the social demand, are creating new businesses focusing within highly promising markets. Market potential differs depending on the context of each individual country, thus shaping business. While high-income countries are driven by cutting health care costs and giving patients a more active role in their own health care, developing countries are focusing on improving access to primary care [4].

Approximately 70% of mHealth apps target the consumer wellness and fitness segments. The other 30% target health care professionals by facilitating access to patient data, patient consultation, monitoring, diagnostic imaging, and access to pharmaceutical information, among others [108]. The European Union estimated that there were 97,000 mHealth apps and 3 billion mHealth app downloads in 2015 [109], with these numbers continuing to grow. However, the global market report on mHealth mentions that almost 70% of these apps did not reach sales of US $10,000 per year [109]. The lack of success in monetization of mHealth apps reveals how difficult it is to reach sustainability in this sector. Nevertheless, mHealth business is growing exponentially, from US $5.7 billion in 2015 to an estimation of US $31 billion in 2020, making it both an attractive and challenging market [109].

Digital solutions facilitate complex monetization models where different and complementary models can coexist in a single app, making the market appealing and challenging at the same time. Monetization models can be classified into eight groups:

1. Free: there is no payment for the use of the app.
2. Download: one payment for a license for use.
3. Subscription: a license for a period of time.
4. Platform: income for installation and use in an organization.
5. Service: income for a service, content, and products.
7. Results based: the improvement of the efficiency and/or health of patients.
8. Assets: income based on selling data generated by the use of the app.

In addition, it is possible to have multiple monetization models for a single solution. One app can be used by different stakeholders at the same time in different ways with different needs, which means complementary monetization paths; for example, free for the user but using marketing (e.g., advertisements or contents) unless the user pays a premium service.

One of the most challenging monetization models is the building of assets based on data generated by users. mHealth apps can gather large quantities of information, which can be processed for different purposes. Big data analysis is the capacity to analyze large amounts of unstructured datasets from a wide range of sources, involving the extraction of potentially valuable information in a cost-effective way. Therefore, the use of health-related data is a central element of epidemiological research as it can enable the identification of patterns to improve treatments, optimize trial periods for medication, and advance mechanisms for early detection and prevention of diseases. This potential also allows for the development of new, innovative business models in health care.

### Connected Health Barriers

The popularization of mobile phones and, more recently, wearable devices is creating a large volume of population data and creates an opportunity for Connected Health in cancer care. It is likely that future patients will generate their own data, either because such devices have become part of the care practice model or because these devices are part of the patients’ lives. Consequently, data interoperability problems may become even more relevant than they are today. For instance, one of the most popular wearable devices for tracking health-related information that may contribute to developing AI-based solutions for cancer patients is the Fitbit, which still uses a proprietary architecture. This hampers its usage in AI systems that are compatible with data following existing industry standards, such as HL7 Consolidated Clinical Document Architecture (C-CDA) or the upcoming FHIR.

Nevertheless, the adoption of Connected Health in cancer care still has many barriers to address. These systems need a robust regulatory framework to ensure they are of high quality, they demonstrate clinical effectiveness, and that privacy and security are respected and protected. Existing limitations are related to an inherent digital divide, concerns about privacy, data volume, cost, and reimbursement. It is imperative that these solutions are interoperable and have the potential to be smoothly synchronized with EHRs. Indeed, if siloed, the capacity for Connected Health solutions will be limited regarding their support for cancer patients as part of the digital-based cancer care system to which developing countries are transitioning. In this context, there already exists standardized communication frameworks and data architectures to facilitate such interoperability in the data provided by Connected Health cancer solutions.

Regardless of the data origin, the reasoning behind the recommendations generated by AI-based systems often remains difficult to explain, as these systems can be opaque and nonintuitive. This may result in a lack of trust in AI-based systems, reducing their adoption by patients, and may also prevent health care professionals from prescribing them. Future systems will have to strive to explain how recommendations have been computed [110].

### Privacy and Data Protection

The processing of data concerning personal health records is particularly sensitive and requires special protection. Personal data protection is a fundamental right in Europe and, therefore, vital for building trust in mHealth solutions [111].

This is particularly important considering these personalization technologies may deal with sensitive personal data from users.
Even if technologies adopt the appropriate information technology infrastructure for privacy requirements, users can be hesitant to share their personal information. Patients need to think about the trade-off between maintaining privacy of the data collected through these mHealth apps and the potential benefit this might bring in facilitating a more individualized and engaging experience [112]. Patients also need to feel that they can rely on the app; they should also be aware that the information is coming from a trustworthy source (eg, their cancer care providers or an authoritative health agency) or that experts and health care professionals have validated it.

Connected Health solutions should be especially concerned with ensuring data protection and privacy for all individual citizens of the European Union and the European Economic Area. Moreover, given the international component of connected services, addressing the transfer of personal data outside the European Union and the European Economic Area would be of high importance. This may be in compliance of the General Data Protection Regulation [113] by giving control to individuals and by homogenizing the environment for international business activities relative to personal data.

**Conclusions**

Connected Health in cancer care aims to reduce barriers to health care provision through the development of well-designed, usable, and validated digital solutions. There is an urgent need for user-centered and theory-driven international and multidisciplinary standards of practice to inform the design, development, evaluation, and implementation of Connected Health interventions in cancer care. This can ensure that solutions are seen as acceptable, practical, effective, affordable, safe, and equitable. Including users in the design process, testing extensively, and committing to the development of a regulatory framework for software components are strategies that need to be adopted when developing a Connected Health app for cancer care.

Regarding the technology developments currently available in Connected Health, there is early evidence showing that AI can be used to compute recommendations aiming to support cancer patients. Classical model approaches can then be augmented with the new evidence inferred from data analytics. Increasing sources of patient data can enhance the potential of AI by facilitating opportunities for improved user modeling and evaluation of the actual evidence through this data. The Connected Health market is growing and there are many ways it can be made economically viable. The volume of generated data offers great opportunities to extract actionable information for patients; however, interoperable and comprehensive approaches to their use are crucial. The field of machine learning and advances in big data analysis, in particular, provide opportunities for the development of effective Connected Health interventions in cancer by identifying the content and extent of support needed by a user: that is, being able to identify what intervention works for whom and under what circumstances.
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Abstract

Background: For robots to be effectively used in health applications, they need to display appropriate social behaviors. A fundamental requirement in all social interactions is the ability to engage, maintain, and demonstrate attention. Attentional behaviors include leaning forward, self-disclosure, and changes in voice pitch.

Objective: This study aimed to examine the effect of robot attentional behaviors on user perceptions and behaviors in a simulated health care interaction.

Methods: A parallel randomized controlled trial with a 1:1:1:1 allocation ratio was conducted. We randomized participants to 1 of 4 experimental conditions before engaging in a scripted face-to-face interaction with a fully automated medical receptionist robot. Experimental conditions included a self-disclosure condition, voice pitch change condition, forward lean condition, and neutral condition. Participants completed paper-based postinteraction measures relating to engagement, perceived robot attention, and perceived robot empathy. We video recorded interactions and coded for participant attentional behaviors.

Results: A total of 181 participants were recruited from the University of Auckland. Participants who interacted with the robot in the forward lean and self-disclosure conditions found the robot to be significantly more stimulating than those who interacted with the robot in the voice pitch or neutral conditions (P=.03). Participants in the forward lean, self-disclosure, and neutral conditions found the robot to be significantly more interesting than those in the voice pitch condition (P<.001). Participants in the forward lean and self-disclosure conditions spent significantly more time looking at the robot than participants in the neutral condition (P<.001). Significantly, more participants in the self-disclosure condition laughed during the interaction (P=.01), whereas significantly more participants in the forward lean condition leaned toward the robot during the interaction (P<.001).

Conclusions: The use of self-disclosure and forward lean by a health care robot can increase human engagement and attentional behaviors. Voice pitch changes did not increase attention or engagement. The small effects with regard to participant perceptions are potentially because of the limitations in self-report measures or a lack of comparison for most participants who had never
interacted with a robot before. Further research could explore the use of self-disclosure and forward lean using a within-subjects design and in real health care settings.

(J Med Internet Res 2019;21(10):e13667) doi: 10.2196/13667
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Introduction

Background

The use of social robots in home and health care environments is fast becoming a reality [1,2]. Although much robotics research is focused on the technical capabilities of robots, it is also important that research considers the behaviors of robots to ensure that interactions between humans and robots are successful. Consideration of robot social behaviors is perhaps even more salient when considering health care robots, which may be interacting with potentially vulnerable individuals on a daily basis. For interactions between patients and health care robots to be successful, these robots will need to behave in a way that is not only useful but also acceptable and comfortable [3]. One way to inform research investigating appropriate robot social behaviors in human-robot interactions is to consider the social behaviors that lead to successful human interactions.

Attentional behaviors are an important group of human social behaviors, fundamental to ensuring successful interactions. Attentional behaviors include the ability to not only demonstrate attention but also to engage and maintain the attention of others. As put by Zhao et al [4], “mutual attentiveness leads to an experience of connectedness” (p. 515). Given the importance of attention in human social interactions, it is critical that researchers investigating the social aspects of health care robots explore human attentional research to inform potential research within this area. A number of researchers have, in fact, taken this approach, researching several key human attentional behaviors within the context of human-robot interactions. One of these key behaviors is eye gaze.

Eye gaze is crucial to establish human joint attention, which, in turn, is a critical aspect of human learning, communication, and social interaction [5,6]. In a health care context, the appropriate use of eye gaze by a physician has been found to be associated with increased patient satisfaction and increased patient ratings of physician empathy, physician attention, and physician warmth [7,8]. In human-robot interactions, robot eye gaze has been found to increase human attention and engagement and facilitate comprehension of robot communication [9-11].

Despite growing research into the importance of robot attentional behaviors, a number of key human attentional behaviors are yet to be explored within the context of human-robot interaction, especially in health care. Three such attentional behaviors include the use of self-disclosure, voice pitch changes, and a forward lean. These attentional behaviors have been found to be important in human social interactions and in interactions between patients and health care professionals. The following section of this paper describes previous research examining the use of self-disclosure and forward lean in human interactions. In the instance that research has been done exploring one of these behaviors in the context of human-robot interactions, this is presented.

Self-Disclosure

Self-disclosure refers to the act of revealing personal information about oneself to another and is recognized as central to the process of building close relationships [12]. Research into the use of self-disclosure in human interactions has found that self-disclosure is more effective when negatively skewed. For example, Zhao et al [4] found that in conversations between two individuals, previously unknown to each other, self-disclosure was often in the form of personally negative statements (eg, “I’m always late for the bus”), and that these statements were then often met with similarly negative statements (“Me too!”). The authors state that this seemingly superficial conversation tool increased mutual gaze among participants and often lead to more intimate conversation. Failure to reciprocate negative self-disclosure can lead to decreases in feelings of rapport [13].

The study of robot self-disclosure and its effect on human-robot interactions is limited. In the research that has been undertaken so far, the use of self-disclosure by a robot has been shown to increase users’ ratings of a robot’s agency and experience [12], stabilize users’ anxiety about a robot’s communication capacity [14], increase users’ perceptions of a robot’s likability, and decrease users’ feelings of control [15]. No research to date has examined the effect of robot self-disclosure on human engagement or attention. Patient attention and engagement are critical to patient satisfaction and adherence; therefore, it is important that further research is conducted to investigate whether self-disclosure from a robot can influence attention to the robot in a health care application [16].

Forward Body Lean

It is equally important to examine nonverbal attentional behaviors as it is to examine verbal attentional behaviors. Eye gaze is one example of an important nonverbal attentional behavior, used by a listener to engage and demonstrate attention toward a speaker.

The use of a forward body lean by a listener is another salient way to display attention, interest, and agreeance toward a speaker [17-19]. Leaning forward toward another individual to display attention is an almost automatic behavior and is even found to be used in those communicating through sign language [19].

Given the importance of using a forward body lean to demonstrate attention in human interactions, it is perhaps surprising to note that there has been no research undertaken examining the effect of robot forward body lean, in the context
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of human-robot interactions, on any outcome variables. There has been some research on robot forward neck tilt, which, when used alongside expressive facial movements, has been shown to aid human recognition of robot emotions [20], human comprehension of robot behaviors [21], and facilitate turn-taking [21]. The robot used in these studies, however, was not a health care robot and was made up of a head and neck with no body. The lack of research on forward body lean by any robot, particularly a health care robot, represents an important gap in our knowledge.

Voice Pitch Changes
A person’s voice pitch, or in other words, how low or high a voice is in frequency [22], conveys a range of information to others, such as gender and emotional affect [22,23]. Voice pitch has even been found to influence perceptions of attractiveness, with research finding that men rate woman with high-pitched voices as more attractive than those with low-pitched voices [24]. Research in the area of verbal communication has found that individuals can determine the personality traits of others with considerable accuracy, purely through patterns of speech, such as speed and voice pitch [25]. Voice pitch and voice pitch changes are an important part of attending behaviors and essential for communication [26]. Voice pitch changes allow a speaker to place emphasis on certain words, infuse emotion into specific phrases, and influence comprehension through the use of inflection (eg, in the case of a statement or question) to initiate and sustain the attention of others [26,27]. Therefore, key is the use of voice pitch changes in attention and communication, for example, individuals often exaggerate voice pitch changes when storytelling to hold the attention of their audience [28]. Other research investigating voice pitch in human interactions provides further support for the effect of voice pitch on attention. A recent study found that retention of content in long-term memory was higher when individuals listened to voices using high and low voice pitches, as opposed to a medium voice pitch [29]. This finding was independent of whether individuals listened to natural voices or voices that had been manipulated. These studies provide a rationale for examining the effects of both high and low robot voice pitch changes on human-robot interactions.

Although previous research in human-robot interactions has investigated robot voice-related variables, such as robot voice gender [30], robot voice age [31], and robot voice human likeness [32], in regard to user outcomes, only 1 study to date has explored the effect of robot voice pitch in the context of human-robot interactions. This study by Niculescu et al [22] compared a robot with a high voice pitch against a robot with a low voice pitch, finding that the robot with the high voice pitch was rated by participants as significantly more likable and attractive, with a better personality. In addition, the interaction with the robot with the high-pitched voice was rated more exciting, entertaining, and enjoyable.

Justification for Research in Health Care
A model of robot-patient interaction proposes that behaviours that are important in physician-patient communication may also be important in communication between healthcare robots and patients [33]. Self-disclosure, forward lean, and voice pitch are key behaviors in good physician-patient communication, as detailed below. Therefore, these behaviors are likely to be important in interactions between health care robots and patients to establish a good rapport. However, research is needed to test this hypothesis.

Physician-Patient Communication Theory
Doctor-patient or physician-patient communication theory posits that the way in which a physician communicates with a patient is just as important as the information they provide for patient outcomes. Physician-patient communication is key to building rapport with patients and central to the delivery of appropriate health care [33,34]. Effective physician verbal and nonverbal communication has been found to decrease patient anxiety and psychological distress [35,36], facilitate patient understanding of medical information [34], and increase patient satisfaction [33].

The central goals of effective physician-patient communication are to facilitate the establishment of rapport, enable exchange of health-related information, and promote patient involvement in treatments plans and health-related decision making [33,34,36,37]. To accomplish these goals, a physician needs to act in a way that demonstrates their attention to the patient. In fact, the Toronto Consensus Agreement recommends that all physicians should actively attend to patients to encourage full expression of health concerns, without interruption or premature closure of conversation [37].

Forward Lean in Health Care
As previously discussed, use of a forward body lean is 1 way to demonstrate attention and establish rapport. In a health care context, forward lean is used by clinicians to demonstrate attention or active listening to patients [29]. Indeed, a study by Sharpley and Sagris [38] found that the use of forward lean by a counsellor was associated with increased client ratings of rapport. In research examining physician-patient interactions, the use of forward lean by a physician was found to be associated with positive patient perceptions of physician empathy, respect, and genuineness [39]. A systematic review by Beck et al [40] found physician forward lean to be among the behaviors that were significantly associated with increases in physician-patient rapport, increased patient satisfaction, and increased patient understanding. Owing to the fact that forward lean is used as a way of demonstrating attention across many cultures, its use is recommended to health care professionals as appropriate for use with most patients [29].

Self-Disclosure in Health Care
Although many physicians are trained not to self-disclose, a recent systematic review found self-disclosure was routinely used by physicians in clinical practice [41]. This same review found that, when used appropriately, self-disclosure by a physician had the potential to significantly increase patient satisfaction and physician-patient rapport. In clinicians, appropriate use of self-disclosure usually involves the disclosure of personal information to a patient that is relevant to the therapeutic process [42]. In this way, self-disclosure is able to
demonstrate to a patient that they have been heard, as well as creating a feeling of shared experience.

**Voice Pitch in Health Care**

In clinicians, voice pitch (or voice tone) is used as a way to demonstrate attention and empathy to patients [29]. In a review of doctor-patient communication [43], researchers found that patients were less satisfied with their consultation when their physician used a negative voice tone or had tension in their tone. In a later study of surgeon’s malpractice history, surgeons who were perceived to have a dominant voice tone (ie, deep and loud) were more likely to have been sued by patients compared with surgeons with a less dominant voice pitch (ie, higher and softer) [44].

**This Study**

The human medical receptionist is the first point of contact for patients seeking medical assistance in specialist and general practice clinics [45]. As such, the communication behaviors of receptionists can significantly impact patients [46,47]. It is therefore important that researchers investigate which aspects of human behaviors are appropriate for medical receptionist robots to ensure interactions are successful.

As detailed above, a number of human attentional behaviors have yet to be fully explored within the context of health care human-robot interactions. In regard to self-disclosure, a handful of studies have investigated the effect of robot self-disclosure on user outcomes such as anxiety [15], perceived robot likability [14], and perceived robot mind attribution [12]. However, no studies have investigated the effect of robot self-disclosure on any user attentional outcomes, such as engagement (attention), perceived robot attention, and perceived robot empathy, or user attentional behaviors in health care. In regard to forward body lean, no study could be found investigating the effect of robot forward body lean on user attentional behaviors or any other outcome.

Although 1 study has compared the effect of a robot using a high voice pitch against the effect of a robot using a low voice pitch, no study could be found investigating the effect of a robot using both high and low voice pitch changes within a single human-robot interaction. Given the importance of self-disclosure, forward lean, and voice pitch changes in both human social interactions and interactions between health care professionals and patients, it is critical that robotics researchers investigate these attentional behaviors in interactions between robots and human users. Research in this area could potentially inform the future design and implementation of not only social robots but also, more specifically, health care robots.

**Study Objectives and Hypotheses**

The aim of this research was to investigate the effects of robot self-disclosure, forward lean, and voice pitch changes on user perceptions and attentional behaviors in a health care context. We hypothesized that, compared with a neutral condition, these robot behaviors would increase participants’ perceptions of engagement, robot empathy, and robot attention and increase participants’ own attentional behaviors.

**Methods**

**Experimental Design**

A between-subjects experimental study was conducted at the University of Auckland, Auckland, New Zealand. Participants completed baseline measures before being randomized to 1 of the 4 experimental groups (ie, self-disclosure, voice pitch, forward lean, or neutral condition). Following the interaction with the robot, postinteraction measures were completed. The interaction between each participant and the robot was video recorded from 3 different angles to allow for coding of participant behaviors (Figure 1).
Participants
Participants were recruited through flyers posted at the University of Auckland’s campuses and through emails to students. Eligibility criteria were being 16 years of age or older and fluent in English. Written informed consent was obtained.

The Robot
A Nao robot (Softbank, Japan) was chosen for this study, as it was able to meet the requirements of the experimental conditions in regard to forward body lean, spoken conversation, and voice pitch changes. The Nao robot is an autonomous, programmable, humanoid robot, able to perform a variety of physical movements and speech patterns (Figure 2). A single Nao robot was used, with each participant interacting with the robot on an individual basis.

Procedures
Once randomized to 1 of the 4 experimental conditions, participants were asked to imagine that they were attending their current general practitioner’s office, and the Nao robot was the robot receptionist. The participant was provided with a script for use during the interaction with the robot. This script was identical for all conditions and instructed participants to undertake a variety of tasks during their interaction with the Nao robot (Multimedia Appendix 1). The tasks undertaken during the interaction included activities that account for over 90% of the interactions between human medical receptionists and patients, such as checking in for a doctor’s appointment and collecting a prescription [47]. Once the robot operator selected the appropriate experimental interaction, the robot introduced itself as “Nao the Receptionist Robot” before enquiring as to how it could be of help to the participant. The Nao robot used identical speech responses and prompts across all conditions, with the exception of the self-disclosure condition.
In the self-disclosure condition, the Nao robot stated, “I’m a little nervous about this task” after introducing itself to the participant. In addition, when a participant advised that they could not remember the name of the doctor they were seeing (as per the Participant Scenario Information Sheet, Multimedia Appendix 1), the robot stated, “no problem, I forget things too sometimes” before continuing the scripted interaction. In the forward body lean condition, the Nao robot leaned (approximately 20°) forward toward a participant when he or she was speaking, maintaining a neutral standing position during the rest of the interaction (Figure 3).

In the voice pitch condition, the Nao robot both increased and decreased its voice pitch within the single interaction. The Nao robot decreased its voice pitch (by 15%) when apologizing and advising a participant that their script was not available for collection. This lowering of robot voice pitch was intended to display robot sadness to the participant in relation to being unable to assist with their request. Studies investigating vocal emotion recognition have shown that sadness is best recognized through voice alone when a lower voice pitch is used [48,49] (compared with a neutral). The robot increased its voice pitch (by 15%) when advising a participant, it was “no problem” in regard to helping the participant with the name of the doctor they were seeing and when stating “I hope you have a nice day” at the end of the interaction. This increase in robot voice pitch was intended to display robot happiness to the participant in relation to being able to assist the participant and in wishing them a good day. Studies investigating vocal emotion recognition have shown that happiness is best recognized through voice alone when a higher voice pitch is used [48,49] (compared with a neutral). Finally, in the neutral condition, the Nao robot maintained a neutral standing position and neutral voice pitch throughout the interaction, with no self-disclosure.

Measures

Participant Engagement

A Likert scale was developed using an adaption of the stimulation items from the McGill Friendship Questionnaire [50], along with an adaption of the engagement items used in the human-robot engagement study by Snider et al [51] (Multimedia Appendix 2). The Cronbach alpha for the combination of these Likert items was found to be .86, showing
excellent reliability. Therefore, the scores from these items were added to create a total participant engagement score. In addition, pair-choice items were developed using an adaptation of the stimulation (paired) items from the AttrakDiff user experience tool created by Hassenzahl et al [52]. All pair-choice items were analyzed separately. Adaptations of both the McGill Friendship Questionnaire and the AttrakDiff user experience tool have been used previously in human-robot interaction research [22,53].

**Figure 3.** The Nao robot—from a neutral standing to forward lean position.

**Perceived Robot Attention**

No scale was found measuring human perceptions of robot attention or attentiveness. Therefore, a new measure was created using an adaptation of the stimulation items from the McGill Friendship Questionnaire [50], along with an adaptation of the engagement items used in the human-robot interaction study by Snider et al [51] (Multimedia Appendix 2). The Cronbach alpha for this measure was .89, showing excellent reliability. Thus, the scores from all items were added to create a total perceived robot attention score.

**Perceived Robot Empathy**

An adaptation of the McGill Friendship Questionnaire [50] was used along with an adaptation of the consultation and relational empathy measure [54] (Multimedia Appendix 2). The consultation and relational empathy measure assesses patient perceived empathy in relation to clinical encounters and has been found to be both valid and reliable across clinical settings [55,56]. An adaptation of the McGill Friendship Questionnaire was used in research investigating perceived robot empathy by Leite et al [53]. The Cronbach alpha for this combined measure was found to be .82. After removal of the item, “I think Nao had fun during this interaction,” Cronbach alpha increased to .89. Therefore, the scores from all remaining items were added to create a total perceived robot empathy score.

**Observer Ratings**

The video ratings were used in addition to self-reports to measure participant attention and engagement. Eye gaze and forward lean were used to measure attention, and smiling and laughter were used to measure engagement. Video recordings were viewed to determine the overall time (in seconds) that each participant spent looking at the Nao robot during the interaction. Using this time and the total interaction time, a percentage was able to be determined in regard to the time spent looking at the Nao robot. Each video recording was coded in regard to whether or not a participant leaned toward the Nao robot during the course of the interaction. A forward lean was identified by placing a visual marker on the participants’ midback (during the video playback) when they had settled into the experimental chair and then watching to see if the participant leaned toward the robot, forward from the marker, at any time.
during the interaction (Figure 4). As many participants sat down and immediately leaned forward (resting their forearms on the table), this posture was not identified as a forward lean unless active forward leaning past this neutral point was identified. In addition, many participants leaned forward into the microphone (that was positioned on the desk) when they spoke, and therefore, this forward leaning movement was disregarded.

Each of the video recordings was then viewed to determine the overall time (in seconds) that each participant spent smiling during the interaction with the Nao robot. As with time spent looking at the robot, this time was used to give a percentage of time spent smiling at the robot for each participant. Each video recording was also coded in regard to whether or not a participant laughed during the course of the interaction with the Nao robot. The coding in regard to whether or not a participant laughed during the interaction with Nao was based on the laughter intensity scale developed by Law et al [57].

Figure 4. Participant moving from neutral to forward lean position.

Statistical Analyses

Power

The sample size was determined by a power analysis using the G*Power program created by Faul et al [58]. The following parameters were selected: an alpha error probability of .05, power of 0.80, and an effect size (f) of 0.31. The effect size used was based on an average of the effect sizes found in previous studies examining robot social behaviors in the context of human-robot interactions [14,22]. The analysis revealed a total sample size of 180 participants (45 participants per experimental condition) would be required.

Interaction Times

A 1-way analysis of variance (ANOVA) was used to analyze the total interaction times to determine if time spent with the Nao robot differed significantly between conditions. This analysis was undertaken as a significant difference in interaction times between groups would represent a potential confound.

Self-Report Measures

One-way ANOVAs were used to analyze the total participant engagement and total perceived robot empathy scores, with a posthoc (Tukey) test used to compare the conditions pairwise when an ANOVA was found to be significant. Fisher exact tests were used to analyze the results of the pair-choice engagement items. A Kruskal-Wallis test was performed to analyze total perceived robot attention because of the data being found to violate normality.

Video Analyses

One-way ANOVAs were used to analyze the percentage time participants spent looking at the robot (participant eye gaze) as well as the percentage time participants spent smiling during the interaction with the robot, with a posthoc (Tukey) test used to compare the conditions individually when an ANOVA was found to be significant. Fisher exact tests were used to determine if any significant differences existed between conditions in regard to whether or not participants laughed during the interaction with the robot, as well as whether or not participants leaned toward the robot during the interaction.

All analyses were performed using the SPSS, version 22.

Results

Manipulation Check

A manipulation check was performed using a convenience sample (n=10). Participants undertaking the manipulation check were asked to view 4 separate video recordings of the robot (1 video of each condition) and completed a brief measure after each video. The measure used asked participants to indicate
whether the robot in the video demonstrated a forward lean, used self-disclosure statements, used voice pitch changes, or none of the above. Before viewing the recordings, participants were verbally given the following definition to identify robot self-disclosure: “self-disclosure is the act of revealing personal information about oneself to another [12], please indicate if you feel the robot has revealed personal information about itself in any of the following recordings.”

Furthermore, 100% (10/10) of participants were able to accurately identify self-disclosure and forward lean behaviors in the robot. Of 10 participants, 1 (10%) confused the voice pitch and neutral conditions, but the remaining 9 participants (90%) were able to accurately identify voice pitch changes and neutral behaviors in the robot.

Participants
In total, 181 participants took part in this study. Participants were predominantly female (112/181, 61.9%) and ranged in age from 17 to 80 years (mean 25.8, SD 10.21). Most participants were students (n=139), followed by part-time employees (n=20), full-time employees (n=19), and those who were retired or currently unemployed (n=4). Participants mainly identified as being of New Zealand European ethnicity (n=57), followed by Chinese (n=37), Indian (n=29), Korean (n=5), Maori (n=4), Samoan (n=3), and Tongan (n=1). In addition, 49 participants identified as having an ethnicity other than those listed on the baseline questionnaire form. Most participants (148/181, 81.8%,) advised that they had never before interacted with any kind of robot.

Interaction Times
Interactions ran from 145 to 284 seconds in total, with a mean total interaction time of 182 seconds. There were no significant differences found between the means of the neutral (187.98), forward lean (178.26), self-disclosure (180.72), and voice pitch (180.67) conditions in regard to total interaction time with the Nao robot (F(3,177)=1.14; P=.34).

Participant Perceived Engagement Scores
A 1-way ANOVA of total participant engagement scores (F(3,177)=1.420; P=.24) found no significant difference between the means of the neutral (mean 26.96, SD 5.80), forward lean (mean 27.38, SD 5.87), self-disclosure (mean 28.22, SD 5.39), and voice pitch (mean 25.84, SD 5.26) conditions.

A Fisher exact test of pair-choice engagement items found that participants in the voice pitch condition were significantly more likely to rate Nao as unstimulating (as opposed to stimulating) compared with the self-disclosure and forward lean groups (χ² =8.8; P=.03; n=176). A medium effect size (Cramer’s V=.22) was found for this item.

Perceived Robot Empathy
A 1-way ANOVA of total perceived robot empathy scores (F(3,175)=1.89; P=.13) found no significant differences between the means of the forward lean (mean 44.23, SD 6.72), self-disclosure (mean 43.83, SD 7.32), voice pitch (mean 41.33, SD 6.92), and neutral (mean 41.95, SD 6.38) conditions.

Perceived Robot Attention
A Kruskal-Wallis test of total perceived robot attention scores (χ² =1.1; P=.78; n=181) found no significant difference between the mean rank (MR) scores of the forward lean (MR=94.44), self-disclosure (MR=94.63), voice pitch (MR=90.02), and neutral (MR=84.82) conditions.

Participant Behaviors
In total, 174 video recordings were coded for analysis. Of the 7 participant interactions that were not analyzed, 5 were excluded because of the technical difficulties with recording equipment, and 2 were excluded because of participants’ refusal to be recorded during the interaction.

Participant Eye Gaze
There was a significant difference in the percentage time participants spent looking at the Nao robot during the interaction (F(3,173)=8.13; P<.001). Participants in the forward lean (mean 78.80, SD 8.98) condition spent significantly more time looking at the robot compared with participants in the neutral (mean 69.14, SD 10.96) and voice pitch (mean 73.30, SD 9.88) conditions. Participants in the self-disclosure (mean 76.30, SD 8.78) condition were found to have spent significantly more time looking at the Nao robot during the interaction compared with participants in the neutral condition. A medium to large effect size (η²=13) was found for this condition. All other comparisons were nonsignificant.

Participant Use of Forward Lean
There was a significant difference between the conditions in regard to whether or not participants leaned toward the Nao robot during the interaction (χ² =22.1; P<.001; n=174). Significantly, more participants leaned toward the Nao robot in the forward lean condition, 67% (31/46), compared with the self-disclosure, 47% (20/42), voice pitch, 39% (17/43), and neutral, 18% (8/43) conditions. A large effect size (Cramer’s V=.36) was found for this condition.

Participant Smiling
There were no significant differences in the percentage of time participants spent smiling during the interaction with the robot (F(3,173)=0.801; P=.50). The means of the neutral (mean 9.35, SD 9.28), forward lean (mean 9.20, SD 8.25), self-disclosure (mean 11.98, SD 9.73), and voice pitch (mean 10.70, SD 10.90) conditions did not significantly differ in regard to the percentage of time participants spent smiling during the interaction.
Participant Laughing

There was a significant difference between groups in whether participants laughed or not ($\chi^2 = 12.0; P = .01; n = 174$). Significantly, more participants laughed in the self-disclosure condition, 47% (20/42), compared with the forward lean, 21% (10/46), voice pitch, 20% (9/43), and neutral, 18% (8/43) conditions. A medium effect size (Cramer’s $V = .26$) was found for this condition.

Discussion

Principal Findings

The forward body lean and self-disclosure robot behaviors showed significant effects on both self-reported outcomes and observed behaviors compared with the voice pitch and neutral conditions. Participants in the robot forward body lean condition spent significantly more time looking at the robot compared with participants in the voice pitch and neutral conditions. They were also more likely to lean forward toward the robot than those who interacted with a neutral robot and reported the robot was significantly more stimulating than participants in the voice pitch and neutral conditions. Participants in the self-disclosure condition also spent significantly more time looking at the robot compared with participants in the neutral condition, and significantly, more participants in the self-disclosure condition laughed during the interaction compared with participants in the forward lean, voice pitch, and neutral conditions. The voice pitch condition had no effects or even slightly negative effects compared with the other conditions with participants in the forward lean, self-disclosure, and neutral conditions finding the robot to be significantly more interesting than participants in the voice condition.

There were no significant differences found between groups in regard to self-reported engagement, perceived robot empathy, or perceived robot attention. A potential explanation for these results may be found in the use of a between-subjects study design. This design may have resulted in a lack of comparison for the majority of participants (148/181) who had never interacted with any kind of robot before this experiment. Another potential explanation is that the novelty or excitement of a first encounter with a robot may have created some ceiling effects in regard to the measures used. Certainly, many participants expressed excitement in regard to interacting with the Nao robot, and the total scores for participant perceived robot attention and participant perceived engagement were positively skewed regardless of condition. Finally, some of the null outcomes may be because of the use of self-report measures that rely on the memory of the interaction.

In contrast, the study did find differences between groups in behavioral measures of attention and engagement. Differences between groups in eye gaze, laughing, and forward lean suggest that participant engagement was significantly higher in the forward lean and self-disclosure groups compared with the voice pitch and neutral conditions. Behavioral measures offer some advantages over self-reports, as they are less prone to memory and social desirability bias and can be more sensitive, valid, and reliable [59].

Comparison With Prior Work

Forward Lean

This study is novel in many regards. It is the first study to investigate the use of robot forward body lean in a human-robot interaction and the first to show that robot forward body lean can positively influence users’ attentional behaviors and self-reported stimulation. This finding is salient in terms of social robotics research, as it represents a simple robot nonverbal behavior that may be used to increase user engagement. Increasing engagement between health care robots and users is fundamental to ensuring positive interactions and important in establishing user attention and comprehension. Previous literature examining interactions between health care professionals and patients demonstrates the importance of a forward lean by a clinician to demonstrate active listening [29]. By leaning forward toward participants when it spoke, the Nao robot may have been perceived by participants as actively listening to their questions and responses. It may be therefore that the increased eye gaze and forward body lean behaviors observed in participants in the forward body lean condition represent a form of reciprocated attention, or mirroring, toward the robot. This theory is supported by the fact that participants in the forward lean condition found the interaction with the Nao robot to be significantly more stimulating and significantly more interesting when compared with the neutral condition. As the videos in this study were not analyzed in regard to when forward leaning occurred, just whether or not a forward leaning behavior was observed, reciprocated attention, or mirroring, could not be ascertained.

In contrast to previous research showing an association between physician forward body lean and patient perceptions of physician empathy [39], the robot’s use of forward body lean did not result in increased user perceptions of robot empathy. As discussed above, this finding may be because of the use of a between-subjects design, resulting in a lack of comparison for the majority of participants who had never interacted with a robot before. A within-subjects design in which participants interact with both the neutral robot and forward lean robot may have shown different outcomes in regard to user perceived robot empathy.

Self-Disclosure

Although previous research in robotics has investigated the effect of robot self-disclosure in terms of decreasing user anxiety, increasing user perceived robot likability, and increasing user perceived robot mind attribution [12,14,15], this is the first study to show that self-disclosure by a robot can increase user attentional and engagement behaviors. Although participant self-reported measures reflecting perceived engagement did not differ significantly when comparing the self-disclosure condition with the neutral condition, participants in the self-disclosure condition did spend significantly more time looking at the robot during the interaction compared with participants in the neutral condition. This observed increase in robot-directed eye gaze behaviors indicated that there was an increased level of participant attention and engagement with the Nao robot in the self-disclosure condition.
Once again, this increase in user engagement gives important insights into the basic social behaviors that a social or health care robot can display to increase engagement and attention during interactions. As discussed earlier, increased robot-directed eye gaze behaviors, such as seen in this experiment, have also been found in research examining the effect of self-disclosure in human social interactions [4].

Participant laughing also indicates a higher level of engagement during the self-disclosure condition compared with the neutral condition. Participants in the self-disclosure condition were found to laugh significantly more than participants in any of the other conditions. This was an incidental finding and not one we had expected to make when beginning this experiment. Participants in this condition were most likely to laugh when the Nao robot stated, “Don’t worry, I forget things too sometimes” in response to a participant stating that they had forgotten the name of their doctor. It may be that, as well as acting as self-disclosure statement, participants perceived this statement as being humorous. The use of humor in health care environments is gaining attention as a useful therapeutic tool for the facilitation of positive patient health outcomes [60]. This in turn has generated a fledgling area of social robotics research investigating the effect of robot humor on human-robot interactions [61,62]. Given the significant response by participants (in the form of laughter) to the Nao robots forgetfulness, it appears that robot humor is an area worth exploring.

Voice Pitch

Although previous research has examined the effect of robot voice gender, robot voice age, and robot voice human likeness [30-32] in regard to user outcomes, only 1 other study has investigated robot voice pitch within the context of a human-robot interaction [22]. In this study [22], researchers used a within-subjects design to compare participant interactions between a robot using a high voice pitch against interactions with a robot using a low voice pitch, finding that the robot with the high voice pitch was rated more positively by participants. The robot in the voice pitch condition of our study was programmed to use both high and low voice pitch changes within a single interaction. The lack of significant results in our study in regard to the voice pitch condition may suggest that voice pitch changes are beneficial only if they are in the higher range. Another potential explanation for these findings may be inadequate frequency and/or distinction in regard to the voice pitch changes used by the robot. Indeed, the manipulation check did show that 1 of 10 participants had difficulty distinguishing the voice pitch condition from the neutral condition.

Contribution to Existing Literature

This study demonstrates the importance of robot forward lean and self-disclosure in increasing human attentional and engagement behaviors in a health care application. The ability of a robot to attract and sustain human attention is particularly important in health care environments. Patients in these settings need to pay attention to advice, reminders, and recommendations of health care robots. The implications of this research are that social robot designers should consider the implementation of robot forward lean and self-disclosure to increase user attention, particularly with regard to health care robots. These results extend the literature demonstrating the importance of forward lean and self-disclosure in interactions between health professionals and patients to robots [38-41]. Furthermore, this research supports a robot-patient interaction model that proposes the importance of verbal and nonverbal behaviors to user outcomes [16].

Limitations

Similar to many studies in human-robot interaction, the participants were mainly students and relatively young. Younger people may be more positive and open in regard to interacting with a robot than older people, and therefore, the results may have limited generalizability to an older population. In addition, the study was conducted in a laboratory setting, and further research is needed in a more realistic setting. Another limitation is that the study used a scripted interaction. The behaviors and self-reported measures observed may have differed from what would have been observed had a natural conversation taken place between participants and the Nao robot. Finally, there is research to suggest that an individual’s personality type may influence perceptions and attitudes toward robots [63]. As we did not use any measures of human personality type in this study, it is unknown whether participants’ personality influenced outcomes. Nevertheless, randomization to groups should ensure that personality did not systematically differ between groups. A strength of the research is that participants were blinded to group allocation.

Future Work

Future research could consider the use of a within-subjects design to provide participants with a basis of comparison, allowing for greater insight into the effects of specific robot attentional behaviors within an experimental context. Furthermore, the use of natural speech, rather than a scripted interaction, may allow participants to concentrate fully on the interaction with the robot, as opposed to splitting attention between the robot and script.

Given that the real-life implementation of a robot medical receptionist would certainly take place within a natural environment (such as a medical clinic), research exploring the use of a health care robot’s attentional behaviors within the context of such an environment (eg, an actual doctor’s clinic) is necessary. This research would not only provide potentially significant insight into the effect of robot attentional behaviors in naturalistic settings but may also allow for recruiting of a more mixed-age sample.

Finally, research investigating the effect of robot voice pitch changes in human-robot interactions may need to focus on using more distinct and/or frequent voice pitch changes to see significant effects. Future work could accentuate a health care robot’s voice pitch changes and explore the effects on user perceptions of robot acceptability.

Conclusions

This study explored the effects of robot self-disclosure, robot forward lean, and robot voice pitch changes on user perceptions of engagement, robot attention, and robot empathy, as well as
user attentional behaviors. Robot self-disclosure and forward body lean resulted in significantly better self-reported outcomes and observed behaviors compared with the neutral condition. Robot voice pitch changes did not have positive effects, but more research is needed to further investigate this. Exploring the effect of human social behaviors, such as attentional behaviors, within the context of human-robot interactions in health care, represents a salient opportunity to inform future robotic design and implementation.
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Abstract

Background: Hospitalized older adults often experience isolation and disorientation while receiving care, placing them at risk for many inpatient complications, including loneliness, depression, delirium, and falls. Embodied conversational agents (ECAs) are technological entities that can interact with people through spoken conversation. Some ECAs are also relational agents, which build and maintain socioemotional relationships with people across multiple interactions. This study utilized a novel form of relational ECA, provided by Care Coach (care.coach, inc): an animated animal avatar on a tablet device, monitored and controlled by live health advocates. The ECA implemented algorithm-based clinical protocols for hospitalized older adults, such as reorienting patients to mitigate delirium risk, eliciting toileting needs to prevent falls, and engaging patients in social interaction to facilitate social engagement. Previous pilot studies of the Care Coach avatar have demonstrated the ECA’s usability and efficacy in home-dwelling older adults. Further study among hospitalized older adults in a larger experimental trial is needed to demonstrate its effectiveness.

Objective: The aim of the study was to examine the effect of a human-in-the-loop, protocol-driven relational ECA on loneliness, depression, delirium, and falls among diverse hospitalized older adults.

Methods: This was a clinical trial of 95 adults over the age of 65 years, hospitalized at an inner-city community hospital. Intervention participants received an avatar for the duration of their hospital stay; participants on a control unit received a daily 15-min visit from a nursing student. Measures of loneliness (3-item University of California, Los Angeles Loneliness Scale), depression (15-item Geriatric Depression Scale), and delirium (confusion assessment method) were administered upon study enrollment and before discharge.

Results: Participants who received the avatar during hospitalization had lower frequency of delirium at discharge ($P<.001$), reported fewer symptoms of loneliness ($P=.01$), and experienced fewer falls than control participants. There were no significant differences in self-reported depressive symptoms.

Conclusions: The study findings validate the use of human-in-the-loop, relational ECAs among diverse hospitalized older adults.

(J Med Internet Res 2019;21(10):e13440) doi:10.2196/13440
Introduction

Background
In 2014, 19% of Medicare beneficiaries had at least one inpatient stay covered under Medicare Part A [1]. In addition to the illness or injury requiring acute care, the unfamiliar and stressful environment of the hospital increases risk of loneliness, depression, delirium, and falls in these patients. Loneliness is a frequent occurrence in older adults, and it is a documented predictor of poor health. One in 3 older adults reports loneliness in the United States [2], and a recent American Association of Retired Persons (AARP) survey found that approximately 42.6 million older adults suffer from chronic loneliness [3]; research demonstrates that loneliness is linked to a variety of negative health outcomes, including high blood pressure [4], disability [5], functional decline [2], depression [6], and cognitive decline [7]. These comorbidities may consequently increase the need for health care, and these are linked to greater health care utilization [8].

For older adults, the hospital setting is also a precipitant for symptoms of depression and loss of control [9]. Depression, in turn, may stymie recovery and increase the length of hospital stays [10]. At the same time, a recent international study found that informal psychological support was inversely related with depressive symptoms in hospitalized older adults [10]. The challenge remains to find ways to incorporate low-cost interventions that provide psychological support within the fast-paced hospital setting.

In addition to loneliness and depression, delirium and falls represent adverse events for hospitalized older adults. Delirium is a serious but preventable condition associated with morbidity and mortality, occurring as frequently as 50% of all hospitalized older adults [11]. Owing to its limited recognition within inpatient settings, the presence of delirium is associated with inappropriate use of sedation, sitter, and restraints [12]. Furthermore, delirium contributes to falls, cognitive decline, disability, morbidity, and mortality, with estimated direct health care costs over US $164 billion a year in the United States [11,13,14].

Falls are a common adverse event associated with hospitalization, and fall risk increases with age. Delirium significantly increases the risk of falls in the hospital setting [11,13,14]. In the United States, all of these risks are greatest among patients with limited English comprehension, low health literacy, and socioeconomic disadvantage [15]. Evidence demonstrates that an individualized multifactorial approach to fall prevention, including alert wristbands, room signage, staff and patient education, footwear, toileting schedules, exercise, and movement alarms, is effective [16]. For patients with cognitive impairment, increased nursing surveillance is also an effective intervention [17].

In view of the relationship between these adverse events and morbidity, as well as decreased quality of life, increased health care usage, and subsequent cost, it is imperative to find interventions that can reduce the risk of these outcomes in hospitalized older adults. The Hospital Elder Life Program (HELP) is a multidomain nonpharmacological intervention that has been shown to be effective in mitigating the risk of these adverse events. A meta-analysis of 14 interventional studies demonstrated efficacy in reducing incidence of delirium [18], falls [18], and functional status [18]. Separately, HELP has also been shown to improve symptoms of patient loneliness [19]. HELP volunteers deliver protocols targeting multiple risk factors, including orientation, mobilization, vision, hearing, hydration, nutrition, and sleep. HELP is used in more than 200 hospitals worldwide, and it serves as the gold-standard nonpharmacological intervention for the risk mitigation and management of delirium, cognitive and functional decline, falls, and 1:1 observation among older adults [18-20]. Although the HELP program is cost effective, it requires substantial training and monitoring of a large team of volunteers, which can serve as a barrier to adoption, especially in safety-net facilities with limited resources, serving high-risk patient populations [21-23].

To date, research has not determined whether human-driven virtual companionship can approximate the outcomes of physical volunteers for hospitalized older adults.

The health technology literature is abundant and continues to grow; nevertheless, there is a dearth of information on the use of technology as a social relational agent for older adults. Embodied conversational agents (ECAs) are technological entities that can interact with people through spoken conversation. Some ECAs also function as relational agents and are designed to leverage these conversational interactions to build and maintain social-emotional relationships with people [24]. The Care Coach avatar is a relational ECA that interacts with patients primarily through speech, along with its own visual appearance, digital pictures, and audio or music that can play through the tablet speaker in the same way as a HELP volunteer would in vivo. The Care Coach avatar is powered by a human-in-the-loop software system, so-called because of a round-the-clock team of live health advocates monitoring and controlling each avatar. As a result, avatar conversations with patients and care teams are conducted through natural speech, allowing complex patients with cognitive and functional impairments to be engaged effectively, regardless of their technical abilities or inclination. Severely hearing-impaired patients may even understand the avatar by reading the captions displayed above the avatar’s head on the tablet screen.

Existing studies have generally evaluated the ease of use and acceptability of health technology, and they have specifically evaluated social agents as a tool for decreasing loneliness and social isolation in older adults [25-29]. Khosravi et al conducted a systematic review to synthesize studies investigating the role of technology in addressing loneliness and social isolation in older adults [29]. These studies included different technological...
modalities offering various means of engagement, including computer/internet use, robotics, video games, personal reminder information and social management systems, social networking sites, tele-care, and 3D virtual environments. Efficacy data included reduced loneliness, development and maintenance of social relationships, increased independent living, decreased social isolation, companionship, cognitive stimulation, and entertainment [29].

In a pilot study of home-dwelling older adults, Chi et al provided a qualitative perspective on utility and comfort with the Care Coach avatar presented in this paper [26]. Participants reported positive results in terms of companionship, social support, and health information. However, some concerns included internet connectivity, privacy, and cost. In addition, some participants reported variations in the quality of the avatar’s conversations, associated with differing staff members operating the avatar, highlighting the importance of the human aspect of this technological experience. Demiris et al conducted a study utilizing the Care Coach platform in home-dwelling older adults with mild cognitive impairment and reported improvements in cognition and social support, along with decreases in depressive symptoms [30].

Objectives
The results of the previous pilot study demonstrated the feasibility of the Care Coach platform to improve clinically meaningful aspects of patient care in the home. Given the additional risks of delirium and falls, in addition to loneliness and depression, that hospitalized older adults experience during hospitalization, a less resource-intensive deployment of the multidomain interventions, included within the HELP program through a relational ECA, may provide a meaningful and scalable method for mitigating adverse events. This study investigated the efficacy of a human-in-the-loop, protocol-driven relational ECA, compared with control participants among hospitalized older adults on self-reported measures of loneliness, depression, and clinician-reported occurrence of delirium and falls. We hypothesized that the use of an intervention would decrease self-reported loneliness and depression, as well as reduce the occurrence of delirium and falls during hospitalization.

Methods
Experimental Intervention
The relational ECA software platform utilized in the study was provided by Care Coach, a private company based in California, and it comprises an internet-based communication system, designed to provide 24-hour psychosocial and health care support for patients through an integrative, person-centered approach [31]. A relational ECA serves as the patient-facing interface, appearing as an animated dog or cat on the display screen of a tablet computing device (see Figure 1). The digital animal responds to touch and demonstrates emotions appropriate to the conversation or other interaction state, including facial expressions, bodily reaction to touch and petting, heart symbols, tears, sleeping, and snoring. The Care Coach platform represents a real-time fusion of human and software intelligence, powered by a team of live health advocates who see, hear, and speak with each patient through the avatar of the digital animal. Health advocates are available 24 hours a day, and they are guided by software algorithms to implement clinical protocols. The use of a nonhuman avatar plays several important roles. First, previous studies have found unique clinical benefits associated with nonhuman avatar relational agents [32]. Second, an avatar relational agent provides greater continuity of care across the duration of the hospital stay, avoiding coverage gaps and challenges with establishing and re-establishing a care relationship throughout the duration of the hospital stay. Finally, the use of a nonhuman avatar provides a clear distinction in role for patients. The avatar relational agent is not a medical professional that provides clinical information, and the use of a nonhuman avatar (as opposed to a nurse of clinician avatar) visually clarifies this distinction.

Using a proprietary Web-based work interface, health advocates can sequentially monitor and engage 12 or more patients, and they can simultaneously monitor and engage up to 2 patients. Health advocates observe and listen through the audiovisual feed from the avatar device, communicating in real time with each patient by sending text commands, which are converted into the avatar’s voice using a text-to-speech engine. Thus, the health advocates contribute their human abilities for natural language understanding, in both English and Spanish, and sociable, compassionate, and conversational responses to help patients build personal relationships with the avatar. Their human abilities are augmented through a software-driven system embedded into the work interface, which uses branching logic and prescripted conversational content to guide health advocates through evidence-based intervention protocols, such as cognitive engagement or assessment, reorientation, toileting checks, and fall prevention (see Figure 2), alerting the nurse station on the hospital unit by phone of any issues potentially requiring immediate action.

In this study, the avatars were programmed with specific protocols, repeating for each patient every 2 days (see Multimedia Appendix 1). For example, the Care Coach system was programmed to proactively ask about comfort and need of bathroom use, seeking assistance on behalf of the patient by calling the nursing station. Studies show that approximately half of all falls in the hospital occur either in the bathroom or on the way to the bathroom [33,34]. In addition to scheduled protocols, each avatar provided engagement on an unscheduled, informal basis through relationship-building conversations about participant interests, family, and news, as well as through showing pictures, playing music, guided meditation/relaxation tracks, and engaging the patient in brain games.
**Figure 1.** The Care Coach avatar system design (top). An avatar encourages a patient to take his medications (bottom).

**Figure 2.** An example of a simple fall prevention protocol.
As a relational ECA, the health advocate is able to wake up the avatar with an accompanying wake noise whenever the audiovisual stream is started and visually put the avatar to sleep whenever the audiovisual stream stops. As the Care Coach platform utilizes a human-in-the-loop health advocate, all patient information is treated as protected health information, and all health advocates receive Health Insurance Portability and Accountability Act training. Moreover, patients may ask the avatar for privacy at any time, as long as such a request is consistent with the safety monitoring requirements of the health care provider or proxy.

**Study Design**

This clinical study used a case control quasi-experimental pre-post design. Participants were recruited from 3 medical-surgical units in a 600+ bed community hospital. Units were similar in size (34-37 beds), average daily census (32 patients), and average length of stay (3-6 days). One unit served as the control unit, with 2 units serving as intervention units. Patients were enrolled and followed by a team of research assistants (RAs), comprising undergraduate and graduate nursing and computer science students. The RAs were trained, and they followed a structured protocol and scripts. Project management, as well as scheduling of RAs, was conducted by a graduate nursing student.

**Setting**

The study was conducted in an urban community hospital in New York City, which targets the underserved. The hospital is in the borough of Queens, one of the most ethnically diverse urban areas in the world [35]. The majority of the borough’s population identifies as nonwhite, with strong representation from black, Asian, and Hispanic races [36]. Per capita income is US $28,814, with 19% of adults reporting less than high school education, and 11% of adults reporting lack of health insurance [36]. The hospital has 408 beds and approximately 120,000 emergency department visits annually [37].

**Participants and Procedures**

Initial screening of potential participants was conducted by the nurse managers of the respective nursing units during daily rounds. Inclusion criteria were patients over the age of 65, admitted to 1 of the study units, who could give informed consent or had a proxy who could provide consent. Exclusion criteria were patients who could not provide informed consent with no proxy, as well as patients who wandered, demonstrated aggressive combative behavior with intent to harm self or others, or were experiencing alcohol or drug withdrawal. Patients who were noncommunicative or did not speak English were also excluded from the study. Eligible patients were referred to an RA. RAs discussed the study, obtained informed consent, and administered the enrollment instruments, which comprised a demographic questionnaire and assessment instruments (detailed below). The enrollment visit lasted approximately 15 min per participant.

A total of 2 units were utilized for the experimental intervention, with a third unit utilized as a control unit. All patients recruited from either of the intervention units were enrolled into the intervention group. All patients recruited from the control unit were enrolled into the control group. Owing to the pace of recruitment, enrollment in the second experimental unit began approximately 45 days after the first experimental unit. Enrolled patients on the intervention units selected either a dog or a cat avatar. RAs demonstrated how the avatar works and verified that each subject was comfortable with the device before leaving the bedside. RAs visited each subject daily throughout the hospitalization to confirm that each avatar was functioning and within view of the patient. Upon 24-hour discharge notification, RAs administered the postassessment instruments. Subjects discharged home or to another facility had the option of taking their avatar with them. Home-based data were collected on those participants utilizing the avatar postdischarge, which will be the focus of a separate follow-up study. Relational agent theory [38] suggests that conversational variety is essential to sustaining interaction between the subject and the avatar. Extending the period over which a protocol set is repeated promotes sustained engagement; therefore, rather than daily repetition, a 2-day rotation period was designed on the basis of an expected patient length of stay of approximately 4 days. Enrolled patients on the control unit received the same preassessments as the intervention participants. RAs visited each control participant daily throughout the hospitalization to provide a “dose” of RA contact, similar to that received by the intervention participants. RAs used a rounding script (see Multimedia Appendix 2) for both control and intervention patients, to ensure consistency among visits and equalize the influence of human contact on the outcomes being measured. Upon 24-hour discharge notification, RAs administered postassessment instruments to the control patients. Throughout the study, RAs recorded observations on the subjects’ responses to the avatars, using the observation checklist. All procedures were approved by the Jamaica Hospital and PACE University Institutional Review Boards.

**Measures**

Demographic variables, including age, gender, education, race/ethnicity, and living arrangements, were collected upon enrollment. Discharge destination and living arrangements were collected up to 24 hours before discharge. Delirium, loneliness, and depression were assessed using the instruments detailed below. All instruments were administered at the time of enrollment into the study and upon discharge.

**Delirium**

The confusion assessment method (CAM) was utilized to screen for delirium [39]. The CAM includes an instrument and diagnostic algorithm for identification of delirium, assessing the presence, severity, and fluctuation of 9 delirium features, including the following: acute onset, inattention, disorganized thinking, altered level of consciousness, disorientation, memory impairment, perceptual disturbances, psychomotor agitation or retardation, and altered sleep-wake cycle. The CAM diagnostic algorithm is based on 4 cardinal features of delirium: (1) acute onset and fluctuating course, (2) inattention, (3) disorganized thinking, and (4) altered level of consciousness. A diagnosis of delirium utilizing the CAM requires the presence of features 1, 2, and either 3 or 4. The CAM has been used extensively for assessment of delirium among hospitalized older adults, and it
has demonstrated excellent sensitivity and specificity among large and small samples of older adults [39].

**Loneliness**

Loneliness was measured using the University of California Los Angeles (UCLA) Loneliness Scale Short Form [40]. Participants rated themselves on a scale of “1 to 3” on the 3 items (“hardly ever”=1, “some of the time”=2, and “often”=3), with a total score ranging from 3 to 9. Higher scores indicate more loneliness. The short form has demonstrated reliability with the long form of the measure [40].

**Depression**

Depression was measured using the Geriatric Depression Scale (GDS) 15-item short form [41]. Of the 15 items, 10 indicate the presence of depression when answered positively, whereas the rest indicate depression when answered negatively. Scores from 0 to 4 are considered normal, depending on age, education, and complaints; scores from 5 to 8 indicate mild depression, 9 to 11 indicate moderate depression, and 12 to 15 indicate severe depression. The GDS has been used extensively to measure depressive symptoms among older adults [42].

**Falls**

Data on falls were obtained from existing unit-based quality improvement data from the hospital. Incidence data are recorded quarterly in hospital reports and presented as a ratio in the form of falls per 1000 patient days [43]. The fall incidence data for this study were collected over 2 full calendar quarters, comprising the 3-month period, preceding any intervention, and the following 3-month period, during which the intervention was applied. The control unit did not receive any avatars in either 3-month period. One intervention unit received avatars and had all its enrolled patients treated as subjects during the 3-month intervention period. Owing to recruitment cadence, the additional intervention unit started the 3-month intervention period approximately 45 days into the calendar quarter. As a result, the falls data on the second intervention unit represent a mixed unit, with the first half of the quarterly falls data not including participants receiving the intervention. Only summary data on quarterly fall rates by unit and time period were available. As a result, these data were interpreted in relationship to baseline data and in relationship to the national average [44] (see Multimedia Appendix 3).

**Power Analysis**

Estimated sample size for this study utilized published results of the CAM, UCLA 3-item loneliness scale, and GDS. Medium-to-large effect sizes have been observed in studies utilizing the CAM, UCLA 3-item loneliness scale, and the GDS among hospitalized older adults [45,46]. Sample size calculation utilized an expected medium effect size (Cohen $d=0.60$), with alpha set at .05, and assumed power of 80% for analysis of variance yielded an expected sample size of 90. The study sample is powered at greater than 80% to detect a medium effect between groups.

**Data Analysis**

Two-tailed Student t test and chi-square cross tabulations were used for descriptive analysis of participants. McNemar test was utilized to compare change in frequency of delirium within intervention and control groups. Analysis of covariance was used to analyze the differences among intervention and control group means on measures of loneliness and depression. Sex, baseline self-reported loneliness, and baseline MiniCog score were included as covariates in the loneliness analysis. Sex, baseline self-reported depressive symptoms, and baseline MiniCog score were included in the depression analysis. Quarterly fall rates for intervention and control units were examined descriptively in relationship to baseline data and to the national average. The analyses for this study were done using the SPSS version 25 (SPSS Inc).

**Results**

**Descriptive Analysis**

A total of 95 participants were included in the analyses (intervention group n=41; control group n=54). There were no differences between the control and intervention groups on age, race, place of residence, discharge location, or language ($P > .05$). The intervention group (68%, 28/41 female) included more female participants than the control group (44%, 24/54 female; $P = .02$). Across groups, participants were predominantly female, English-speaking African Americans with a mean age of 76 years. They resided at home and were discharged to home post hospital stay (Table 1).

On average, the avatars checked in with participants in the intervention group (a health advocate started the audio/video stream, visually waking up the avatar) 71.3 times per day per patient. Avatars engaged intervention participants for 61 min per day (including average use of 11.5 images or audio files) and completed, on average, 6.5 protocol-driven tasks per day (Table 2).

**Delirium**

The presence of delirium at enrollment and discharge was analyzed within each group. McNemar tests found a significant reduction in delirium presence from enrollment to discharge in the intervention group ($P < .001$). There was no change in frequency of delirium presence within the control group ($P = .25$; Table 3).

**Loneliness**

A general linear model examining admission and discharge endorsement on the UCLA Loneliness Scale indicated that participants with avatars experienced a decrease in loneliness ($P = .01$) compared with participants in the control group (see Table 3).

**Depression**

A general linear model examining admission and discharge endorsement of depression symptomology on the GDS between groups showed no statistically significant difference in depression between participants with and without avatars (see Table 3).

**Falls**

Quarterly unit-based quality improvement data on incidence of falls per 1000 patient days were examined across each of the 3
Falls rate was reduced by 33% on the avatar unit, with partial data collection. Falls rate was reduced by 82% on the avatar unit, with complete data collection. Frequency of falls increased on the control unit by 86%.

Table 1. Patient characteristics by study group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=41)</th>
<th>Control (n=54)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>76.88 (8.85)</td>
<td>76.22 (8.05)</td>
<td>.70</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>White</td>
<td>10 (24)</td>
<td>14 (26)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>22 (54)</td>
<td>22 (41)</td>
<td></td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>5 (12)</td>
<td>12 (22)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>3 (7)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.02^a</td>
</tr>
<tr>
<td>Male</td>
<td>13 (32)</td>
<td>30 (56)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (68)</td>
<td>24 (44)</td>
<td></td>
</tr>
<tr>
<td><strong>Residence before admission, n (%)</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Home</td>
<td>38 (93)</td>
<td>46 (85)</td>
<td></td>
</tr>
<tr>
<td>Nursing home</td>
<td>2 (5)</td>
<td>8 (15)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Discharge location, n (%)</strong></td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Home</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Nursing home</td>
<td>32 (78)</td>
<td>45 (83)</td>
<td></td>
</tr>
<tr>
<td>Short-term rehabilitation</td>
<td>5 (12)</td>
<td>7 (13)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (5)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>English as a second language, n (%)</strong></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>No</td>
<td>25 (61)</td>
<td>28 (52)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (39)</td>
<td>26 (48)</td>
<td></td>
</tr>
</tbody>
</table>

^aP<.05.

Table 2. Patient engagement data (n=41).

<table>
<thead>
<tr>
<th>Engagement metric</th>
<th>Mean (SD) per day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of check-ins</td>
<td>71.30 (7.46)</td>
</tr>
<tr>
<td>Observational and engagement time (min)</td>
<td>61.00 (40.61)</td>
</tr>
<tr>
<td>Media files used</td>
<td>11.50 (9.04)</td>
</tr>
<tr>
<td>Protocol tasks completed</td>
<td>6.5 (6.03)</td>
</tr>
</tbody>
</table>

Table 3. Outcome results.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Intervention pre (n=41)</th>
<th>Intervention post (n=41)</th>
<th>Control pre (n=54)</th>
<th>Control post (n=54)</th>
<th>P value</th>
<th>Partial eta squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delirium, n/N (%)</td>
<td>12/29 (41)</td>
<td>1/40 (3)</td>
<td>6/48 (13)</td>
<td>3/51 (6)</td>
<td>&lt;.001/ .25</td>
<td>_a</td>
</tr>
<tr>
<td>Loneliness, mean (SD)</td>
<td>4.98 (2.17)</td>
<td>3.76 (1.53)</td>
<td>4.72 (1.74)</td>
<td>4.35 (1.70)</td>
<td>.01</td>
<td>0.07</td>
</tr>
<tr>
<td>Depression, mean (SD)</td>
<td>4.2 (3.2)</td>
<td>4.02 (2.99)</td>
<td>4.19 (3.5)</td>
<td>3.87 (2.99)</td>
<td>.46</td>
<td>0.006</td>
</tr>
</tbody>
</table>

^aNot applicable.
Discussion

Principal Findings

This study investigated the efficacy of a human-in-the-loop, relational ECA in the form of a tablet-based virtual service animal avatar. Measures of delirium, loneliness, depression, and falls were investigated in a case-control study of 95 hospitalized adults over the age of 65 at an inner-city community hospital. Analysis of admission and discharge data indicated that intervention participants experienced lower frequency of delirium at discharge ($P<.001$) and a reduction in symptoms of loneliness ($P=.01$). Quarterly unit falls per 1000 patient days indicated that falls on the control unit increased by 86%. Falls on the intervention unit with delayed data collection were reduced by 33%. Falls on the intervention unit with complete data collection were reduced by 82%. There were no differences between groups in self-reported depressive symptoms. These results are consistent with previous research investigating devices that are used for a variety of needs specific to older adults, including safety and fall prevention, assistance with physical tasks that support activities of daily living, prevention of hospitalization, and social connectedness [28,29].

The avatar intervention resulted in a 91% reduction in delirium at discharge, with 11 participants meeting criteria for delirium with the CAM upon admission and 1 meeting criteria for delirium upon discharge. Although no individuals in either the control or intervention units acquired delirium after beginning the study, the Care Coach intervention’s ability to help resolve delirium within a short period of days is comparable with data reported on HELP intervention among hospitalized older adults [21].

With respect to falls, the reduction observed across intervention units is likely attributable to the nature of preprogrammed avatar protocols assisting with nursing calls to assist with mobility and toileting. The reduction in falls seen across the study duration provides further validation for the use of a human-in-the-loop, tablet-based intervention to provide a means for hospitalized older adults to communicate with health care providers. This is important, given the role that alarm fatigue can play in health care service delivery [47]. The reason for the increase in falls rate on the control unit is not known.

There are currently 12 million Americans over the age 65 years living alone [48]. In a survey published by investigating the frequency of loneliness among 3000 older adults, 35% were categorized as being lonely [49]. The effect of the avatar intervention on symptoms of loneliness suggests that this form of human-in-the-loop virtual engagement is an effective means for combating this issue while adults are hospitalized. This is noteworthy, given that the participants without avatars received personal visits from RAs for approximately 15 min each hospital day. Contrary to our hypothesis, the avatar intervention did not demonstrate reduction in depressive symptoms when compared with the control group. This may be attributable to the tenacity of depression among older adults and the relatively short exposure to the avatars associated with the hospital stay (averaging 4 days). It may also be because of the relatively minimal number of depressive symptoms endorsed by participants across both groups at baseline.

An important implication of this study is the feasibility of larger deployment. As a low-cost and sustainable intervention, the marginal resources required to deploy such a human-in-the-loop avatar intervention model would comprise marginal staffing effort and minimal technology components, including health advocate staffing (which can take advantage of an abundant remote workforce), certified nursing assistant’s effort to setup/sanitize the device (<US $1/patient day), wear and tear on the tablet device and related hardware (< US $1/patient day), and internet connection and server costs (approximately US $1/patient day on cellular data or approximately US $0/patient day with a reliable Wi-Fi network). Furthermore, participant learning curve is minimal, as the Care Coach technology platform does not require previous information technology fluency or use. Participants with mobility issues can engage with this technology, as the patient only needs to talk with the avatar, with no manual effort required. The digital animal avatar also solves such issues as the cost of caring for pets and potential animal-related allergies. Finally, preliminary evidence presented in this paper suggests the avatar may represent a superior intervention for risk reduction of delirium and falls over that of a patient sitter. Current evidence does not support the efficacy of patient sitters for reducing falls, and although there is a lack of evidence regarding patient sitters and delirium, a passive clinical care member in a patient’s room would likely have minimal impact on delirium risk.

Additional research is needed to establish the long-term effects of an avatar on the well-being of patients and their ability to provide self-care. Patients who utilized the avatar during this study experienced less delirium and fell less than those patients who did not utilize the avatar. Given that both delirium and falls have significant morbidity and mortality in older adults and represent a major financial burden to the health care system, the use of this technology could potentially improve outcomes for hospitalized older adults. The cost of this intervention is significantly less than the cost of a fall (the average hospital cost for a fall injury is over US $30,000) [50] or the potential cost of increased length of stay because of delirium, which is an average increase of 7.78 days per case of incident delirium [51].

Limitations

This clinical study was limited by several factors. Although the sample size was sufficient, the intervention arm included convenience sampling and a potential bias in the referral process by the nurse managers. Given the deployment of this intervention in a real-world point-of-care environment, potential differences in unit care model and participant exposure to care across units could not be controlled. In addition, only patients who were able to understand and speak English were enrolled. In a very ethnically diverse setting, with many non-English speaking patients, many potential participants were excluded. However, the study location and population provided for the recruitment of a diverse population. Falls data were only available quarterly by unit. This limited investigation of falls data to percentage changes within units. The slower recruitment
Cadence on the second experimental unit in combination with quarterly falls data resulted in partial data on falls for this unit. Finally, more granular data on individual patients were not available, which prevented investigation into potential effects related to specific patient medical comorbidities.

**Conclusions**

In conclusion, this study provides additional quantitative support to the clinical efficacy of the Care Coach avatar platform for hospitalized older adults. As a human-in-the-loop, tablet-based intervention, this technology provides a novel, scalable solution to mitigate the risks of delirium, loneliness, and falls among diverse hospitalized older adults. Future study of the Care Coach platform, including a randomized control trial (NCT03832192), will allow the replicability of these findings to be tested in a well-characterized and randomized patient population.
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In “Adherence and Satisfaction of Smartphone- and Smartwatch-Based Remote Active Testing and Passive Monitoring in People With Multiple Sclerosis: Nonrandomized Intervventional Feasibility Study” by Midaglia et al (J Med Internet Res 2019;21(8):e14863), there were inconsistencies in the phrases used to describe people with multiple sclerosis. These inconsistencies were inadvertently included during the production process.

The following revisions to the manuscript have been made:

• Throughout the manuscript, all instances of the phrase “persons with multiple sclerosis” have been revised to “people with multiple sclerosis”, including one misspelled instance in the Abstract.
• In the first paragraph of the Introduction, the phrase “people with MS” has been revised to “people with multiple sclerosis”.

In Table 1, two instances of the acronym “PwMS” within the table have been changed to “people with multiple sclerosis”. Furthermore, the table footnote which explained the acronym has been deleted: “PwMS: people with multiple sclerosis.”

In Table 2, three instances of the acronym “PwMS” within the table have been changed to “people with multiple sclerosis”. Furthermore, the table caption has been revised from “Demographics and characteristics of people with multiple sclerosis (PwMS) and healthy controls (HC) at baseline” to “Demographics and characteristics of people with multiple sclerosis and healthy controls (HCs) at baseline.”

The abbreviation list has been updated to remove the term “PwMS: people with multiple sclerosis.” Furthermore, all instances of “healthy controls” have been correctly abbreviated to “HCs” (whereas the instances in Table
2 and the definition in the Abbreviations list were previously missing the final “s”).

Lastly, the authors wish to correct an error in Table 2 which previously read “relaxing-remitting multiple sclerosis” but has now been changed to “relapsing-remitting multiple sclerosis”. The changes made do not affect the findings of the study.

The correction will appear in the online version of the paper on the JMIR website on October 8, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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The authors of “Mood Prediction of Patients With Mood Disorders by Machine Learning Using Passive Digital Phenotypes Based on the Circadian Rhythm: Prospective Observational Cohort Study” (J Med Internet Res 2019;21(4):e11029) missed an important source of funding in the Acknowledgments section — the Korea Health 21 R&D Project funded by the National Research Foundation of Korea (2017M3A9F1031220).

At the time of publication, the Acknowledgments section read as follows:

This independent research study was supported by the Korea Health 21 R&D Project funded by the Ministry of Health & Welfare, Republic of Korea (HM14C2606 and H114C3212), and the National Research Foundation of Korea (2016M3C7A1904345 and 2017M3A9F1031220). Most of all, the authors express their gratitude to the participants who took part in the study.

The revised Acknowledgments section now appears as follows:

This independent research study was supported by the Korea Health 21 R&D Project funded by the Ministry of Health & Welfare, Republic of Korea (HM14C2606 and H114C3212), and the National Research Foundation of Korea (2016M3C7A1904345 and 2017M3A9F1031220). Most of all, we express our gratitude to the participants who took part in the study.

The correction will appear in the online version of the paper on the JMIR website on October 3, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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