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Abstract

Background: There has been a dramatic increase in the development of electronic systems to support cancer patients to report and manage side effects of treatment from home. Systems vary in the features they offer to patients, which may affect how patients engage with them and how they improve patient-centered outcomes.

Objective: This review aimed to (1) describe the features and functions of existing electronic symptom reporting systems (eg, symptom monitoring, tailored self-management advice), and (2) explore which features may be associated with patient engagement and patient-centered outcomes.

Methods: The review was registered with the International Prospective Register of Systematic Reviews (PROSPERO) and followed guidelines from the Centre for Reviews and Dissemination (University of York, United Kingdom). Primary searches were undertaken of MEDLINE, Embase, PsycInfo, Web of Science, Cochrane Central Register of Controlled Trials, and the Health Technology Assessment databases. Secondary searches were undertaken by screening reference lists and citations. Two researchers applied broad inclusion criteria to identify and select relevant records. Data were extracted and summarized using Microsoft Excel. In order to meet the aims, the study selection, data extraction, and data synthesis comprised two stages: (1) identifying and characterizing available systems and (2) summarizing data on patient engagement and patient-centered outcomes.

Results: We identified 77 publications relating to 41 distinct systems. In Stage 1, all publications were included (N=77). The features identified that supported clinicians and care were facility for health professionals to remotely access and monitor patient-reported data (24/41, 58%) and function to send alerts to health professionals for severe symptoms (17/41, 41%). Features that supported patients were facility for patients to monitor/review their symptom reports over time (eg, graphs) (19/41, 46%), general patient information about cancer treatment and side effects (17/41, 41%), tailored automated patient advice on symptom management (12/41, 29%), feature for patients to communicate with the health care team (6/41, 15%), and a forum for patients to communicate with one another (4/41, 10%). In Stage 2, only publications that included some data on patient engagement or patient-centered outcomes were included (N=29). A lack of consistency between studies in how engagement was defined, measured, or reported, and a wide range of methods chosen to evaluate systems meant that it was not possible to compare across studies or make conclusions on relationships with system features.

Conclusions: Electronic systems have the potential to help patients manage side effects of cancer treatment, with some evidence to suggest a positive effect on patient-centered outcomes. However, comparison across studies is difficult due to the wide range of assessment tools used. There is a need to develop guidelines for assessing and reporting engagement with systems, and a set of core outcomes for evaluation. We hope that this review will contribute to the field by introducing a taxonomy for characterizing system features.
Introduction

Increased efficacy of cancer treatments has led to a rising global population of people living with and beyond cancer. Effective multimodal cancer treatments can slow disease progression, ease the symptoms of the disease, and in some cases cure disease altogether. However, treatments can cause a vast array of side effects such as nausea, pain, fatigue, and diarrhea, which may negatively affect a patient’s quality of life (QoL) and may even become life-threatening, with severe cases such as neutropenic infections. Many cancer treatments are delivered in an ambulatory setting and methods of follow-up and support are highly variable dependent on disease, treatment type, and local practice and resources. Information is commonly provided by the health care team on expected and possible side effects, and patients are advised to seek help if symptoms become a cause for concern. However, patients may not always be able to fully absorb this information at the time it is provided [1] or feel confident in making decisions on when additional hospital contact is necessary between routine clinical reviews [2]. Furthermore, clinicians are mainly reliant on interpreting patient retrospective reports of treatment side effects to ensure safety of care and manage supportive medications. Side effects are not often documented in medical records in a consistent and comparable way [3].

Over the past decade, there has been a dramatic increase in the number of electronic systems developed to support patients during and after cancer treatment by using patient-reported outcome measures (PROMs) to remotely assess symptoms [4-8]. The routine use of PROMs in oncology care as a strategy to enhance symptom monitoring has demonstrated many benefits, such as improved communication between clinicians and patients, and better symptom awareness [9]. Using electronic systems to collect and manage PROMs data has the potential to overcome some of the common challenges previously associated with collating data collected on paper. More recently developed systems can be accessed from any Web-enabled device, allowing patients to report symptoms from home using their own electronic devices such as computers, tablets, or mobile phones. This can be done in real time, rather than relying on retrospective reporting and potentially allows automated documentation of patient reports in the medical record [10].

There is considerable variation in the features offered by symptom reporting systems. Some primarily focus on making symptom data routinely available to health professionals and provide alerts when severe symptoms have been reported [5,11-15]. Others have been developed with a greater focus on patient self-management, delivering tailored and automated self-management advice when appropriate, and advising patients to contact their health care team when necessary [8,16-20]. Some systems use a combination of both approaches [4] and can also include additional features such as facilitating communication with medical teams or other patients. The availability or absence of certain features may affect how patients engage with systems [21,22]. The terms “engagement” and “adherence” are often used interchangeably in this context. However, adherence suggests an optimal way to use a technology and this is not always easy to define [23]. For the purposes of this review, we refer to engagement in a broad sense of levels of patient usage of the system. Understanding the key components that can enhance patient engagement with electronic symptom reporting is potentially crucial for improving the development of future systems and encouraging their implementation into standard practice. There are many factors that are likely to have an impact, from individual differences [24], socioeconomic status and healthy literacy [25], to basic system usability [21,26]. There is relatively little currently known about the underlying processes and particularly the role that the availability of systems features might play. However, there is evidence to suggest that individuals vary in the features that they value and use most [20]. In addition, needs may change over time, as patients become more experienced with the system, but also with their disease and treatment [27].

The presence or absence of system features is also likely to affect the level of patient benefit gained from using the system. For example, changes in behavior or disease outcome have been more often observed with interactive interventions in comparison with those that are purely educational [28]. While the use of interactive online systems is associated with greater self-efficacy, better self-management, and more participation in health care [29-32], this may be associated only with specific features such as interactive communication and progress tracking features [33], and consultation and self-management support [34].

Systematic reviews traditionally focus on high-quality evidence for a specific research question. However, increasingly, the value of taking a broader approach to inclusion is being recognized as important to answer complex research questions, particularly in the emerging field of online health interventions [35,36]. With this in mind, the focus of this review was to take an inclusive approach to systematically review and describe the features and functions of existing systems. We also wanted to focus on understanding the level of evidence indicating whether key system features are associated with better patient system engagement and patient-centered outcomes.

The aims of this systematic review are to (1) describe the features and functions of existing electronic symptom reporting systems developed for patients during cancer treatment, and (2) explore which features of these systems may be associated with patient engagement and outcomes. Specifically, we wanted to summarize (1) patient engagement and whether this is related.

Trial Registration: PROSPERO CRD42016035915; www.crd.york.ac.uk/PROSPERO/display_record.asp?ID=CRD42016035915
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There is considerable variation in the features offered by symptom reporting systems. Some primarily focus on making symptom data routinely available to health professionals and provide alerts when severe symptoms have been reported [5,11-15]. Others have been developed with a greater focus on patient self-management, delivering tailored and automated self-management advice when appropriate, and advising patients to contact their health care team when necessary [8,16-20]. Some systems use a combination of both approaches [4] and can also include additional features such as facilitating communication with medical teams or other patients. The availability or absence of certain features may affect how patients engage with systems [21,22]. The terms “engagement” and “adherence” are often used interchangeably in this context. However, adherence suggests an optimal way to use a technology and this is not always easy to define [23]. For the purposes of this review, we refer to engagement in a broad sense of levels of patient usage of the technology. Understanding the key components that can enhance patient engagement with electronic symptom reporting is potentially crucial for improving the development of future systems and encouraging their implementation into standard practice. There are many factors that are likely to have an impact, from individual differences [24], socioeconomic status and healthy literacy [25], to basic system usability [21,26]. There is relatively little currently known about the underlying processes and particularly the role that the availability of systems features might play. However, there is evidence to suggest that individuals vary in the features that they value and use most [20]. In addition, needs may change over time, as patients become more experienced with the system, but also with their disease and treatment [27].

The presence or absence of system features is also likely to affect the level of patient benefit gained from using the system. For example, changes in behavior or disease outcome have been more often observed with interactive interventions in comparison with those that are purely educational [28]. While the use of interactive online systems is associated with greater self-efficacy, better self-management, and more participation in health care [29-32], this may be associated only with specific features such as interactive communication and progress tracking features [33], and consultation and self-management support [34].

Systematic reviews traditionally focus on high-quality evidence for a specific research question. However, increasingly, the value of taking a broader approach to inclusion is being recognized as important to answer complex research questions, particularly in the emerging field of online health interventions [35,36]. With this in mind, the focus of this review was to take an inclusive approach to systematically review and describe the features and functions of existing systems. We also wanted to focus on understanding the level of evidence indicating whether key system features are associated with better patient system engagement and patient-centered outcomes.

The aims of this systematic review are to (1) describe the features and functions of existing electronic symptom reporting systems developed for patients during cancer treatment, and (2) explore which features of these systems may be associated with patient engagement and outcomes. Specifically, we wanted to summarize (1) patient engagement and whether this is related.
to specific system features (eg, symptom monitoring, tailored self-management advice), and (2) patient-centered outcomes used to evaluate systems and whether better outcomes are associated with specific features.

Methods

Protocol and Registration

Details of the protocol were registered on the International Prospective Register of Systematic Reviews (PROSPERO) database [37]. There were no major deviations from the protocol. However, study selection, data extraction, and data synthesis comprised two stages: (1) identifying and characterizing available systems, and (2) summarizing data on patient engagement and patient-centered outcomes. This staged approach was not initially planned but was necessary in order to meet the aims of the review.

Eligibility Criteria

The review question was refined using Population, Intervention, Comparator, Outcomes, Study design (PICOS) criteria (Table 1), and eligibility criteria were developed based on this. For Stage 1, we wanted an overview of all systems available, so all relevant publications including published abstracts, protocols, and qualitative studies were included. However, discussion papers or systematic reviews were excluded. For Stage 2, in order to review evidence available on patient engagement and any patient-centered outcomes, we wanted to include feasibility studies with any evaluation data of patient use, rather than restricting criteria to randomized controlled trials (RCTs) only. Only full papers were included in this stage. Criteria were piloted by 2 researchers (LW and KA) on a subset of 10 randomly selected papers and subsequently refined and clarified before the next stage.

Information Sources

Studies were identified from systematic searches of Medline, Embase, PsycInfo, Web of Science, Cochrane Central Register of Controlled Trials, and the Health Technology Assessment databases in March 2016. Due to the nature of the review, results were limited to those published after 2000. No restrictions were imposed on language of publication. Searches were updated on September 12, 2017. Reference lists of relevant publications were screened to identify papers not picked up by the electronic searches. In addition, citations of selected key papers were searched.

Search Strategy

A detailed example of the search strategy used for Medline is outlined in Textbox 1. This search strategy was adapted for each of the databases.

Study Selection

For initial screening, a decision for inclusion was made based on title and where available, abstract. This was carried out by one researcher (LW) only, and for this reason, a cautious approach erring on the side of over-inclusion was used. Following this, 2 researchers (LW and KA) independently assessed all remaining papers for relevance. Disagreements were resolved by consensus after referring to the protocol. All discussions and decision making were documented. Where there was insufficient information to make a decision, authors were contacted for further information. If no response was received within 2 weeks, a final decision was made based on available information.

Table 1. PICOS (Population, Intervention, Comparator, Outcomes, Study) criteria.

<table>
<thead>
<tr>
<th>Category</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>Male and female adults &gt;18, no upper age limit, worldwide with any cancer diagnosis, receiving cancer treatment OR within 3 months of completing treatment. The cancer treatment to include any treatment with significant side effects (eg, systemic therapies, radiotherapy, biological therapies).</td>
</tr>
<tr>
<td>Intervention</td>
<td>Online systems for patients to report or manage symptoms and side effects during cancer treatment from home: Internet-based or enabled systems, including mobile apps. Other forms of interactive health communication applications, eg DVDs, games were excluded. Purely educational systems not interactive in any way were excluded. Systems developed to assess and monitor purely psychosocial symptoms were excluded (eg, depression, anxiety, emotional coping or stress). Sleep and fatigue were included. Systems designed to be accessed at one time point only were excluded; access to the system had to be ongoing.</td>
</tr>
<tr>
<td>Comparator</td>
<td>Stage 2 only: The review included studies with any comparator (eg, randomized or nonrandomized studies), in addition to studies with no comparator (eg, feasibility studies).</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Stage 1: Dependent on the nature and number of papers found, we aimed to characterize systems. For example, we identified if studies included features such as Monitoring of symptoms by health care professionals (HCPs), Alerts for severe symptoms sent to HCPs, Monitoring of symptoms by patients (eg, graphical or tabular), Automated feedback/advice based on responses, Access to symptom information, Communication with other cancer patients, Direct communication with HCPs (distinct from symptom monitoring by HCPs). Stage 2: We aimed to collect where available, information on engagement with systems and information on any patient-centered outcomes, including but not restricted to any QoL measures; self-efficacy measures including patient activation, patient empowerment, mastery; and patient satisfaction.</td>
</tr>
<tr>
<td>Study design</td>
<td>Stage 2 only: The review was not restricted to randomized controlled trials, and feasibility studies with any evaluation data were included. Patients had to be using the system over time, and there had to be at least one intended time point of use more than 3 weeks after baseline. This timeframe was selected as many standard chemotherapy treatments are administered every 3 weeks.</td>
</tr>
</tbody>
</table>
Textbox 1. Example of search strategy used (Ovid Medline).

1. Neoplasms/
2. oncolog*.mp.
3. cancer patient*.mp.
4. 1 or 2 or 3
5. Medical Informatics/
6. Telemedicine/
7. Mobile Applications/
8. Smartphone/
9. Self Report/
10. Self Care/
11. Self-Assessment/
12. (electronic adj2 (Patient report* or Patient-report* or Self report* or Self-report* or Self manage* or Self-manage* or Self monitor* or Self-monitor* or Symptom report* or Symptom-report* or Symptom manage* or Symptom-manage*)).mp.
13. (online adj2 (Patient report* or Patient-report* or Self report* or Self-report* or Self manage* or Self-manage* or Self monitor* or Self-monitor* or Symptom report* or Symptom-report* or Symptom manage* or Symptom-manage*)).mp.
14. (web* adj2 (Patient report* or Patient-report* or Self report* or Self-report* or Self manage* or Self-manage* or Self monitor* or Self-monitor* or Symptom report* or Symptom-report* or Symptom manage* or Symptom-manage*)).mp.
15. (remote* adj2 (Patient report* or Patient-report* or Self report* or Self-report* or Self manage* or Self-manage* or Self monitor* or Self-monitor* or Symptom report* or Symptom-report* or Symptom manage* or Symptom-manage*)).mp.
16. 5 or 6 or 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 or 15
17. 4 and 16
Limit 17 to (humans and yr=”2000 -Current”)

Data Items
For Stage 1, basic data were extracted on authors, title, year of publication, and country of origin, in addition to the name (if any given) and type of system being described (eg, Web-based or mobile app). If the system did not already have a descriptive name, an arbitrary name was assigned (eg, System A). A preliminary list of common features was created based on existing knowledge and further developed throughout data extraction until a comprehensive list of common or important features was identified. Data were extracted from each publication on the presence of each feature. This was coded as “Yes” only if it was explicitly described in the publication, otherwise it was coded as a “#”. For abstracts, if it was unclear whether or not a feature was present by information available in an abstract, this was classed as “Unable to determine.” Where information was lacking, authors were not contacted for information. However, searches were undertaken for other publications related to the same system.

For Stage 2, data were extracted from studies with some form of system evaluation (eg, patient use of system or evaluation of efficacy). This included data on the number of patient participants, baseline demographics, disease and treatment type, duration of the evaluation, methods used to assess engagement, and actual usage or adherence. Where available, data were also extracted on any patient-centered outcomes used and results of evaluation.

Data Extraction
Data were extracted using the online Systematic Review Data Repository [38]. The form was piloted on 10 randomly selected papers and further refined. For Stage 1, three additional researchers (KA, BC, MA) each double-coded a number of allocated publications, totaling 36% (27/77) of the overall included publications. A high level of agreement (86%) was found. Discrepancies were resolved by referring back to the protocol and additional publications where available. For Stage 2, the same 3 researchers again each double-coded a proportion of the included publications totaling 46% (13/29) and 100% agreement was found.

Quality Assessment
Quality was assessed using the Downs and Black checklist for nonrandomized studies [39] and was undertaken alongside data extraction. It was deemed appropriate to assess only studies that included some feasibility/evaluation data, that is, publications included in Stage 2. Studies were given a score along a possible range of 0-26.

Synthesis of Results
A narrative synthesis was undertaken using the guidelines outlined by the Economic and Social Research Council [40]. Microsoft Excel was used to manage data. For Stage 1, information from multiple publications relating to the same systems was pooled to form a description of features. Where information was conflicting due to earlier and later iterations, the most recent description was used. For Stage 2, information
was collected on how patient engagement was assessed for any feasibility study or trial that included these data. For trial studies, information was collected on primary and secondary study outcomes and any results recorded. We then summarized these data to explore any relationships with system features identified in Stage 1.

Results

Study Selection
An overview of search and selection procedures is outlined in Figure 1. A total of 6727 publications were identified after removal of duplicate publications, including two publications identified from secondary searches (ie, citation and reference lists). All publications were in English. We assessed 279 publications for eligibility, and a total of 202 papers were excluded at this point based on predefined eligibility criteria (intervention, eg, not home-based or Web-based, n=132; population, eg, patients not on active treatment, n=41; discussion paper or systematic review, n=19; or abstract unavailable, n=10). We included 77 publications in Stage 1 of the review (ie, systems descriptions). A large proportion (23/77, 30%) of these publications were abstracts. The reasons for exclusions are outlined in Figure 1. Those 8 publications categorized under “Other” included 2 summary papers giving an overview of development and evidence for a system, a description of standard usability testing, a cost-effectiveness analysis, a content analysis of email communication within a system, a discussion of design approaches and methodology, an evaluation focusing on blood monitoring, and one publication where we were not able to access the full paper and did not receive a response from the authors when this was requested. We identified 29 publications for inclusion in Stage 2 of the review (ie, patient engagement and evaluation of systems). These were 21 feasibility studies and 8 controlled trials (7 randomized and 1 nonrandomized).

Stage 1: Description of Systems and Features
The 77 publications referred to 41 individual systems. Most originated from the United States (19/41, 46%) or the United Kingdom (6/41, 15%), and all publications were available in English. Systems were commonly Web-based (24/41, 56%), 27% (11/41) were mobile apps, 2 were both mobile and Web-based (2/41, 5%), and 22% (9/41) were Web-enabled mobile devices purposely designed for symptom reporting and were provided to patients for the duration of the study.

Figure 1. Summary of papers identified and subsequently excluded/included in this review.
Seven common system features were identified. Figure 2 outlines each of the features and its prevalence in the 41 identified systems. Features could be categorized broadly as supporting patients to monitor and manage their own symptoms, and to communicate with health professionals and one another, or supporting clinicians to monitor and manage patient symptoms.

Table 2 [4-8,11-20,41-102] provides an overview of each identified system and its associated publications, in addition to the presence or absence of each of the features identified in Figure 2.

### Stage 2: Patient Engagement and Evaluation

#### Quality Assessment

Along a possible range of 0-26, the overall median quality assessment score of studies using the Downs and Black checklist was 17.0 (mean 16.2, SD 5.3, range 2-24). For trials described in the section on patient-centered outcomes [5,6,8,49,60,79,88,100], the median score was higher at 20.0 (mean 20.4, SD 2.6, range 17-24).

#### Patient Engagement

Table 3 [5,6,8,11-15,42,43,49,60,63,65,68,73-75,79,81,82,84,87,88,90,92,93,100,101] summarizes data on patient engagement from the 29 included studies (ie, 21 feasibility studies, 7 RCTs, and one non-RCT [88]). All 21 feasibility studies (100%) reported some data on patient engagement, although there was variation in how engagement was defined and measured. Three of the eight trials (38%) did not report any data on patient engagement [6,79,100].

Of the 29 studies, the most common method of assessing engagement was the number of symptom report completions or number of times the system was accessed (12/29, 41%) [15,49,60,63,65,68,74,87,88,90,92]. This was given as an overall figure for the whole sample [15,49,68,90,92], as an average per patient [13,15,65,74,90], or with a breakdown of the variance [63,87]. Nine studies (9/29, 31%) assessed adherence by number of actual completions/accesses in comparison to the number of expected completions/accesses [5,13,14,73,75,81,84,93,101]. This was reported as median or mean adherence of the overall sample for the duration of the study period [2,73,75,81,93,101], or with a breakdown of adherence at different time points [14,84]. Only 2 studies studies (2/29, 7%) categorized patients as users or nonusers dependent on predefined criteria [11,12]. Four studies (4/29, 14%) combined results of patients reporting from home and in clinic [11,13-15]. Not all studies reported on actual usage, and some used evaluation questionnaires with or without semistructured interviews to assess acceptability to patients [42,43,65,82].

Due to the variation in the methods of reporting, it was not possible to determine if there was any overall association between engagement and specific system features.
<table>
<thead>
<tr>
<th>System name (country) and type</th>
<th>Publication type (with relevant references)</th>
<th>Allowed health professional to remotely access and monitor patient reported data</th>
<th>Allowed patients to monitor their symptom reports over time (eg. graphs)</th>
<th>Included a function to send alerts to health professional for severe symptoms</th>
<th>Provided tailored automated patient advice on managing symptoms</th>
<th>Provided general patient info about cancer treatment and side effects</th>
<th>Included a feature for patients to communicate with the health care team</th>
<th>Included a forum for patients to communicate with one another</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASyMs (UK) Mobile device</td>
<td>Randomized trial [6], Secondary analysis of RCT \cite{41}, Feasibility studies \cite{42,43}, Abstracts \cite{44-47}, Other \cite{48}</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CASSY (USA)</td>
<td>Randomized trial [49]</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CHESS (Austria)</td>
<td>Abstract [50]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>COPE-CIPN (USA)</td>
<td>Other [51]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CORA (USA) Mobile app</td>
<td>Development paper [52], Protocol [53]</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>eRAPID (UK) Web-based</td>
<td>Protocol [4], Abstracts [54-59]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>eSMART (UK) Mobile device</td>
<td>Protocol [7]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ESRA-C (USA) Web-based</td>
<td>Randomized trial [60], Secondary analysis of RCT [61], Qualitative paper [62]</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Healthweaver (USA) Web-based &amp; mobile app</td>
<td>Feasibility study [63], Development paper [64]</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HSM (UK) Mobile device</td>
<td>Feasibility study [65]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>ICT-FP7 (France) Mobile device</td>
<td>Abstract [66]</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>INTERAKTOR (Sweden) Mobile device</td>
<td>Protocol [67]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>System name (country) and type</td>
<td>Publication type (with relevant references)</td>
<td>Allowed health professional to remotely access and monitor patient reported data</td>
<td>Allowed patients to monitor their symptoms over time (e.g., graphs)</td>
<td>Included a function to send alerts to health professional for severe symptoms</td>
<td>Provided tailored automated patient advice on managing symptoms</td>
<td>Provided general patient info about cancer treatment and side effects</td>
<td>Included a feature for patients to communicate with the health care team</td>
<td>Included a forum for patients to communicate with one another</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>KAIKU (Finland)</td>
<td>Feasibility study [68]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Web-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MADELINE (USA) Mobile app</td>
<td>Abstract [69]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓&gt;</td>
</tr>
<tr>
<td>MSKCC Web-Core (USA) Web-based Mobile app</td>
<td>Abstract [70]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Onco-TREC (Italy) Mobile app</td>
<td>Development paper [71], Protocol [72]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>PatientViewpoint (USA) Web-based Mobile app</td>
<td>Feasibility study [73]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PaTOS (USA) Web-based Mobile app</td>
<td>Feasibility study [74]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Pit-a-pit (Korea) Mobile app</td>
<td>Feasibility study [75]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PRISMS (Australia) Mobile device</td>
<td>Protocol [76], Abstract [77]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PROCDIM (USA) Web-based Mobile device</td>
<td>Abstract [78]</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>QoC Health Inc (Canada) Mobile app</td>
<td>Randomized trial [79], Other [80]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>RemeCoach (Belgium) Mobile device</td>
<td>Feasibility study [81]</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>SCMS (Singapore) Web-based Mobile device</td>
<td>Feasibility study [82], Other [83]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>STAR (USA) Web-based Mobile device</td>
<td>Randomized trial [5], Feasibility studies [11-15,84]</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>The Health Buddy (R) (USA) Mobile device</td>
<td>Development paper [85]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System name (country) and type</td>
<td>Publication type (with relevant references)</td>
<td>Allowed health professionals to remotely access and monitor patient reported data</td>
<td>Allowed patients to monitor their symptoms reports over time (eg, graphs)</td>
<td>Included a function to send alerts to health professionals for severe symptoms</td>
<td>Provided tailored automated patient advice on managing symptoms</td>
<td>Provided general patient info about cancer treatment and side effects</td>
<td>Included a feature for patients to communicate with the health care team</td>
<td>Included a forum for patients to communicate with one another</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------------------------------------------------------------</td>
<td>---------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>---------------------------------</td>
<td>-------------------------------------------------</td>
</tr>
<tr>
<td>WebChoice (Norway) Web-based</td>
<td>Randomized trial [8], Secondary analysis of RCT [17,18], Qualitative paper [20], Other [16,19]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WRITE (USA) Web-based</td>
<td>Abstract [86]</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>System A (USA) Web-based</td>
<td>Feasibility study [87]</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System B (The Netherlands) Web-based</td>
<td>Nonrandomized trial [88], Development paper [89], Feasibility study [90]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>System C (USA) Web-based</td>
<td>Other [91]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>System D (Sweden) Mobile app</td>
<td>Feasibility study [92]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System E (UK) Mobile device</td>
<td>Feasibility study [93]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System F (Canada) Web-based</td>
<td>Abstract [94,95]</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>System G (Denmark) Web-based</td>
<td>Abstract [96]</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>System H (UK) Mobile device</td>
<td>Other [97]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System I (USA) Web-based</td>
<td>Abstract [98]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>System J (USA) Web-based</td>
<td>Abstract [99]</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>System K (Switzerland) Mobile app</td>
<td>Randomized trial [100]</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>System L (USA) Mobile app</td>
<td>Feasibility study [101]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
Patient-Centered Outcomes

All the trials used some measure of patient-centered outcome to evaluate system efficacy, most commonly validated QoL and symptom and psychosocial outcome measures. Table 4 outlines each trial [5,6,8,49,60,79,88,100], the intervention and comparator groups, outcomes reported, and a summary of the results.

Global Quality of Life

CASSY [49] and STAR [5] interventions both demonstrated improvements in overall QoL. However, in addition to the online component, CASSY included access to a collaborative care coordinator with experience in cognitive behavioral therapy and psycho-oncology, which is likely to have contributed to the efficacy. In the STAR study, patients were allocated to computer-experienced and inexperienced groups prior to randomization, and only the computer-experienced group had access to the system at home. Results are pooled, making it difficult to assess efficacy for our purposes. No significant impact on QoL was found for WebChoice [8].

Physical Symptoms

An overall reduction of symptom distress was found in the studies assessing Electronic Self-Report Assessment-Cancer (ESRA-C) [60] and WebChoice [8]. However, in addition to the online intervention, ESRA-C also included a communication coaching component to improve symptom disclosure to physicians. System B [88] was found to have significant positive impact on the general physical complaints subscale compared to the control group.

Advanced Symptom Management System (ASyMs) [6] and Comprehensive Electronic Cancer Support System for the Treatment of Cancer Related Symptoms (CaSSY) [49] both demonstrated positive impact on levels of fatigue while System K [100] demonstrated a lesser decline in functional activity in contrast to the control group, but this was not significant. Both ASyMs and System K were evaluated using the same measure as used to assess symptoms in the intervention, which may have affected results.

Self-Efficacy

WebChoice [8] and System B [88] both demonstrated a positive impact on self-efficacy. However, for System B, this was assessed only as a subscale of a main measure. System K [100] reported an improvement in patient empowerment; however, this was assessed using a single item regarding using the Internet for information seeking, which is unlikely to be a reliable measure.

Other Psychosocial Outcomes

CASSY [49] and WebChoice [8] demonstrated significant reductions in depression in intervention compared to control groups. System B [88] demonstrated no difference on the depression subscale of a QoL measure but a significant impact on state anxiety and fear related to specific head and neck problems. WebChoice demonstrated no impact on social support [8]. QoC Health Inc [79] was primarily assessed on number of hospital contacts but also included patient scores of convenience and satisfaction using a simple 5-point Likert scale and found an impact for convenience, but not for patient satisfaction.

Due to the considerable variation in outcomes used and study design, it was not possible to assess any relationships between outcomes and system features.
Table 3. Overview of patient engagement data.

<table>
<thead>
<tr>
<th>System name, patient group (patients, N), treatment type and study duration, quality assessment score (QAS)</th>
<th>Method of evaluation/ patient engagement</th>
<th>Brief summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility studies (n=21)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| ASyMS-R [42], Lung (N=16) During and 1 month after thoracic radiotherapy QAS=19                     | Evaluation questionnaire and semistructured interviews | Actual usage not reported  
Patients perceived it to positively impact on care and promote timely reporting and management of symptoms |
| ASyMS [43], Colorectal or lung (N=18) During 2 cycles of chemo QAS=15                               | Evaluation questionnaire               | Actual usage not reported  
Patients reported it helped monitor symptoms, promote self-care, and improve symptom management |
| HealthWeaver [63], Breast (N=9) Undergoing active treatment, 4 weeks QAS=8                         | # of completions/ accesses             | All patients used website at least 3x/week, 7 patients used it almost daily  
Phone component used almost daily by 5 patients, 3x/week by 1 patient, and 1-2x/week by 3 patients |
| HSM [65], Lung or colorectal (N=18) During 2 cycles of chemo QAS=10                               | # of completions/ accesses and evaluation questionnaires | High variation in use of self-management advice  
Patients found system easier to use and more useful than expected |
| Kaiku [68], Head & neck (N=5) Radiotherapy, during and 1 month after QAS=12                        | # of completions/ accesses             | 514 symptoms reported (including zero grades)  
23 questionnaires completed  
38 messages sent |
| PatientViewpoint [73], Breast or prostate (N=47) Medical oncology treatment UTD - 3 onsite visits (not specified) QAS=15 | # of accesses/ expected accesses       | 190/224 symptom reports completed (85%)  
Median expected questionnaires completed by individual patients was 71%  
Majority of questionnaires completed offsite (n=160; 87%) |
| PaTOS [74], Any disease site (N=30) Chemo, 10 weeks QAS=6                                         | # of completions/ accesses             | 28/30 patients observed for 10 weeks  
Total 231 accesses, 193 fully completed  
Total of 1870 symptoms observations (average 69 per patient, 1.5 per day) |
| Pit-a-pit [75], Breast (N=30) Neo-adjuvant chemo, 90 days QAS=14                                  | # of accesses/ expected accesses       | 1215/2700 responses (compliance=45.0 %)  
Median patient-level reporting rate was 41.1% (range 6.7-95.6%)  
Average daily compliance 91.2%  
Could not determine longitudinal compliance because of the low patient number using the coach for an acceptable duration of time |
| RemeCoach [81], Advanced solid tumors, eg. colorectal, gastric-esophageal, and pancreatic adenocarcinoma (N=11) Duration of Teysuno treatment QAS=18 | # of accesses/ expected accesses       | All patients completed at least 1 symptom report  
Questionnaire revealed patients found system useful and easy to use  
Compliance of patients gradually decreased  
92% of patients completed preoperative session, and 74% completed Week 6 session  
Majority of patients (82%) completed at least 4/7 total sessions in STAR |
| SCMS [82], Breast, lung, or colorectal (N=4) During 4 cycles of chemo QAS=10                      | Evaluation questionnaire               | All patients completed at least 1 symptom report  
Questionnaire revealed patients found system useful and easy to use  
Compliance of patients gradually decreased  
92% of patients completed preoperative session, and 74% completed Week 6 session  
Majority of patients (82%) completed at least 4/7 total sessions in STAR |
| STAR [84], Gynecologic malignancy (N=49) Laparotomy, 6 weeks QAS=20                              | # of accesses/ expected accesses       | All patients completed at least 1 symptom report  
Questionnaire revealed patients found system useful and easy to use  
Compliance of patients gradually decreased  
92% of patients completed preoperative session, and 74% completed Week 6 session  
Majority of patients (82%) completed at least 4/7 total sessions in STAR |
<table>
<thead>
<tr>
<th>System name, patient group (patients, N), treatment type and study duration, quality assessment score (QAS)</th>
<th>Method of evaluation/ patient engagement</th>
<th>Brief summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAR [11], Gynecologic malignancy (N=80) Chemo, 8 weeks QAS=16</td>
<td>Users/nonusers (logged in/did not log in)</td>
<td>Patients could access from home or in clinic 25% used only in clinic waiting area, remainder logged in from home and clinic Most patients with home computers (83%) logged in from home without reminders</td>
</tr>
<tr>
<td>STAR [12], Not specified (N=180) Chemo, 8 weeks QAS=8</td>
<td>Users/nonusers (logged in/did not log in)</td>
<td>Patients could access from home or clinic 2/3 voluntarily logged in from home computers without prompting</td>
</tr>
<tr>
<td>STAR [13], Thoracic malignancies (N=107) Chemo, 16 months QAS=20</td>
<td># of accesses/ expected accesses</td>
<td>Patients could access from home or clinic 16 patients (15%) accessed system from home Home users accessed system more frequently than those using in clinic (avg=23 sessions, range 3-144) vs (avg=9, range 1-36) respectively</td>
</tr>
<tr>
<td>STAR [15], Lung, gynecologic, breast, genitourinary (N=286) Duration of chemo QAS=19</td>
<td># of completions/ accesses</td>
<td>Patients could access from home or in clinic Total 8690 logins (median 17 logins per patient), avg 0.9 logins per patient per week 71% from home and 29% from clinic</td>
</tr>
<tr>
<td>STAR [14], Gynecologic malignancy (N=96) Laparotomy, preoperatively &amp; weekly 6-wks postlaparotomy QAS=17</td>
<td># of accesses/ expected accesses</td>
<td>74% (n=71) completed at least 4/7 surveys and were considered responders 63% (n=69) completed preoperative session. Remaining completed subsequent surveys. 9 (9%) patients completed only 1 survey</td>
</tr>
<tr>
<td>System A [87], Hepatobiliary and GI (N=20) Preoperatively and 2 weeks after discharge for curative resection QAS=17</td>
<td># of completions/ accesses</td>
<td>65% (13/20) completed 8 symptom assessments 75% (15/20) completed 4 QoL assessments Mean 7 minutes to complete MD Anderson Symptom Inventory and mean 4 minutes to complete EuroQol-5D-5L</td>
</tr>
<tr>
<td>System B [90], Head and neck cancer (N=36) Surgery, 6 weeks QAS=17</td>
<td># of completions/ accesses</td>
<td>All patients used system (total sessions=982) Avg no of sessions was 27.3 (SD 18.4, range 4-69) Avg session 12 minutes, longest session 1 hour 38 minutes</td>
</tr>
<tr>
<td>System D [92], Prostate (N=9) Radiation, 2 weeks QAS=13</td>
<td># of completions/ accesses</td>
<td>Patients reported for mean of 10 days Estimated time for report 5 minutes Self-care advice accessed by 85%, who logged 20 views at 34 symptoms 59 alerts: 55 yellow and 4 red</td>
</tr>
<tr>
<td>System E [93], Colon (N=6) Complete resection, during 2 cycles of chemo QAS=11</td>
<td># of accesses / expected accesses</td>
<td>Data entry compliance was excellent (98% of the twice-daily input was complete) from all 6 patients with the exception of one question</td>
</tr>
<tr>
<td>System L [101], Head and neck (N=22) Duration of radiation (approx. 5-7 weeks) QAS=16</td>
<td># of accesses/ expected accesses</td>
<td>Median compliance 71% (interquartile range [IQR], 45%-80%) 6 patients (27%) compliance ≥80%, 2 patients (9%) 100% compliant Median reports submitted 34 (IQR 21-53)</td>
</tr>
</tbody>
</table>

Randomized controlled trials (RCTs; n=7; n refers to # of patients expected to use the system [ie, intervention arm])

<p>| ASyMS [6], Breast, lung, or colorectal (N=56) 4 cycles of chemo QAS=22 | Not reported | Not reported |</p>
<table>
<thead>
<tr>
<th>System name, patient group (patients, N), treatment type and study duration, quality assessment score (QAS)</th>
<th>Method of evaluation/ patient engagement</th>
<th>Brief summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASSY [49], Any cancer diagnosis (N=144) Chemo, radiation, or surgery, 6 months QAS=19</td>
<td># of completions/ accesses</td>
<td>Total number of page views=1491 Total duration in minutes=1813.9 Total views and duration given for individual patients</td>
</tr>
<tr>
<td>ESRA-C [60], Diagnosis of cancer (N=374) Any therapeutic regimen, UTD, over 4 visits QAS=24</td>
<td># of completions/ accesses</td>
<td>Median access rate of 4 (range 2-4) at study time points Median access rates of 1 (range 0-8) at voluntary times</td>
</tr>
<tr>
<td>QoC Health Inc [79], Breast (N=32) Reconstructive surgery, 30 days QAS=23</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>STAR [5], Metastatic breast, genitourinary, gynecologic, or lung (N=286) Duration of chemo QAS=20</td>
<td># of accesses/ expected accesses</td>
<td>Computer experienced (home access) and inexperienced (clinic access) figures combined Avg 73% completed a self-report at any given clinic visit (includes clinic completions)</td>
</tr>
<tr>
<td>WebChoice [8], Breast or prostate (N=162) Surgery plus radiation, chemo, hormone therapy, or a combination, 1 year QAS=23</td>
<td># of completions/ accesses</td>
<td>77% logged on at least once 23% never logged on Of 103 (64%) who logged on more than once, avg logons=60 times (range 2-892)</td>
</tr>
<tr>
<td>System K [100], Breast cancer (N=95) Adjuvant or neo-adjuvant chemo, 6 weeks QAS=18</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td><strong>Non-RCT (n=1) (n refers to # of patients expected to use the system [ie, intervention arm])</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System B [88], Head and neck cancer (N=39) Surgery, 6 weeks QAS=17</td>
<td># of completions/ accesses</td>
<td>Avg # of sessions=27, avg length of session=12 mins Avg # of completions=12.6 Avg # of messages=4.5</td>
</tr>
<tr>
<td>Study, population (N); study design</td>
<td>Intervention and comparator groups</td>
<td>Outcomes reported</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>ASyMs [6], Breast, lung, or colorectal (N=112); 2-arm randomized controlled trial (RCT), 4 cycles of chemo</td>
<td>Intervention (N=56): Asked to complete a symptom questionnaire integrating Common Toxicity Criteria Adverse Events (CTCAE) grading system and Chemotherapy Symptom Assessment Scale Symptom information sent in real time to the study server Patients receive severity dependent tailored self-care advice on mobile phone interface Evidence-based risk assessment tool alerts clinicians via a dedicated 24-h pager system of any severe symptoms Comparator (N=56): Standard care following local guidelines and procedures related to monitoring and reporting of chemo-related toxicity including written and verbal information from nurses administering chemo</td>
<td>Primary outcomes: Paper version of online questionnaire; Comparison between groups on mean scores from 4 paper-based completions at baseline and before each chemo cycle</td>
</tr>
<tr>
<td>CASSY [49], Any diagnosis of cancer Chemo, radiation, or surgery (N=261) 2-arm RCT, 6 months</td>
<td>Intervention (N=144): Access to psycho-educational website where patients could record and monitor symptoms via graphs and journal Access chat room to communicate with other study patients Audiovisual and resource library including relaxation techniques and educational videos Phone contact (approx. every 2 weeks) with a collaborative care coordinator with training and experience with cognitive-behavioral therapy and psycho-oncology Comparator (N=117): Usual care provided by medical team plus assessment of symptoms and blood draws at the same time as intervention patients to evaluate efficacy of intervention</td>
<td>Primary outcomes: Depression (Centre for Epidemiologic Studies-Depression16), Pain Brief Pain Inventory, Anemia (Functional Assessment of Cancer Therapy [FACT]-Anemia), Hepatobiliary (FACT-Hep) Secondary outcomes: Serum cytokines levels and Natural Killer Cell (NK), Comparison at 6 months follow-up</td>
</tr>
<tr>
<td>ESRA-C [60], Diagnosis of cancer Any therapeutic regimen (N=779) 2-arm RCT, UTD, over 4 visits</td>
<td>Intervention (N=374): Participants completed cancer symptoms and QoL (SxQoL) assessments at each study time point and ad lib between visits Summary reports delivered to clinicians Self-management advice given for 3 symptoms Coaching to verbalize issues to health care team Alert to contact health care team for severe symptoms Patients could monitor symptoms via graphs and journal Self-care strategies and coaching available at any time Comparator (N=378): Participants completed assessments at each study time point Summary reports delivered to clinicians Research staff verbally notified health care team of any severe symptoms reported at clinic visit Both groups were provided the same patient education typically available in each clinic</td>
<td>Primary outcomes: Symptom Distress Scale (SDS) plus 2 items (impact on sexual activity and interest, fever/chills) to form SDS-15; End point was change in SDS-15 total score from baseline to the end-of-study time point</td>
</tr>
</tbody>
</table>
### Summary of results

Control group more likely to attend in-person follow-up care first 30 days after surgery (95% CI 0.24-0.66; $P<.001$)

### Outcomes reported

<table>
<thead>
<tr>
<th>Study, population (N); study design</th>
<th>Interventions and comparator groups</th>
<th>Primary outcomes: Total number of follow-up visits (including specialists, family physician, and emergency department), Total number of phone calls and emails to health care team, Satisfaction and convenience scores using 5-point Likert scale, Postop complications</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoC Health Inc [79], Breast Cancer Surgery (N=65) 2-arm RCT, 30 days</td>
<td>Intervention (N=32): Follow-up visits at 1 and 4 weeks replaced with examination of surgical site via photos submitted through mobile app, plus completion of pain visual analog scale and quality of recovery 9-item questionnaire Reporting began after discharge from recovery room Email reminder if submission not received Surgeon used wireless interface to access data and monitor patient's condition Severe scores flagged in the database for quick viewing. Red flags prompted in-person follow-up Physicians summarized data from mobile app using prototypical subjective, objective, assessment, and plan note at 1 or more time points during 30-day monitoring period Comparator (N=33); Patients in conventional follow-up group had planned clinic follow-up at approx. 1 week and 4 weeks after operation</td>
<td>Primary outcomes: Total number of follow-up visits (including specialists, family physician, and emergency department), Total number of phone calls and emails to health care team, Satisfaction and convenience scores using 5-point Likert scale, Postop complications</td>
</tr>
<tr>
<td>STAR [5], Metastatic breast, genitourinary, gynecologic, or lung cancers (N=766) Before randomization, participants assigned to subgroups (computer-experienced and computer-inexperienced) Only computer-experienced intervention used system from home Duration of chemo Intervention (N=286): Remote access to Web-based interface including questions adapted for patient use from CTCAE Triggered email alerts to nurses when patient-reported symptom worsened by 2 points or reached an absolute grade Report tracking participant's symptoms printed at each clinic visit for both nurse and treating oncologist No specific guidance provided to clinicians on actions to take in response to alerts or printed symptom profiles Comparators: Intervention – Computer-inexperienced (N=155): Similar to main intervention group but accessed system in clinic only and did not have remote access Computer-experienced – Usual care (N=253) Computer-inexperienced – Usual care (N=72): Usual care for the computer-experienced and computer-inexperienced subgroups consisted of standard procedure for monitoring and documenting symptoms Symptoms discussed and documented in the medical record during clinical encounters between patients and oncologists Patients encouraged to initiate phone contact between visits for concerning symptoms</td>
<td>Primary outcomes: EuroQol EQ-5D Index given via paper at clinic visits every 12 ± 4 weeks throughout study Secondary outcomes: Survival at 1 year, Time to first emergency room visit and time to first hospitalization, Time receiving active cancer treatment, Number of nursing calls to patients Combined results for computer-experienced (home system) &amp; computer-inexperienced (clinic only) intervention Greater improvement in Health-Related QoL scores in intervention vs usual care arm (34% vs 18%) and worsened among fewer (38% vs 53%; $P&lt;.001$) Greater survival in intervention arm (69% vs 75%, $P=.05$) Fewer emergency room visits in intervention (34% vs 41%, $P=.02$) Intervention received chemo for longer (8.2 vs 6.3 months, $P=.002$) No difference in number of nursing calls to patients</td>
<td></td>
</tr>
<tr>
<td>Study, population (N); study design</td>
<td>Intervention and comparator groups</td>
<td>Outcomes reported</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>WebChoice [8], Breast or prostate cancer Surgery plus additional treatment of either radiation, chemo, hormone therapy, or a combination of those) (N=325) 2-arm RCT, 1 year</td>
<td>Intervention (N=162): Assessment component to monitor and report symptoms, problems, and priorities for support along physical, functional, and psychosocial dimensions Patients receive automated tailored self-management advice based on responses Patients receive advice to contact health care team when appropriate Info can be used to create a self-care plan Info section with access to other reliable, relevant Web resources Communication section including (1) unrestricted support forum for group discussion, allowing patients to post messages anonymously, (2) question-and-answer area where patients can privately ask questions of expert nurses in cancer care Access to diary to keep personal notes Comparator (N=163): In addition to a letter giving their group assignment, participants receive info sheet with suggestions for publicly available, cancer-relevant websites</td>
<td>Primary outcomes: Memorial Symptom Assessment Scale Short Form Secondary outcomes: Center for Epidemiological Studies Depression scale, Cancer Behaviour Inventory, 15D Health-related QoL, Medical Outcome Study Social Support Survey</td>
</tr>
<tr>
<td>System B, Van den Brink [88] Head and neck cancer Surgery (N=163) Nonrandomized trial, 6 weeks</td>
<td>Intervention (N=39): Provided with a laptop Patients could be monitored at home (by means of electronic questionnaires) Could communicate (send messages) to team Access to information Communicate with fellow sufferers (via a forum) Comparator (N=128): Routine follow-up apps at 2 and 6 weeks after discharge Patients could contact their care providers, both in- and outside hospital, if considered necessary</td>
<td>Primary outcomes: QoL measure assessed state anxiety, object anxiety, feelings of depression, uncertainty, feelings of insecurity, loss of control, self-efficacy, loneliness, and complaints</td>
</tr>
<tr>
<td>System K, Egbring [100], Breast cancer Adjuvant or neo-adjuvant chemo (N=139) 3 arm RCT, 6 weeks</td>
<td>Intervention (N=49): App and physician: Patients used mobile app and reviewed reported data with treating physician at scheduled visits Patients could report daily functional activity or symptoms with indication of severity Patients could edit a quick list of their preselected symptoms or select any of the 48 symptoms made available from the CTCAE listing Treating physician enabled access to review and discuss electronically reported symptoms during scheduled visits Comparators: Attention-control group (N=46) App only: Patients instructed to use the mobile app without physician review Control group (N=44): Received regular physician support</td>
<td>Primary outcomes: Daily functional activity measured by ECOG Secondary outcomes: Symptom reporting (intervention group and attention control group only), Patient-physician communication (measure not specified), Patient Empowerment (measure not specified)</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

The main aim of this review was to systematically describe and assess the features and functions of current systems available for patients to report and manage side effects of cancer treatment. We also wanted to focus on understanding the level of evidence indicating whether key system features are associated with better patient system engagement and patient outcomes.

In Stage 1 of the review, we identified a total of 41 individual systems. There was significant variation between systems,
though published descriptions of systems were often limited. We developed a taxonomy of features that were then classified into those supporting clinicians to deliver patient care in an innovative way and those aimed to support patients to better self-manage their condition and identify when medical input may be needed. This was successfully applied to describe the presence or absence of common system features.

The review of features highlighted some interesting findings. It was surprising to note that while over half (58%) of systems had the facility for health care providers to monitor patient data over time, fewer than half (46%) included the facility for patients to monitor and review their own data. Given the available evidence suggesting that self-monitoring is generally beneficial to support patients’ self-management [28,33,103], this feature could be very important to improve efficacy of systems and in most cases, may be relatively easy to implement. Similarly, less than half of the systems (41%) included a feature for delivering advice to support patients to self-manage symptoms and less than a third provided patients with access to general educational information. The two least common features were facilities to support communication between patients and health care providers (15%) and communication between patients themselves, respectively (10%). Previous research has indicated that these features are highly valued and utilized by patients [20,22,29,33]. It is likely that these features are less common due to complexities in their implementation and maintenance. For example, it may be difficult to engage busy clinicians to respond to patient communication in this way, and there are ethical considerations around the need to moderate patient forums that are endorsed by a health care facility.

In Stage 2 of the review, we found little agreement on how patient engagement with systems was defined, measured, or reported, which meant it was not possible to compare levels of engagement across studies or make any conclusions on relationships with system features. Our review also indicated heterogeneity in terms of outcomes used to evaluate systems. Even of those that focused on symptoms or global QoL, the variation in methods and measures used made meaningful comparison impossible.

Due to the heterogeneous nature of reporting engagement and outcomes, we were unable to explore any relationships with system features. Our findings are similar to other reviews undertaken in this area, which have also found that poor assessment and reporting of patient engagement with systems makes comparison between studies difficult. Brower et al made quantifiable and comparable reports of engagement were too heterogeneous to make meaningful conclusions [104,105]. We identified only 8 trials (7 randomized and 1 nonrandomized) that evaluated systems, none of which reported any analysis on relationships between engagement and outcomes, and 3 of which did not report any data on patient engagement at all. This does not seem to be unique to oncology. Donkin et al [106] set out to review the impact of patient engagement with e-therapies across a range of disease groups and similarly found that this is not a link that is routinely explored.

Robust evidence supporting the value of systems for patient-centered outcomes was limited, with a large proportion of feasibility studies identified and even fewer RCTs. While all trials used some measure of patient-centered outcome to evaluate systems, a wide range of assessment tools were used, again making comparison difficult. In addition, 2 studies used the same measure for symptom assessment as part of the intervention, as for the outcome measure. Only 3 trials reported any measure of self-efficacy or patient empowerment, one of which used a study-specific nonvalidated measure [79], and another that was assessed using a subscale of a global QoL measure [88]. There is an array of evidence to suggest that online interventions can have a positive impact on self-efficacy and patient activation levels [30,32,33,107]. Growing evidence suggests that self-efficacy and patient activation play a significant role in symptom management and quality of life throughout cancer treatment [108,109] and are associated with an array of improved health behaviors and health outcomes [110-112] and lower use of hospital resources [113]. The reviewed systems generally demonstrate positive outcomes for patients as has been found in other reviews [31].

To our knowledge, this is the first systematic review in this field to identify and characterize all available systems for patients to report and manage side effects of cancer treatment, in addition to evidence on patient engagement and patient-centered outcomes.

Limitations

In order to meet the aims of the review, we included many publications that provided limited information about the system evaluated and some of which were of poor quality. However, we felt that this was necessary in order to meet the aims of the review and evaluate all evidence. Due to limitations on available resources, the initial stage of study selection (ie, assessment of titles and abstracts) was undertaken by a single reviewer. This is a limitation of our methodology and may have resulted in some bias of inclusion. To address this, a cautious approach erring on the side of over-inclusion was adopted, in order for records to be fully assessed by 2 researchers in the next stage of the review. Due to the heterogeneous nature of study designs and methods of reporting engagement and outcomes, we were unable to explore any relationships with system features. This is a field of research that is still in its infancy, and the large number of feasibility studies and abstracts identified are likely to be indicative of this. The search was last updated September 2017. Due to the fast-moving nature of this field of research, it is likely that additional publications will be available by the time of publication. This is a common limitation of systematic reviews that is particularly pertinent with reviews of technology [114]. We did identify a number of protocols for planned quality trials that may contribute to a more in-depth understanding of associations between system features, adherence, and outcomes in the future [4,7,53,67,72,76]. In addition, we have not explored how issues with implementing systems into clinical practice
may have affected the efficacy of systems. A discussion of these issues is outside the scope of this review but has been well-documented elsewhere [115].

Conclusions

There is a real need for evidence-based guidance on developing, evaluating, and reporting systems. Based on this systematic review, we propose a taxonomy for characterizing system features to guide future development, improvement, and implementation of such systems. More work is needed to develop guidance for standardized reporting of patient engagement both in feasibility studies, and in evaluation trials. This is a complex and multifaceted issue, and it is important that barriers and facilitators to engagement are shared to help the evolution of more sustainable and valuable systems. Similarly, the development of guidance for the evaluation of systems is necessary. Variation in approaches to design and implementation will rightly affect outcomes chosen to evaluate efficacy [104,105]. However, there is enough commonality between systems to call for a set of recommended core outcomes to be developed [116]. More work is needed to develop this, and this is something we will work towards in the future. However, based on this review we recommend that all system evaluations include (1) a description of the system using our taxonomy of system features, (2) measures of feasibility and engagement, (3) patient-centered outcomes focusing on QoL and symptom improvement, in addition to those focusing on self-efficacy and patient activation, and (4) a measure of health economics. This will facilitate synthesis of evidence in order to improve the design of systems and make them practically useful for both patients and clinicians.
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Abstract

Background: Addiction is one of the most rapidly growing epidemics that currently plagues nations around the world. In the United States, it has cost the government more than US $700 billion a year in terms of health care and other associated costs and is also associated with serious social, physical, and mental consequences. Increasing efforts have been made to tackle this issue at different levels, from primary prevention to rehabilitation across the globe. With the use of digital technology rapidly increasing, an effort to leverage the consumer health information technologies (CHITs) to combat the rising substance abuse epidemic has been underway. CHITs are identified as patient-focused technological platforms aimed to improve patient engagement in health care and aid them in navigating the complex health care system.

Objective: This review aimed to provide a holistic and overarching view of the breadth of research on primary prevention of substance abuse using CHIT conducted over nearly past five decades. It also aimed to map out the changing landscape of CHIT over this period.

Methods: We conducted a scoping review using the Arksey and O’Malley’s modified methodological framework. We searched 4 electronic databases (PubMed, Cochrane, Scopus, and EMBASE). Papers were included if the studies addressed the use of CHIT for primary prevention of substance abuse and were published in English between 1809 and 2018. Studies that did not focus solely on primary prevention or assessed additional comorbid conditions were eliminated.

Results: Forty-two papers that met our inclusion criteria were included in the review. These studies were published between 1970 and 2018 and were not restricted by geography, age, race, or sex. The review mapped studies using the most commonly used CHIT platforms for substance abuse prevention from mass media in the 1970s to mobile and social media in 2018. Moreover, 191 studies that were exclusively focused on alcohol prevention were excluded and were published in English between 1809 and 2018. Studies that did not focus solely on primary prevention or assessed additional comorbid conditions were eliminated.

Conclusions: This review found CHIT platforms to be efficacious and cost-effective in the real-world settings. We also observed a gradual shift in the types and use of CHIT platforms over the past few decades and mapped out their progression. In addition, the review detected a shift in consumer preferences and behaviors from face-to-face interactions to technology-based platforms. However, the studies included in this review only focused on the aspect of primary prevention. Future reviews could assess the effectiveness of platforms for secondary prevention and for prevention of substance abuse among comorbid populations.

(J Med Internet Res 2019;21(1):e11297) doi:10.2196/11297
Introduction

Background

Addiction has been identified as the most neglected disease in the United States, with nearly 40 million Americans over the age of 12 years meeting the clinical criteria for addiction involving nicotine, alcohol, or other drugs [1]. In addition, it is also estimated that nearly 80 million people in the country are at risk of substance abuse [2-6]. However, the burden of drug and alcohol use and abuse is not just limited to the United States. The World Health Organization (WHO) estimates the global burden of disease related to drug use to be nearly 5.4% [3]. Drug use is associated with grave long-term and short-term health implications and is recognized as one of the avoidable causes of mortality [7].

Among the many interventions developed to address the drug epidemic, prevention strategies have shown to be effective in reducing the onset of drug use and risk of drug abuse [9]. Prevention in the field of addiction and substance abuse may be classified as primary, secondary, and tertiary [10]. Primary prevention could be defined as efforts to improve health and forestall the onset of substance abuse and delay the first use (WHO). Primary prevention can be targeted toward the general population, individuals who are at risk of substance abuse, or those who have signs indicating predisposition to developing addiction [11]. As substance abuse can lead to other medical and social problems and have a negative impact not only on individuals, their families, and the society (Substance Abuse and Mental Health Services Administration), effective primary prevention strategies can have beneficial cascading effects in the long run [12].

Although these reviews presented the impact of CHIT on substance abuse from various perspectives, there has not been a comprehensive review of how interventions using CHIT have shaped primary prevention of substance abuse over the years. Furthermore, some of the previous reviews were limited to studies that used technologies used in recent decades [23,25]. Before the advent of mobile phones and internet, other types of technologies, including phone, television, radios, and videos, played a prominent role in prevention of substance abuse [26-30]. Although some of these technologies from the previous decades are no longer in widespread use, there are valuable lessons that can be learned from which past strategies using technology-based interventions were effective or ineffective and how technology has evolved over the years. Due to the lack of studies that provided overall assessment of effectiveness of CHIT on primary prevention of substance abuse, we focused
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[7] By 2016, nearly 88% Americans were using the internet, 92% a cell phone, and 76% social media
[8] Given the dire medical, social, and economic consequences associated with increasing drug use, the governments and institutions around the world have been working tirelessly to develop strategies to combat this drug epidemic.
[9] Among the many interventions developed to address the drug epidemic, prevention strategies have shown to be effective in reducing the onset of drug use and risk of drug abuse
[10] Prevention in the field of addiction and substance abuse may be classified as primary, secondary, and tertiary
[11] Primary prevention could be defined as efforts to improve health and forestall the onset of substance abuse and delay the first use (WHO)
[12] Primary prevention can be targeted toward the general population, individuals who are at risk of substance abuse, or those who have signs indicating predisposition to developing addiction
[13] As substance abuse can lead to other medical and social problems and have a negative impact not only on individuals, their families, and the society (Substance Abuse and Mental Health Services Administration), effective primary prevention strategies can have beneficial cascading effects in the long run
[14] Among the various strategies implemented for prevention, consumer health information technology (CHIT) has emerged as a potentially effective way to prevent and treat substance abuse
[15] CHIT has been defined in several ways
[16] For the purpose of our review, we decided to adopt a combination of definitions of CHIT by Or et al and Tao et al to broaden our scope of work
[17] Or et al have defined CHIT as “patient-focused interactive web- or technology-mediated applications that are designed to improve information access and exchange, enhance decision making, provide social and emotional support, and facilitate behavior changes that promote health and wellbeing”
[18] whereas Tao et al have defined it as “consumer-centered electronic tools, technologies, apps, or systems that are interacted with by health consumers to provide them with data, information, recommendations, or services for promotion of health and health care”
the scope of our review on primary prevention of various types of substance abuse and identified studies that provided prevention efforts to reduce the new onset of substance abuse.

**Objective**

In this study, we present a scoping review of the breadth of research over the past few decades, specifically with the use of CHIT in the primary prevention of substance abuse. The objective of this review was to describe the use of CHIT in the primary prevention of substance abuse over the last five decades and examine the changes and developments in the types of CHIT employed for this effort. Our goal was also to summarize these preventive approaches and report lessons learned from these studies.

**Methods**

After considering the multiple systematic approaches that are used for the review of published literature, we decided to undertake a scoping review to map out the changing trends in the use of CHIT in the substance abuse prevention landscape over the past few decades. The scoping review methodology is more commonly known as mapping, a process of summarizing the range of evidence to convey the depth and the breadth of the published literature in a particular field of interest. Unlike systematic reviews and meta-analysis, scoping reviews are neither limited by the type of study under consideration nor do they evaluate their quality. Yet, it enables the researcher to examine the extent, range, and nature of research activity; determine whether a full systematic review would be of value; summarize and disseminate the research findings; and identify gaps in the literature [31-34].

In designing our scoping review, we used Arksey and O’Malley’s pioneering framework and incorporated recent scoping review publications as well. Arksey and O’Malley’s scoping review framework outlines a 5-stage approach, which was further adapted and modified to some extent by others to develop a more feasible approach for reviewing such a vast body of literature [31,32]. The 5 steps are each discussed below.

**Identifying the Research Questions**

The growing drug abuse epidemic in the United States underscores the need for exploring new approaches to prevention. The ubiquitous nature of CHIT in our day-to-day lives presents an opportunity to study its potential as a tool for substance abuse prevention. Our intent, thus, was to learn the extent of the present use of CHIT platforms in substance abuse prevention; however, the scope of this review was only limited to primary prevention, and not secondary prevention. In addition, we intended to explore the best methods to leverage CHIT platforms in the future among high-risk individuals for primary prevention. Our goal was to examine the following: (1) extent, range, and nature of the evidence; (2) identify gaps in the literature; and (3) summarize and disseminate this information to guide practice and policy. Following Levac et al’s suggestion to enhance and advance Arksey and O’Malley framework, our team clarified and linked the purpose and the research question from the beginning of this study. To avoid leading with a highly focused research question, we asked a sufficiently broad question: what is the role and scope of CHIT in the primary prevention of substance abuse? [31,32]. To further guide our review, we formulated 4 subquestions:

1. What are the demographics related to substance abuse disorder studied?
   - Locations—study site—the United States, the United Kingdom, and multicountry
   - Demographics of the study population and sample size of the study
   - Length of observation—long-term impact versus short-term impact

2. What is the type of intervention and the behavioral framework, if any, used?
   - Intervention—primary prevention
   - Behavioral framework—transtheoretical model, motivational interviewing, brief intervention, acceptance and commitment therapy, and psychoeducation

3. What is the type of CHIT used?
   - CHIT—desktop, tablet, mobile phone, internet, interactive voice response, video or movies, video recording or audio recording, and radio
   - Social media—Baidu Tieba, Facebook (and its associated Facebook Messenger), Gab, Google+, Myspace, Instagram, LinkedIn, Pinterest, Tumblr, Twitter, Viber, VK, WeChat, Weibo, WhatsApp, Wikia, Snapchat, and YouTube

4. What are the major takeaways from the literature in terms of outcomes and is the intervention effectiveness evident within the literature?
   - Outcomes—change in knowledge, attitudes, and behaviors
   - Effectiveness—intervention outcomes presented by the author(s) and their suggestions for future research

**Identifying Relevant Studies**

Arksey and O’Malley in their study had emphasized the need to be comprehensive while conducting a scoping review [31]. At this stage, our team deliberated and decided on the various search terms, databases, search strategies, and eligibility criteria. To maintain a broad approach, we did not limit the inclusion of studies by the type of substance used. With the aid of a librarian, we searched electronic databases such as PubMed, Scopus, EMBASE, and the Cochrane library. Various search terms and their combinations were used to identify relevant studies, which discussed the use of CHIT in substance abuse prevention: “technology, internet, cell phone, multimedia, computer-assisted, telemedicine, social media, internet, web-based, etc. with prevention and control, preventive health services and substance-related disorders, substance abuse, substance misuse, drug addiction.” An exhaustive list of the search terms used can be found in the Multimedia Appendix 1.

**Eligibility Criteria**

The following inclusion criteria were used to guide the search and were also used for reviewing papers:
• Publication language—English
• Only limited to human subjects
• Time range—from 1809 to January 2018
• All age groups
• Review papers included—research studies, systematic reviews, meta-analysis, narrative reviews, observational studies, randomized control trials (RCT), qualitative studies, completed clinical trials, and dissertations and working papers
• Reviews, including but not limited to developed countries, given the growing drug abuse presence all around the world. Studies were included from the United States, the United Kingdom, Canada, Europe, Middle East, South America, Southeast Asia, New Zealand, and Australia
• Studies that address the role of CHIT in primary prevention of only substance abuse—defined as strategies to prevent initiation of substance abuse

Exclusion criteria are as follows:
• Journal papers that are not research studies or reviews (ie, those besides the ones defined in the inclusion list) such as editorial reviews, commentaries, opinion papers, and book reviews
• Research targeting secondary prevention strategies such as treatment, maintenance, relapse, and interventions
• Research studies that lacked the use of CHIT as a part of their interventions for primary prevention
• Research studies aimed at prevention of substance abuse among individuals with comorbidities such as HIV and risky health behaviors
• Research studies conducted in special populations such as cancer patients and patients with HIV, AIDS, or other sexually transmitted diseases (STDs)

Results
Study Selection
The literature search yielded 4393 papers. Following the search, the study selection was conducted in 2 parts. First, a single reviewer conducted a title screening process based on the inclusion and exclusion criteria. At this stage of screening, any ambiguity after reviewing the title, with regard to the context of the study, did not eliminate it from being considered for the next step. After completion of this step, 1606 papers were identified; then based on the eligibility criteria, 2 reviewers independently conducted abstract coding. On completion of abstract coding, the inclusion of the paper for full-text review was determined by corroboration from both the reviewers. Given the objective of this review, we wanted to assess the overall breadth of the literature on alcohol; thus, our initial yield for all studies included alcohol whether with or without other substances. On the initial screen, we only kept those studies that considered alcohol along with other substances to make sure that we address the impact of CHIT in prevention of all types of substance abuse without our conclusions being skewed because of any single substance of abuse. We think that it is important to note that about 79.2% (191/241) of all the overall CHIT literature on substance use addressed only alcohol, whereas 20.7% (50/241) addressed other substances with or without alcohol. Our intent was to include studies addressing alcohol to the extent that they also addressed the concurrent use of other substance. Given the epidemiology and suggestive evidence of alcohol being a gateway to other drugs, we decided to separately synthesize the studies focused singularly on alcohol in an independent review altogether. Hence, for the purpose of this review, papers focusing solely on alcohol abuse prevention were excluded. We only included studies that focused solely on substance abuse prevention. Studies that looked at substance abuse prevention in conjunction with other morbidities such as prevention of HIV, or other areas of education such as undertaking risky sexual behaviors, were excluded from this review.

Following abstract coding, 50 papers were included for a full-text review. At the end of the full-text review, 42 papers were found to meet all our inclusion criteria and were included in the study. The specific steps of study selection and the number of papers included and excluded in each step can be seen in Figure 1 (flowchart for literature search and inclusion in Multimedia Appendix 2). After the study selection, information relevant to each of the main review questions was extracted and analyzed. We developed a standardized table (Multimedia Appendix 2) using these 42 papers selected to assess the different forms of CHIT used and their impact on the prevention of substance use. We also used this table to identify the different underlying behavioral frameworks most commonly at play in these interventions. Additionally, we also created a table to compile all the papers included in the reviews that are enlisted in this scoping review (Multimedia Appendix 3 [35-205]).
Locations

Most studies included in the review were conducted in the United States. Countries other than the United States were Canada [206-208], Australia [207-212], Brazil [213], the Netherlands [214], New Zealand [29], Norway [209,215,216], the United Kingdom [28,209,217], Germany [207], and Switzerland [218]. Moreover, 1 systematic review included 7 studies from the United States, and 1 from Norway [216]. Another study reviewed trials that took place in Australia, the Netherlands, the United Kingdom, and the United States [209]. In addition, 1 RCT took place in the United States and Canada [206]. A total of 6 studies included in the review were conducted in Australia. Within the United States, 1 randomized study recruited participants in West Virginia and Ohio [219]. Another RCT in the United States chose participants from 19 states and included Asian populations [220]. Furthermore, 1 study using Monitoring the Future survey data included nationally representative sample of students from 48 states [221]. Studies from other states in the United States recruited participants from California [30,222], New York [223], New Jersey [223], Connecticut [223], Texas [224], Kansas [222], Michigan [225], Missouri [222], and South Carolina [27]. Moreover, 1 study reported having participants mostly from rural communities in South Carolina [27]. Another study chose participants from schools in a semirural community in Michigan [225].

Participants

We did not exclude any studies in the review based on the demographic characteristics of participants. Therefore, study participants varied in ages, racial and ethnic backgrounds, and socioeconomic status. A total of 13 studies assessed school- or college-based intervention programs, and thus, participants were students, students with parents, or teachers [26,30,210,213,217,221,222,224-229]. Moreover, 1 quasi-experimental study included participants enrolled in vocational schools [218]. Similarly, 30 studies included only young people, adolescents, or school-aged children from 11 to 24 years of age. However, some systematic reviews assessed studies across all ages, both children and adults [207,230-233]. Some studies included only racial and ethnic minorities such as Asians [220], Hispanics [223], and African Americans [223]. Although some studies did not specify racial background of participants, 2 studies reported having study subjects from various races, including white, African American, Hispanic, and Asian [30,224]. Moreover, 1 study in the United Kingdom having subjects from 7 schools included 1 school with predominantly black students and the rest with mostly white students [217]. Another UK school-based study reported their participants were chosen to have a balance between both sexes, residence in rural and urban areas, and varying intellectual abilities [28]. A total of 4 studies specifically evaluated interventions on adolescent girls [220,223,234,235]. Of the 4 studies, 3 studies used a mother-daughter prevention approach [220,223,227], assessing the impact of programs both on...
adolescent girls and their mothers. Moreover, 1 study selected participants only from economically disadvantaged African American adolescents [236].

**Sample Size**

A range of study sample size was included in the review. Overall, 1 systematic review had a total of 52,746 individuals as participants from 8 studies [215]. Other reviews included study sample sizes as small as 38 [207] to as large as 8352 [209]. Mother and daughter programs ranged from sample sizes of 206 to 916 girls and their mothers [220,223,234]. The nationally representative survey data included 337,918 cases [221]. Quasi-experimental studies also included both small (n=26) and large (n=2882) sample sizes [30,236]. The RCTs reported larger sample sizes in general, ranging from 179 to 2332 participants [229].

**Comparators**

Of the 42 studies included in this review, Table 1 shows the different CHIT platforms used by the studies included. Moreover, 4 studies (Schuman et al, 1971; Milne et al, 1975; Pickens, 1984; and Eiser et al, 1988) looked at the effects of films as a part of educational programs to promote discussion around the areas of substance use [28,29,217,225]. The Schuman et al’s (1971) study was a cross-sectional study conducted to evaluate the results of a field test implemented to emphasize on aspects such as motivations governing drug behaviors as opposed to drug facts [225]. The Milne et al’s (1975) study used a pre-post study design [30], whereas the Eiser et al’s (1988) study used an RCT design to assess the effectiveness of films as a medium of drug education [217]. The Pickens’ (1984) study was a literature review aimed at assessing the effectiveness of films in drug education compared with other forms of media [29].

A total of 10 studies looked at the use of different mass media interventions in general. Of these, 7 studies (Wallack, 1980; Wallack, 1981; Bandey et al, 1983; Flay et al, 1983; Flay et al, 1986; Brinn et al, 2010; and Carson et al, 2017) were literature reviews, which evaluated the use and effectiveness of mass media as a tool for substance abuse prevention [215,216,226,231,237-239]. The Barcus et al (1971) and the Kinder’s (1975) studies examined the impact of mass media on attitudes associated with increased substance use [230,240]. Although majority of the studies evaluated the impact of mass media on multiple drug use, the Brinn et al (2010) and the Carson et al’s (2017) studies looked specifically into its role in smoking prevention [215,216]. The Miller et al’s (1981) study used a cross-sectional survey design to compare effectiveness of media platforms such as television, radio, and newspaper in dissemination of substance abuse education [27]. Moreover, 5 studies looked specifically into the role of television and radio as modes of interventions. In addition, 3 studies (Feingold et al, 1977; Sussman et al, 1987; and Brannon et al, 1989) used a quasi-experimental design [26,30,222]. The Sussman’s study and the Brannon’s study used a school-based television program format [30,222], whereas Feingold (1977) and Terry-McElrath et al (2011) used television advertisements as their mode of intervention [26,221]. The Johnson et al’s (1989) study was the only one that reviewed the strategies and research efforts in the use of radio and television [232].

Post 2009, there was a notable surge in the number of computer- and internet-based interventions and a subsequent decrease in the number of mass media–based interventions. There were in total 18 studies that used Web-based and internet-based programs for interventions, whereas 5 studies used the desktop-enabled software or CD-ROM-based programs for interventions. Moreover, 13 of these studies used an RCT design and aimed to evaluate the effectiveness of computer-based substance abuse prevention programs. The Hansen et al, Newton et al (2014 and 2016), Christoff Ade et al (2015), and Andrews et al (2011 and 2014) studies evaluated the comparative effectiveness of computer-delivered prevention or screening programs with those termed as usual or traditional models of delivery [210-213,228,229,241]. In addition, 4 studies performed by Schinke et al compared the effectiveness of a mother-daughter–based program with a control group involving no intervention [220,223,227,234]. Furthermore, 2 studies by Schwinn et al tested the effect of an internet-based gender-specific drug prevention program between girls with and without an intervention [206,235]. Another 2 studies used the quasi-experimental pre-post study design, the Klisch et al’s (2013) study compared the effectiveness between 2 different Web-based interactive programs [224], and the Moncher et al (1989) assessed the efficacy of the computer-delivered prevention programs [236]. Of the remaining studies, 5 studies were systematic reviews aimed at expanding the base of research and synthesizing the effectiveness of computer- and Web-based prevention programs.

entertaining drug prevention film might be more effective in [29]. However, the Eiser et al’s (1988) study showed that an film interventions did not last in long-term follow-up studies to nonfilm approaches and found that the short-term impact of by Pickens et al (1984) did not find film interventions superior the need for drug education [28]. The review study conducted of the use of television and radio, and antidrug messages were found to potentially lead to drug use [26]. Another exploratory study by Miller et al (1981) evaluated the comparative effectiveness among different mass media platforms such as television, radio, and newspaper and found that it depended on the demographics of the target audience: the results varied by race, sex, and geographical area [27]. Only the Brannon et al’s study (1975) specifically looked at the effectiveness of television as a delivery format found it to have higher classroom participation rates, greater satisfaction, and higher perceived effectiveness for a combined television and classroom program, thus concluding it to be a viable option for wider implementation [222].

Outcomes and Results
Of the 4 studies that looked at films as the mode of intervention delivery, the Schuman et al’s (1971) study found no significant difference in the identification of drug clues by geographical or socioeconomic differences [225]. It also found a large gap in perceptions about drugs among faculty and students [225]. The Milne et al’s (1975) study found no significant difference in knowledge and attitudes toward drug use. Instead, results showed that students who believed drug use had social advantages also held onto the concept that the dangers of drug abuse were exaggerated, a finding that thereby emphasizes the need for drug education [28]. The review study conducted by Pickens et al (1984) did not find film interventions superior to nonfilm approaches and found that the short-term impact of film interventions did not last in long-term follow-up studies [29]. However, the Eiser et al’s (1988) study showed that an entertaining drug prevention film might be more effective in leading students to reject dangerous substances. In contrast, the students who viewed the educational film regarded both illegal and legal drugs to be similarly dangerous and addictive [217].

Studies that used mass media, radio, and television as modes of intervention found that neither of these platforms as stand-alone were adequate to bring about a change in the overall attitudes and behaviors of people who engage in substance use. The Barcus et al (1975), Wallack et al (1980), Wallack et al (1981), and Flay et al’s (1983) studies found that mass media alone is not sufficient to affect behavioral changes and that it needs to be supplemented by school- or community-based prevention programs [215,216,230,231,237-240]. In addition, the literature reviews conducted on the use of mass media by Kinder (1975), Bandy et al (1983), Brinn et al (2010), Carson et al (2017), and a study by Sussman et al (1987) found either inconclusive or conflicting end results pertaining to the use of mass media in disseminating drug-related information and bringing about attitude changes [30,215,216,230,231]. Some studies (eg, Feingold et al, 1977) also found a boomerang effect of the use of television and radio, and antidrug messages were found to potentially lead to drug use [26].

Table 1. Technology used as intervention in the 42 studies reviewed

<table>
<thead>
<tr>
<th>Technology</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>6 (10)</td>
</tr>
<tr>
<td>CD ROM</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Film</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Internet</td>
<td>18 (31)</td>
</tr>
<tr>
<td>Mass media</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Mobile</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Radio</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Television</td>
<td>11 (19)</td>
</tr>
</tbody>
</table>

Length of Observation
Of the 42 studies reviewed here, 17 studies were in the form of systematic reviews spanning over the past 60 years. Of the remaining 27 studies, 8 studies had a short-term follow-up period of 1 month or less (Schuman et al; Milne et al, 1975; Feingold et al, 1977; Eiser et al, 1988; Moncher et al, 1989; Andrews et al, 2011; Deitz et al, 2011; and Klisch et al, 2013) [26,28,217,219,224,225,236,241]. Most of these studies used a cross-sectional pre-post assessment format. The long-term follow-up periods for most of the remaining studies ranged between 6 months (Schwinn et al, 2010; Champion et al, 2016; and Haug et al, 2017) to 1 year (Sussman et al, 1987; Schinke et al, 2009; Fang et al, 2010; Newton et al, 2014; Newton et al, 2016; and Schwinn et al, 2017) [30,206,210,212,218,220,234,235]. In addition, 2 studies, Schinke et al’s (2009) that evaluated computer-delivered program in preventing abuse among adolescent girls and Andrews et al’s (2014) that assessed the long-term efficacy of a tobacco prevention program, had a follow-up period of 2 years [227,229]. The study by Christoff Ade et al in 2015 compared the efficacy of 3 different interventions, including a computer-delivered one, and followed its participants for 3 months [213]. The longest study period in this review was 10 years (Terry-McElrath et al, 2011); it evaluated the impact of antidrug advertisement exposure and campaign-specific exposure on the attitudes, beliefs, and behaviors among youths from 1995 to 2006 [221].

Outcomes and Results
Of the 4 studies that looked at films as the mode of intervention delivery, the Schuman et al’s (1971) study found no significant difference in the identification of drug clues by geographical or socioeconomic differences [225]. It also found a large gap in perceptions about drugs among faculty and students [225]. The Milne et al’s (1975) study found no significant difference in knowledge and attitudes toward drug use. Instead, results showed that students who believed drug use had social advantages also held onto the concept that the dangers of drug abuse were exaggerated, a finding that thereby emphasizes the need for drug education [28]. The review study conducted by Pickens et al (1984) did not find film interventions superior to nonfilm approaches and found that the short-term impact of film interventions did not last in long-term follow-up studies [29]. However, the Eiser et al’s (1988) study showed that an entertaining drug prevention film might be more effective in leading students to reject dangerous substances. In contrast, the students who viewed the educational film regarded both illegal and legal drugs to be similarly dangerous and addictive [217].

Studies that used mass media, radio, and television as modes of intervention found that neither of these platforms as stand-alone were adequate to bring about a change in the overall attitudes and behaviors of people who engage in substance use. The Barcus et al (1975), Wallack et al (1980), Wallack et al (1981), and Flay et al’s (1983) studies found that mass media alone is not sufficient to affect behavioral changes and that it needs to be supplemented by school- or community-based prevention programs [215,216,230,231,237-240]. In addition, the literature reviews conducted on the use of mass media by Kinder (1975), Bandy et al (1983), Brinn et al (2010), Carson et al (2017), and a study by Sussman et al (1987) found either inconclusive or conflicting end results pertaining to the use of mass media in disseminating drug-related information and bringing about attitude changes [30,215,216,230,231]. Some studies (eg, Feingold et al, 1977) also found a boomerang effect of the use of television and radio, and antidrug messages were found to potentially lead to drug use [26]. Another exploratory study by Miller et al (1981) evaluated the comparative effectiveness among different mass media platforms such as television, radio, and newspaper and found that it depended on the demographics of the target audience: the results varied by race, sex, and geographical area [27]. Only the Brannon et al’s study (1975) specifically looked at the effectiveness of television as a delivery format found it to have higher classroom participation rates, greater satisfaction, and higher perceived effectiveness for a combined television and classroom program, thus concluding it to be a viable option for wider implementation [222].

Post 2009, there was a notable increase in the number of studies that used computer- and Web-based interventions for substance use prevention. A total of 4 studies conducted by Schinke et al between 2009 and 2011 used mother-daughter dyads from different races to study the effectiveness of computer-delivered interventions based on the family interaction theory [220,223,227,234]. All studies found significant reductions in risk factors, drug use, and an increase in the protective factors. Some studies also showed improvements in the quality of mother-daughter relationships. Moreover, 2 studies conducted by Schwinn et al in 2010 and 2017 used gender-specific interventions for girls using internet and social media platforms.
These studies found reduced 30-day alcohol, marijuana, poly-drug, and total substance use at 6-month and 1-year follow-up [206,235]. The 2017’s study also found material changes in the cognition and skills that are empirically linked to drug use risks [235]. In addition, 2 studies by Andrew et al in 2011 and 2014 analyzed the short- and long-term efficacy of Click City tobacco intervention and found that the intervention had the potential to significantly postpone or prevent the initiation of cigarette use and regular smoking among students. In addition, although in the short term, the intervention showed moderate effectiveness at changing intentions to use smokeless tobacco in the future, the effect did not persist in the long term [229,241]. Another study (Deitz et al, 2011) that evaluated the effect of the Smart Rx Web program found that it significantly increased participants’ knowledge of proper prescription drug use and improved their self-efficacy in ability to manage and adhere to appropriate treatments [219].

Multiple studies identified in this review had used school-based programs for the delivery of Web-based interventions; 3 of these conducted by Newton et al between 2013 and 2016 in Australia used the climate schools format for the prevention of use of drugs such as cannabis, alcohol, ecstasy, and new psychoactive substances (NPS) [210-212]. These studies not only found evidence that internet-based preventive interventions significantly decreased substance use but also demonstrated that they could concurrently reduce associated risk factors in adolescents. However, the intervention neither significantly changed binge drinking and cannabis nor ecstasy and NPS use in the short term; the effects of these interventions were only apparent after 12 months, thereby showing a time-delayed effect, which could be attributed to the time required by the students to experience and implement the strategies learned [212]. The Hansen et al’s study in 2009 that evaluated the efficacy of Web-based components to facilitate program implementation concluded that school-based prevention programs could benefit from adding Web-based components to improve ease of implementation and enthusiasm of teachers [228]. The Klisch et al’s (2013) study, which used interactive game sessions in 11th and 12th graders, found the intervention to be effective in promoting healthier attitudes toward nonmedical use of prescription drugs [224]. Similarly, the Haug study in 2017, which used a mobile phone–based intervention found that it improved study participation, retention, and improved effectiveness with a statistically significant increase in the life skills and self-management skills and reduction in the number at risk for alcohol use [218]. However, a study conducted by Christoff Ade et al in 2015 could not find conclusive evidence of effectiveness of computer-based intervention among college students for reducing substance use [213].

A total of 4 systematic reviews conducted by Champion et al (2013 and 2016), Wood et al (2014), and Hopson et al (2015) on the use of computer- and internet-based programs found them to be potentially efficacious methods of delivering drug prevention programs. The Champion et al’s reviews found greatest effects in relation to drug- and alcohol-related knowledge with persisting effectiveness at 6- and 12-month follow-ups [209,214]. The Wood et al’s review, on the other hand, emphasized the need for further research to better understand the value of human contact in health interventions and to determine the optimal levels of professional input [207], whereas the Hopson et al’s (2015) review identified computer- and internet-based programs as cost-effective options for reaching more individuals, but on the whole reported mixed findings in terms of the effectiveness over traditional methods [208]. In addition, 2 reviews conducted by Jiang et al (2017) and Kazemi et al (2017) reviewed the use of telephone and mobile technology in substance use prevention and found that although it was a promising means to address substance use, the studies included in the reviews for the most part showed either inconclusive or mixed results in terms of the efficiency and efficacy [233,242].

**Discussion**

**Principal Findings**

This review included studies spanning across the globe, with the target population for these studies ranging across varying age groups, race or ethnicity, and gender and having differing study designs and sample sizes. The period for the literature search ranged from 1809 to January 2018, but the search only captured studies going as back as the early 1950s. This could be attributed to the fact that the review only included studies that had digitalized records enlisted on the databases searched. However, it can be said with fair amount of certainty that this review manages to capture majority of the trends in the use of CHIT. The boom in the use of media and CHIT platforms was seen to have occurred post the Second World War, thereby reaffirming the validity of the literature search timeline [243].

This review explored multiple CHIT platforms such as television, radio, films, mass media, computer, CD-ROM, internet, social media, and mobile. It was observed that from 1971 to 1989, film, television, radio, and mass media were the most commonly used modes of intervention [26-30,217,222,225,226,230-232,236-240], whereas post 2009, there was a greater emphasis on the use of computer- and internet-based interventions [206-215,219-221,223,224,227-229,234,241]. Furthermore, recent years show a growing emphasis toward exploring the role of social media– and mobile phone–based interventions to expand the reach of these prevention programs [216,218,233,235,242].

CHIT-based interventions have been shown to overcome challenges imposed by in-person–delivered intervention strategies such as the need for trained personnel to prepare and deliver intervention programs [218]. In addition, studies that examined the impact of electronic health and mobile health (mHealth) interventions found them to be efficacious and cost-effective, with computer-based interventions being more cost-effective than other preventive measures that are labor intensive and costly such as Life Skills Training Program [244]. In our study, the use of media and technology to prevent substance abuse was also found to have several advantages as a prevention strategy. Technology-based interventions can facilitate rapid dissemination of information and improving knowledge about substance use [220,236,238,240]. They can also reduce intervention variability that may occur with a person-based intervention method [226], improving integrity.
of intervention measures. In addition, intervention recipients, especially nonabusers who are ideal candidates for primary prevention, are more likely to depend on the media to gain information and knowledge about substance abuse [228].

Studies based on the family interaction theory and aimed at improving relationship quality among mother-daughter duos and studies that were gender-based were found to be effective in reducing the substance use in both the long and short term [220,223,227,234,235]. Multiple studies included in the review used school-based programs for delivery of Web-based interventions; of these, the climate school studies conducted in Australia not only found evidence that internet-based preventive interventions significantly decreased substance use but also demonstrated that they can concurrently reduce associated risk factors in adolescents [209-212,214]. However, the intervention did not show significant impact in the short-term use of substances; the effects of these interventions were only apparent after 12 months, thereby showing a time-delayed effect, attributed to the time required by the students to experience and implement strategies learnt [209,211,212]. Other studies that explored the effectiveness of school-based programs using Web-based or mobile phone–based interventions also found similar results. The studies that focused on the use of social media and mHealth platforms suggested the growth of research and literature in this domain [216,218,233,235,242].

However, in this study, we also found that technology-based interventions are not a panacea in the prevention of substance abuse. Despite the great number of resources poured into development and implementation of media- and technology-based interventions, earlier and recent studies demonstrated moderate effectiveness of these strategies in changing attitude, and ultimately, behavior of recipients of interventions [210,228,235-239]. Although in cases where people may gain greater and more accurate knowledge in substance abuse and negative consequences ensuing from the use, studies failed to show the changes in terms of decreasing or terminating the use or abuse of substance because of these interventions [228,236,237]. For example, studies that explored the role of film, television, radio, and mass media did not find any conclusive evidence to support the stand-alone effectiveness of these platforms. Most of the studies concluded that these platforms should be used in conjunction with other prevention initiatives [26,28,30,222,225,226,237-240].

This review also shows a gradual shift in the types and use of CHIT platforms over the past few decades. It has slowly moved from mass media–based interventions toward Web-based interventions, and following the current trends is heading toward a greater emphasis on telehealth and mHealth-based interventions. We live in an age in which most people frequently use technology and social media and are acutely aware of the current opioid misuse and substance abuse predicament facing by the United States in general and the world at large [22,245]. In this social context, technology could be useful to reach the general population as well as specific at-risk population and potentially be used to develop more tailored and effective prevention. In particular, because adolescents are frequent and avid users of various types of latest technology, computers and smartphones among other technologies could potentially be powerful tools in the primary prevention of substance abuse [218]. Thus, we are quite confident that future research should be focused more on leveraging the use of current CHIT platforms such as mobiles and social media to enhance the outreach of substance abuse prevention programs.

Limitations

This study has multiple strengths and is unique in its approach to map the changing trends in the use of CHIT for substance abuse prevention. It covers a long period and spans across the globe. By design, it did not capture technological interventions for alcohol prevention, as a stand-alone review on the prevention of alcohol abuse would be more appropriate. It is also seen that there was a gap in the literature between 1990 and 2008, no studies during this period were included, and this could be attributed to the stringent eligibility criteria for this review. For study limitations, the review solely focuses on primary prevention and hence, fails to capture the use of CHIT in secondary prevention and its role in treatment of substance use.

The focus of the study on primary prevention of substance abuse necessitated the exclusion of a large number of studies; however, there is an opportunity to follow on with subsequent studies to fill this gap. For example, by design, the study did not capture the effects and correlation between substance use and comorbidities such as HIV and risky health behaviors and the use of CHIT to either treat or prevent either of the repercussions of these correlations. It did not include studies conducted in special populations such as cancer patients and patients with HIV, AIDS, or other STDs. This review also did not include a large number of studies that explored the use of mobile and social media platforms as vehicles of intervention delivery, as opposed to providing prevention programs. This again could be attributed to the stringent eligibility criteria.

Conclusions

This review shows a gradual shift in the types and use of CHIT platforms over the past few decades for substance abuse prevention. It captures the progression from mass media–based interventions toward Web-based intervention and the current trends that head toward a greater emphasis on telehealth- and mHealth-based interventions while emphasizing the need for further development and study of these interventions. It also highlights the gradual shift in consumer and participant behavior, wherein preferences have slowly moved from face-to-face interactions toward more Web- and technology-based platforms, given the anonymity and the vast outreach that these platforms offer. Studies included in this review found these technologies to be effective and cost-effective in real-world settings and contexts. Taking into account the familiarity and ease of use of these CHIT platforms among adults and youth alike, we now have an opportunity to further leverage these platforms for substance use prevention.
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Abstract

E-learning has been heralded as a revolutionary force for medical education, especially for low-resource countries still suffering from a dire lack of health care workers. However, despite over two decades of e-learning endeavors and interventions across sub-Saharan Africa and other low- and middle-income countries, e-learning for medical education has not gained momentum and continues to fall short of the anticipated revolution. Many e-learning interventions have been cul-de-sac pilots that have not been scaled up but rather terminated after the pilot phase. This is usually a result of not adopting a system-wide approach, which leads to insufficient scope of training, insufficient technological maintenance and user support, unattainably high expectations, and unrealistic financial planning. Thus, a multitude of e-learning evaluations have failed to provide scientifically sound evidence of the effectiveness of e-learning for medical education in low-resource countries. Instead, it appears that technological development has overwhelmed rather than revolutionized medical education. The question of how to push e-learning into a higher gear in low-resource countries persists. Provision of e-learning as a technology is insufficient. E-learning needs to be vigorously and sustainably integrated into the local educational setting and aligned with national strategies and other national endeavors and interventions. Adhering to a standardized framework for the implementation and evaluation of e-learning endeavors is key, especially to bridge the gap in robust evidence that should also guide e-learning implementations. The primary objective of e-learning for medical education is to strengthen the health system in order to serve the population’s health care needs and expectations. Currently, medical e-learning does not measure up to its potential or do justice to medical students in low-resource countries. Technology may help unfold the potential of e-learning, but an all-encompassing change is needed. This can only be achieved through a joint effort that follows a systematic and standardized framework, especially for implementation and evaluation.

(J Med Internet Res 2019;21(1):e12449) doi:10.2196/12449
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**Introduction**

The effect of electronic learning (e-learning) is likely to be revolutionary, although how precisely it will revamp professional education remains unknown.

This statement is part of a vision and strategy by Frenk et al (2010) for a commission on education and health workers for the 21st century [1]. As of 2018, the e-learning revolution in low-resource countries has not yet taken off, and the potential of e-learning in supporting the advancement of health training is still unknown.

What are the barriers that currently restrict the potential of e-learning for medical training in low-resource countries? How can e-learning address the continuing crisis in human resources for health? It is clear that progress is profoundly needed, considering that low-income countries are faced with fragile health systems and dramatically insufficient numbers of health workers. Of the 49 nations in sub-Saharan Africa with approximately one billion people, only about 6,000 medical doctors graduate per year as compared to Western Europe with a population of 200 million (one-fifth of sub-Saharan Africa), where the number of doctors that graduate per year (42,000) is seven times that in sub-Saharan Africa [1]. Low graduation numbers in sub-Saharan Africa reflect the small number of medical schools (134) in comparison to Western Europe (almost 300) [1]. As such, sub-Saharan Africa has an urgent need to scale up existing educational infrastructure to meet the large and increasing number of young people striving for education and to address the dire need for healthcare in their population by educating higher numbers of qualified health personnel. The current educational infrastructure (in particular, medical education), practical training for health workers, and continuous medical education are inadequate in quantity and quality. Institutions for medical education such as colleges of nursing, allied health sciences, and medical schools are faced with a limited capacity to enroll students and inadequate numbers of medical educators and are also affected by a lack of infrastructure such as an insufficient number of classrooms, lecture halls, or dorms.

Technology, on the other hand, is developing by leaps and bounds. Personal computers were introduced for the general public in the 1970s, and throughout the recent decades, technological advancement has been astonishingly rapid. Today, computers are widely available in many forms: tablets, mobile phones, laptops, and virtual reality headsets. These technologies change educational approaches and can potentially improve health care delivery. However, global digital resources are unequally distributed, causing a so-called “digital divide.” To empower low-income countries to fast-track the lengthy early development stages that high-income countries experience [1], narrowing of the digital gap by increasing the development of and access to technological resources is required. One fast-track technological advance is exemplified by the rapid and extensive coverage of mobile phones in sub-Saharan Africa [2]. Overall, sub-Saharan countries have progressed significantly in the past few years in mobile connectivity and internet access. This progress provides a fertile setting for medical e-learning; its advantages include flexible learning, time efficiency, potential lower costs (due to a reduced need for printed learning materials such as books, and easily updated e-materials), standardization of course content, distance delivery, and scalability. E-learning for medical education might provide these countries a chance to increase the numbers of trained health workers in low-income countries while maintaining or potentially improving the quality of education with the support of self-directed learning and thus decrease the workload of current health workers engaged in health education.

**Pilotitis: How to Overcome Pilots**

Published literature has documented a multitude of e-learning interventions for medical education and electronic health (eHealth) in sub-Saharan Africa. In fact, there have been so many eHealth projects, that in 2012, Uganda issued a directive to halt all national mobile health (mHealth) initiatives and stopped pilots that used mobile and wireless devices for health across the country [3] despite the heralded revolution of health technology and its promised potential. Uganda reacted to the perceived chaos surrounding the pilots and paused to develop standards for technical specifications and align projects with Uganda’s national health strategy. Uganda is indicative of the general trend in sub-Saharan Africa in terms of e-learning for medical education using a myriad of approaches. E-learning interventions tend to be isolated or running in parallel in a single country, which evokes an impression of urgency, resulting in imprudent implementation based on a strategy of “anything is better than nothing.” The recent Global Observatory for eHealth of the World Health Organization [4] found that the overall number of pilots are decreasing and the number of implemented large-scaled projects are increasing; however, the recent report of the Broadband Commission for Sustainable Development states that there is still no national coordination of digital health solutions in low- and middle-income countries, leading to a “fragmented ecosystem” [5]. In addition, many e-learning interventions do not take a system-wide approach [6], leaving out important aspects in the e-learning design plan. At a later stage, such exclusions evolve to major barriers of technology adoption and lead to frustrations and failure of implementing the intervention beyond the pilot phase, such as insufficient training of all stakeholders (students, teachers, and administration), insufficient maintenance and technological user support, unattainably high expectations, and unrealistic financial planning [7]. As a result, many of these technology-enhanced interventions and projects never progress past the pilot stage [5]; they end before scale-up—a phenomenon named *pilotitis* [6]. Clearly, pilots are important as a small-scale testing phase before investing in a large-scale deployment, but the pilot requires clear-defined objectives paired with monitoring and evaluation [7]. Sustainable implementation leading to scale-up is crucial for medical e-learning to realize its full potential.

**Structured and Sustainable Implementation**

To be successful, e-learning interventions need to follow a systemic approach in a given educational environment and more
specifically consider the definition of scope, objectives and target group, availability of a corresponding curriculum, active involvement of teachers and administrators, sufficient information technology (IT) support, adequate IT infrastructure, and clear political and institutional support.

A standard evaluation framework can provide insight into adapting medical e-learning pilots to local conditions and needs. Interventions should be interwoven as tightly as possible within the local educational infrastructure [8]. At the infrastructural core are individuals who are committed learners; teachers; and administrative and support staff such as the head of the department, teaching coordinators, IT support, and network administrators. The curriculum provides guidance at the individual level, which is crucial for e-learning interventions for medical education, especially for integration of e-learning into the curriculum. However, as the commission on education and health professionals for the 21st century has noted, “professional education has not kept pace...largely because of fragmented, outdated, and static curricula that produce ill-equipped graduates,” as “local educational standards are all too often driven by the desire to fit into frameworks that are in place elsewhere” [1]. Thus, the introduction of e-learning can be a chance to overhaul current curricula to consider and integrate scientific advancements, learner-centered models that are competence oriented, and technology-enhanced teaching and learning methods.

The internet and other technologies have fostered the growth of knowledge that is generally available free of cost for anyone with the technological means of access. Thus, nowadays, knowledge is accessible like never before. Just a few decades ago, when most current medical curricula were developed, memorization of facts was often considered paramount. Today, the skill to locate necessary information has become more critical as part of synthesis, analysis, and decision-making processes [1]. With the advent of new learning technologies and changes in knowledge handling, educational institutions in low-income countries should use this opportunity to update their curricula [1]. The incorporation of e-learning in the curriculum would confirm its role as a significant educational device to foster progress, rather than the current perception of e-learning as a “technological toy.” In low-income countries facing insufficient numbers of medical teachers and in need of making fast improvements, e-learning could be an essential step to relieve the capacity overload of the small number of medical teachers by embracing new technological approaches in order to acquire knowledge and skills. For example, instead of a teacher-centered approach, a blended learning approach could be put in place wherein students learn with self-directed e-learning materials such as interactive quizzes, videos, and literature to deepen the understanding and cover a range of topics or modules. This e-learning component could be blended with face-to-face exchanges and thus decrease the time invested by medical teachers by substituting study discussion groups or a flipped classroom, wherein the medical teacher facilitates a discussion and a question-and-answer session. This would remove the need and time invested to prepare full lectures, but still target students’ needs with question-and-answer sessions.

The curriculum change is a crucial element for successful e-learning integration, but it is only one piece of the “puzzle.” The successful implementation and sound evaluation must follow a multilevel approach that incorporates the individual learner, the learning environment, the context of the e-learning implementation, the technological environment, and the pedagogics involved in the e-learning implementation [9].

Before starting an e-learning implementation, the objectives and expected outcomes of the intervention should be clearly defined. On an individual level, a needs assessment can provide valuable insights for implementation regarding the content, e-learning design, and technological equipment. This would answer questions about what content the learners expect and what content can be offered. Materials should be targeted at the learner, consider cultural context, and align with national health strategies and guidelines. To develop learning materials, the input and active involvement of medical staff is needed, which constitute a bottleneck because e-learning often aims to bridge the lack of medical teachers. Hence, a strong commitment to a substantial initial investment in medical e-learning is required from medical teachers, institutional administration, and governing bodies [8]. Without convincing and contextual contents, medical e-learning remains a skeleton without meaningful outcomes.

Another important aspect is how the medical e-learning content should be designed and how learners and teachers can best use the e-learning materials. For content design, the users’ needs should be evaluated and a pedagogical e-learning strategy according to the curriculum should be established. Current learning-management systems such as the popular and open-source software Moodle [10] already offer a pedagogical framework that can be assembled to local needs and standards. The content should follow a standard model such as SCORM (shareable content object reference model) [11] to ensure compatibility with other software platforms and enable potential sharing of content. Pros and cons of what technology is best to employ should be carefully balanced within the given setting, especially with regard to the users (learners and teachers), support services (information and communication technology staff), and technological sustainability including long-term maintenance options and technological utility in the given low-resource setting. Are the users able to use the device without too much effort? Can the technological device be repaired in a low-resource setting? Is the technological device fit for the environment? It may be necessary to provide technical devices to learners and teachers to ensure equal access to medical e-learning. Is access mainly online or offline? Should the e-learning platform be provided via a local server or a rented service? Who can maintain and update the technological infrastructure? The answers to these questions should guide the selection of technical devices and services. Financial planning also needs to consider reoccurring costs for technical equipment, ICT training domain-name registration, and data safety and confidentiality.

One remedy against pilottitis could be the technology itself. For example, an online database similar to a clinical trial registry could be established, by which eHealth and e-learning interventions for sub-Saharan Africa (or even globally) are...
centrally registered. This database could provide transparency to the current black box of eHealth and medical e-learning interventions. Potentially, existing institutions and efforts, for example, the Broadband Commission for Sustainable Development or the World Health Organization as part of the Global Observatory for eHealth, could provide frameworks and potentially, resources to host, maintain, and develop such an eHealth and medical e-learning database. This would ease collaboration, planning, and priority setting on national and international levels. The most-effective interventions among ongoing interventions could then be implemented where they are needed the most. Parameters such as the type of technology used for the intervention as well as evaluation methods and measured outcomes could be integrated into the database, thus supporting the advancement of standard evaluation methods for medical e-learning. This database could be a point of entry for new stakeholders as well as inform policymakers and regulatory bodies. National policies should support medical e-learning interventions and provide the necessary framework for structured growth of e-learning initiatives.

The Alpha and Omega of E-Learning: Evaluation

Many published medical e-learning evaluations have low-quality scientific standards [12] and often report their results in a narrative manner [12-14] without following a reporting standard for either qualitative or quantitative evaluation. The majority of e-learning interventions rely on self-designed evaluation designs that are rarely validated. Subjective evidence generally focuses solely on the individual learners, such as learner satisfaction or other user-perceived parameters (eg, learner opinion). Studies that only incorporate the individual learner in their evaluation are restricted in their insight into the intervention outcome. Consequently, a tailored adaptation to the learners’ actual needs and requirements is difficult to achieve. Another limitation of this approach is that evidence from published medical e-learning studies cannot be used for comparison to other e-learning studies [12-14] and lessons that may have been learned from comparison are lost. Publications have tackled e-learning evaluation concepts and models [15-17] by emphasizing the need to comprehensively evaluate all levels of an e-learning intervention—from the learner to the institutional and governmental contexts. However, the heterogeneity of studies and the prominence of subjective evidence has led to a continued lack of sound scientific evidence on the effect of e-learning in medical education in low-resource countries. Therefore, a comprehensive evaluation of medical e-learning interventions is needed to generate causal evidence. The reasons for the predominance of trial and error pilots and the prevalence of “homemade” e-learning evaluations remain unclear. Resources to guide implementation and evaluation of e-learning interventions are plenty. Although fully randomized controlled trials might be difficult to conduct in regulated systems such as medical education, other causal research designs can and should be employed. Many methods like the objective structured clinical examinations or standardized multiple-choice tests are available for skill and knowledge testing. Prevalent models in e-learning for questionnaires include the technology acceptance models (TAM1 and TAM2) for assessing technology acceptance, the unified theory of acceptance and use, and the system usability scale for usability.

The CONSORT (Consolidated Standards of Reporting Trials) statement and NOS-E (Newcastle-Ottawa Scale for Education) include standards for reporting and assessing study quality. The primary objective for most interventions is to employ e-learning to strengthen medical education and provide good-quality education. Therefore, the implementation and evolution of e-learning should target these objectives and produce evidence that allows for causal conclusions.

Future Work

In our opinion, a fundamental requirement of e-learning for medical education should be systematic, especially with regard to planning, implementation, and evaluation. Adherence to a general and standard implementation and evaluation framework that can be further refined for the local setting and employment of more causal research designs could improve sustainability and the quality of evidence. However, e-learning for medical education in low-resource countries still requires evidence to prove equivalence or even superiority to analogue and traditional educational approaches. A clear strategy for adapted implementation and integration as well as the understanding that e-learning is not a cure for all, but rather a valuable tool requiring a strong commitment and significant upfront investment with continued support, is necessary. In particular, a definition of new roles and potentially, the creation of new staff positions are needed. To move forward with this new structure, political will is essential for establishing national and regional strategies. Thus, international partnerships may provide a strong foundation of resources for initial setup. Alongside the digital educational infrastructure with e-learning for medical education in low-resource countries, health systems can be structurally and substantially strengthened with eHealth initiatives.

Conclusions

E-learning for medical education in low-resource countries is in a disorganized state, with many pilot projects that are not scaled up. Therefore, the potential of e-learning, especially for medical education, remains underutilized. Making technology available is not sufficient nor does it do justice to the many potential general and medical students who need quality education in sub-Saharan Africa. We are not suggesting that e-learning is the magic bullet to solve existing problems with medical training in resource-limited settings with a lack of health workers and qualified medical educators. However, we see e-learning as an important and potent component with a potential that remains mostly underexploited to date in these settings. Therefore, we propose a concerted effort to unfold and enhance the effectiveness of e-learning as an educational tool to increase the quantity and quality of medical education programs. We suggest (1) a topic-specific database that registers all e-learning and eHealth interventions similar to clinical trial registers, (2) a standardized and widely employed framework for the evaluation of e-learning programs, and (3) structured programs...
that incorporate e-learning within and between medical teaching institutions and accreditation bodies. E-learning for medical education is not a self-runner: It requires significant upfront investment in content, training, and technology as well as the acknowledgment of recurring costs that will potentially be paid off only at a later stage [8]. For low-resource countries struggling to increase the number of health workers, medical e-learning may be able to accelerate progress by skipping many previous developmental steps taken by high-income countries in the past. Available technology, including software and hardware, has the potential to fundamentally change and shape health systems, the quality of health education, and subsequently, the quality and quantity of health care delivery and access. Stakeholders need to focus on formulating and promoting standard frameworks for implementation and evaluation [16]. Health is about people and so is medical e-learning. We need to emphasize that education is at the core of strengthening health systems as education enhances the performance of health systems, so that they can meet the needs of patients and populations equitably and efficiently.
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Abstract
Numerous reviews and meta-analyses have indicated the enormous potential of technology to improve the appeal, effectiveness, cost, and reach of mental health interventions. However, the promise of digital mental health interventions for youth has not yet been realized. Significant challenges have been repeatedly identified, including engagement, fidelity, and the lack of personalization. We introduce the main tenets of design thinking and explain how they can specifically address these challenges, with an entirely new toolbox of mindsets and practices. In addition, we provide examples of a new wave of digital interventions to demonstrate the applicability of design thinking to a wide range of intervention goals. In the future, it will be critical for scientists and clinicians to implement their scientific standards, methods, and review outlets to evaluate the contribution of design thinking to the next iteration of digital mental health interventions for youth.

(J Med Internet Res 2019;21(1):e11528) doi:10.2196/11528
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Background
The prevalence of mental health problems has significantly increased among children (aged 5-10 years) and adolescents (aged 10-24 years [1]) [2-5], and the current prevalence rate of mental disorders is estimated to be 13.4% [2-5]. According to the latest update from the World Health Organization [6], half of all mental health disorders in adulthood start by the age of 14 years and three-quarters, by the mid-20s. As a result of the increasing overall prevalence rates, increases in the rates of mental health concerns for young people specifically [1], and a constant number of available treatments over time, 64%-87% of mental health issues in young people are undetected and untreated [6,7-9].

The rapid growth of technological innovations has been welcomed as an unprecedented opportunity to address the increasing gap between demand and supply of mental health services by many in the mental health research and practice communities [10,11]. Several reviews have indicated the enormous potential of technology to improve the effectiveness, efficiency, cost, reach, personalization, and appeal of mental health interventions [12-16]. Under the rubric of "e-mental health," such advantages are proposed to rely on the ubiquitous role of interactive media in the daily lives of young people [17]. However, the effectiveness of digital technology in reducing the burden of mental health at a population level is progressing slowly at best [18-21]. It remains uncertain whether the hype and promise of e-mental health solutions will actually be realized [15,22].

In the current paper, we summarize and critique the available evidence on the efficacy of digital interventions for young people, with a focus on those targeting anxiety and depression (treatment and indicated prevention). There are many excellent reviews and meta-analyses summarizing the efficacy of digital interventions in the literature; this viewpoint does not attempt to do the same. Instead, we briefly summarize the evidence indicating poor outcomes, especially for youth. We have only included effects based on postintervention measurements.
because most meta-analyses did not have the power to reliably conclude the effects on follow-up measurements. Thereafter, we outline an altogether new approach that has the potential to dramatically improve digital tools for youth mental health by using principles from the discipline of design. Design thinking (DT) is usually considered outside the purview of scientific research; however, we argue that this cross-disciplinary approach may be key to galvanizing progress. Three tenets of DT are introduced here, and preliminary empirical evidence from our own laboratory demonstrates both the opportunities and challenges of this new approach. Finally, as this design framework is new in the mental health arena, we end this paper with recommendations for systematic programs of research that directly test its impact on effectiveness and its implications for implementation.

Outcome Research on Digital Mental Health Interventions

The widespread availability of digital technology has led to a proliferation of digital mental health (DMH) interventions. A substantial part of DMH approaches target depression and anxiety and are based on cognitive behavioral therapy (CBT), originally developed several decades ago for face-to-face treatment and adjusted for self-help books and manuals [12]; we focus our review and recommendations on this class of DMH interventions. There is also a growing body of promising research on virtual reality interventions, especially in the clinical context [23], but it is not directly relevant to our current purposes.

Overall, the efficacy of DMH programs for depressed and anxious adults has been established by over 100 studies [12]. Based on the latest meta-analysis for anxiety disorders among adults [16], guided DMH interventions are more effective than waiting list, attention, information, or online discussion groups. For depression [24], DMH interventions were favored over waiting lists only. There are limited data available to compare DMH interventions and active treatment or placebo control groups; however, the available data suggest that DMH interventions are more effective than other interventions (with smaller effect sizes than those of a waiting list). Other studies also suggest that guided DMH interventions do as well as active treatment control groups (ie, face-to-face CBT) for anxiety [16] and depression [13].

There is still considerable variability in the outcomes, and the inclusion (or exclusion) of human guidance could be one of the key factors that explain this variance. The influence of human guidance on DMH interventions for adult anxiety and depression is still debated [25,26]. Some meta-analyses report equal effects of guided and unguided DMH interventions for anxiety [16] (but with very low-quality evidence) and depression [24], whereas other studies have shown that guided DMH interventions outperform unguided interventions [27-29]. Based on a recent meta-analysis on depression symptoms [30], unguided DMH interventions are more effective than waiting list, attention placebo, no treatment, or treatment as usual; however, its effect is much smaller than that of guided DMH interventions. Importantly, Ebert and Baumeister [25] argue that these meta-analyses are solely based on randomized controlled trials (RCTs), which require a high level of commitment and adherence from patients, unlike the conditions in routine clinical care. It is likely that the reported effect sizes of unguided DMH interventions under laboratory settings are overestimated for their potential in routine clinical care. Thus, despite optimism about the potential of DMH tools as standalone interventions for adults, human involvement in its delivery and monitoring seems to be an important mediator of success for routine clinical care outside the laboratory.

The results are less optimistic for the comparably smaller body of evidence available for children and adolescents. Based on the most recent meta-review by Hollis and colleagues [15], overall effect sizes for youth are moderate to large for anxiety disorders and small to moderate for depression disorders when DMH approaches are compared to a waitlist group. However, analyses comparing DMH interventions for both anxiety and depression with active nontherapeutic controls have generally failed to show superiority of DMH interventions [31,32]. Noninferiority trials comparing DMH interventions to face-to-face CBT in order to determine whether a new intervention is therapeutically similar to an existing effective treatment [33] showed that most DMH approaches were as effective as face-to-face CBT [31,34-36]. In contrast, Pennant and colleagues [32] showed that face-to-face CBT was more effective than DMH interventions. Thus, although the available evidence is not yet conclusive for youth-focused studies, some human guidance seems to be important for the effects on anxiety and depression.

The role of human guidance in youth-focused studies is difficult to ascertain, as the level of human support is poorly specified across trials [15]. However, one of the most recent studies [37] reported that the interventions in their meta-analysis that favored the DMH intervention group included face-to-face guidance, monitoring of engagement, or follow-up telephone calls by teachers and health professionals. Importantly, the quality of the youth-focused studies for DMH programs is generally low to moderate, which is most often a result of methodological flaws such as intervention heterogeneity in terms of content, dose, settings, or quality [15,38]. Furthermore, problems such as insufficient search processes of the literature, small sample sizes, differences at baseline in study samples, and publication bias play important roles in the quality of these studies [32,39]. In summary, there is reasonable support for the role of DMH tools in improving anxiety and depression problems in adults, but there are fewer promising results for children and adolescents. In youth-focused research, poor overall outcomes, heterogeneity of results, and poor quality of many studies prevent definitive conclusions.

Limitations of DMH Interventions for Youth

Despite some promise, there is growing consensus about the limitations of DMH approaches, with almost every meta-analysis and systematic review (both with adult and youth samples) highlighting the same problems. First, high attrition rates and low adherence to protocols are consistently problematic,
especially in unguided interventions [30,37,39,40] as compared to guided DMH interventions [37,41]. Considering only unguided digital interventions, a meta-analytic study by Karyotaki and colleagues [42] showed that almost 70% of participants dropped out before completing 75% of the intervention. Attrition and low adherence are even bigger challenges among children and adolescents; the younger the participant sample, the greater the dropout rate [37,42]. Valimäki and colleagues [37] showed that young people (between the ages of 10 and 24 years) in the digital intervention groups (most often, guided DMH interventions) left the study earlier than the control group participants. Thus, the use of guided digital interventions seems to be the best solution; however, the need for therapists compromises the often espoused advantage of DMH interventions—their scalability (ie, easily deployed across the globe to populations with different economic and ethnic backgrounds [15]).

Most importantly, DMH tools do not remotely approximate the level of attractiveness and interactivity to which young “digital natives” have grown accustomed [17,32,43]. In the first generation of DMH tools, most researchers and intervention scientists seem to have assumed that moving content online and providing youth the agency to navigate this content at their own pace and in their own context makes the content more engaging than that in conventional treatment approaches. However, in a vast majority of cases, the content of DMH interventions is not significantly changed from the manuals from which they were derived. In the understandable and commendable effort to remain “evidence-based,” most DMH interventions for youth are a little-more-than modified and uploaded CBT manuals and workbooks (eg, MoodGym, Cool Kids, Camp Cope-a-lot, and BRAVE; for a review discussing the evidence base of these DMH interventions, see [32,44]). It is likely that the digital incarnations of these CBT interventions are rendered even less engaging than their original format because they are less flexible and personalized. No therapist is available to maintain motivation for change, build trust and hope, and sensitively tailor the treatment to personal idiosyncrasies.

Many DMH interventions are based on a one-size-fits-all approach (eg, a linear progression with content released to all participants using time-based rules [44]), which has its advantages because it is systematic, but remains problematic because of its perceived inflexibility [45]. Young people, in particular, value self-reliance and control when accessing digital products [46] or mental health services [47], and current DMH interventions are often perceived as impersonal and unresponsive to their individual needs [15,43]. In addition, DMH interventions are content focused (ie, CBT techniques) and not user focused (ie, they are not designed around how and when young people prefer to engage with digital experiences) [48], resulting in a large disconnect between the world in which youth live and the content and style of DMH interventions. For the current and upcoming generation of youth who play video games and socialize online daily, the norm is digital experiences that are exquisitely designed to adjust to the pace, content preferences, and skill levels of their users [49]. Personalization is consistently mentioned as one of the biggest advantages of digital solutions, but personalization, dynamic adjustment, and tailoring have not been realized with DMH tools thus far [15,43,50].

The cognitive load of DMH programs seems to be an additional limitation especially for young people. Many e-mental health programs are overly pedantic, didactic, and cognitively focused [44], thereby potentially overloading children and youth who find this approach too difficult and inaccessible [51]. Homework assignments pose an additional problem, as they rely on the abilities of the child or adolescent to practice the CBT-based exercises and learn accordingly. Youth very often fail to adequately follow through on these offline homework assignments, because they simply do not understand them well enough to practice or are not motivated to do so [35,39]. The same practice and homework problems can arise in conventional CBT; of course, but in face-to-face treatments, therapists are present to motivate, encourage, answer questions, and keep clients accountable [12].

At this point, an important caveat is in order: We are by no means advocating exclusion of therapists, coaches, and teachers altogether, especially in serious, chronic mental health cases among youth. Our best outcomes for serious clinical youth cases may come from combining face-to-face interactions with digital intervention “homework,” in which young people practice the lessons they have learned in the comfort of their own home or on mobile devices embedded in their everyday lives (eg, “blended” approaches [52]). However, this digital homework still requires attention to be paid to the factors that motivate and engage users. For less severe mental health cases, DMH programs may serve as stand-alone interventions preventing at-risk youth from symptom aggravation.

In summary, a convincing set of reviews and meta-analyses suggest that the promises of digital solutions, especially those targeted at youth, have not yet been realized [11,12,37]. Specifically, the benefits of DMH interventions, including increased engagement and motivation, fidelity to intervention protocols, and opportunities for personalization [12,48,50,53], remain largely unrealized. Perhaps unsurprisingly, all the reviews we have summarized end with general recommendations for reflection and reform, urging future efforts to take engagement, retention, and fidelity more seriously. However, these critical reflections consistently stop at that point, providing no concrete, actionable solutions to address the limitations they revealed [54-57]. In the rest of this viewpoint, we elaborate on a set of guiding principles and concrete strategies to potentially address this impasse.

**Design Thinking: Novel Recommendations and Proposed Solutions**

In the following section, we outline a design framework that has helped us reimagine the development of DMH solutions for children and adolescents. Our approach started by identifying the limitations of past DMH interventions for youth and attempting to directly address each of them. A major step toward such solutions derives from our work with applied video games for mental health. We previously provided a detailed empirical
Defining Design Thinking

Before defining DT, it is important to understand that this approach is not simply about making products or services more attractive, pretty, or graphically sophisticated. It often involves some degree of esthetic improvement, but fundamentally, DT is both a mindset and a set of practices that are solution based. The business community as well as the healthcare, transportation, and creative industries have benefited enormously from the adoption of DT [56,66-70]. Compared to scientific practices in which data are “objective,” observable facts that are tested against a priori hypotheses, DT is a fundamentally subjective practice that focuses on discovering the emotional needs of users, their idiosyncratic contexts, their motivational concerns, and other related entities. DT aims to build a practical product or service that serves a very specific need.

We do not suggest that DT is enough as a stand-alone practice to address the concerns we have listed about DMH interventions for youth. However, combined with rigorous scientific standards and methodologies, this cross-disciplinary approach holds a great deal of promise. There are three core tenets of DT [67,68]: Empathy, which is a human-centered approach that keeps the emotional, motivational, and functional needs of users at the center of the development process; Multidisciplinary Ideation, which involves solutions generated by cross-disciplinary teamwork and collaboration; and Experimentation, which is the practice of rapid prototyping and iteratively testing products or services with target users during, rather than after, the development phase. These terms have varied meanings in psychology, psychiatry, and clinical practice, but have very specific meanings in the discipline of design, as elaborated in the next section.

Empathy

At its core, empathy-based design is a human-centered approach that answers the question “who is it for?” rather than “what does the product look like and contain?” Empathy seems like a fuzzy, unscientific lens through which evidence-based practice is considered, but it is the most crucial and, perhaps, least understood or integrated practice in the development of digital interventions. Empathy-driven design seeks to optimize user engagement, immersion, and motivation and as such, it has the potential to address key limitations of conventional DMH approaches (ie, high attrition, low adherence, and cognitive load). Instead of starting with the common premise, “we’re going to design an app that does X,” empathic design begins with “we’re going to solve X for a specific population” and thus helps developers expand beyond the exclusive content focus of DMH programs (eg, CBT techniques) toward user concerns (eg, a young person’s preferences and digital habits).

Beyond understanding the demographics, personalities, and preferences of individuals, empathic design keeps the whole end-to-end user experience in mind. Applied to youth mental health, user experience can be conceptualized according to these questions: (1) How are young people going to find an intervention, game, or service? (2) When they find it, does that digital ecosystem motivate them to keep discovering more, or does it shut them down? (c) Are there positive expectations for change embedded in a growth mindset? [71,72] (3) How long after they purchase or freely download the product, service, or game will it provide feedback about progress, and how will that make users feel? (4) Can they share it with like-minded peers and concerned adults? (5) Will it be updated with new content to keep them interested over longer periods? (6) When the experience ends, is there a feeling of mastery?

An empathy-driven approach also includes participatory design: We not only design for young people but with them as well and do so from the start of the design process. As digital natives [73], young people are using interactive media and technology almost from birth [17] and on a daily basis. By the time they engage with any particular DMH product, they have grown accustomed to interacting with highly engaging, sophisticated, and immersive contexts. If digital interventions are to stand a chance of improving the mental health of youth in the coming decades, they will need to be designed to stimulate and retain users’ attention. The first step towards ensuring that this will happen is to invite these users to co-develop products aimed at their cohort. Several other researchers have suggested the importance of recruiting young people in the development process. This practice has been referred to as participatory design, participatory research, codesign, and user-centered design [43,62,63,74,75]. However, in the mental health context, this process often amounts to professionals asking youth about the products they have already designed, with little time or money allocated to the suggested changes that emerge through the process [74,76,77].

We argue that, in the mental health fields, the greatest barrier to adopting a participatory approach, is the implicit paternalistic mindset that may have become ingrained in many academics and practitioners. Mental health researchers and clinicians often assume that young people, especially those who are emotionally vulnerable, do not know when they are suffering and are incapable of asking for the kind of help they need [7,78,79]. However, most youth with anxious and depressive symptoms are well aware of their vulnerabilities and struggles [80]. The key barrier to improving outcomes for these youth is not their own ignorance of whether they need help or even the kind of...
help they need, but their ability to find the resources and services that will support and train them in a way that speaks to their preferences and modes of learning [78,80,81]. By recruiting youth with mental health challenges from the outset of the design process in order to teach us how they interact and seek information online, we have a better chance of designing interventions that will find initially engaging, will retain their attention, and will ultimately be viewed as relevant to their needs [46].

In our work, we have taken on this empathy-driven, participatory approach to fundamentally change our starting point in applied game design. Participatory design starts very early, even before any programming of intervention games has begun, by using paper prototyping methods, interviews, and focus groups. Traditionally, this user-research phase is rushed through to reach the “real science.” However, we argue that the scientific outcomes we seek to enhance will not be realized unless empathic, participatory methods are placed at the forefront of our process.

A specific example from our laboratory may be useful to clarify the advantages of using an empathy-driven approach for digital intervention design. In this project, we aimed to design and test a game to help young people quit smoking. Although this game did not directly target mental health, the example is illustrative of the principles and practices that are entirely relevant to mental health applications and useful for clarifying the practices we previously described in the Empathy section. This example is especially relevant to mental health, as the design of this applied game capitalizes on the social peer structure of youth. We tried to increase motivation, commitment, and engagement through game-based experiences that were fundamentally interactive and brought them together with like-minded peers. These social processes are equally important in the design of interventions for anxious and depressed youth, as social ties play a beneficial role in maintaining psychological well-being and mental health [82,83].

Before designing this applied game, we invited young people who smoke to talk specifically about their smoking experiences and how they feel about quitting. Past research on smoking cessation claims that because young people have only just started smoking, they are not motivated to quit [84]. Thus, psychoeducational programs that outline the negative consequences of smoking are the most common intervention approach: skill training based on CBT techniques and motivational interviewing are traditionally employed as well [85-87]. However, none of these interventions have been successful [85,87].

We used a different approach by using structured tools from DT with young people who smoke (eg, card-sort tasks, screen-shot photos of youths’ own phones, and interview protocols; d-school resources [88]). The insights we reviewed were all gained from qualitative interviews with young smokers that were part of unpublished user research with early versions of the game. Our aim was to discover previously misunderstood or overlooked factors that could contribute to designing an end-to-end intervention experience that would effectively help youth quit smoking. We learned that contrary to common assumptions, youth are well aware of the negative consequences of smoking and are often motivated to quit [89-91]. Despite their motivation to quit, they did not know where to look for help; there are no evidence-based interventions available thus far for young people attempting to quit [85,87]. They explained their feelings of inferiority and anxiety that accompany failed attempts to quit. Considering the stigma associated with smoking, they resist asking for help with their addictive vulnerabilities, at least from adults. They are aware that they are struggling and some seek help online anonymously. However, the advice they receive online is perceived as didactic, outdated, and boring.

Instead of focusing on the unhealthy and harmful outcomes of smoking, an empathy-driven lens led us to delve deeper into the emotional and social contexts from which smoking behaviors emerge. We attempted to understand what smoking meant to these young people, how it served important needs, and where they felt that smoking blocked their goals. We discovered that there was a great deal of variability in terms of where and when young people chose to smoke, suggesting the importance of tailoring a DMH intervention to these individual preferences. We also learned that smoking served several functions: to cope with stress; to overcome boredom during the day (eg, waiting for the bus); and crucially, to socialize with friends during breaks. These functional and motivational accounts of young smokers served as the essential scaffold on which we based other evidence-based practices, such as inhibition training [92].

From these empathy-focused conversations, we designed an intervention to serve as a functional replacement for the smoking habit. We developed the game as a “casual runner,” a genre that lends itself to short bursts of intensely engaging gameplay (ie, 3-5 minutes per session, which is the approximate time taken to overcome a craving moment or smoke a cigarette). To address the problems with the one-size-fits-all approach, we ensured that the game could be played during individualized moments of high craving or boredom. We designed tailored prompts that reminded users to play at instances when they reported experiencing high levels of craving. To enhance relevance in youths’ everyday lives, the game is played on mobile devices, so that young people had access to it whenever they might want to smoke. Figure 1 presents screenshots and a leaderboard example.

We learned how important it was to bring their peer network into the intervention context. We brought them together with like-minded peers who smoked but were motivated to quit through cooperative (and competitive) team-based gameplay that mimicked other online social games with which they were already familiar. Through the cooperative team-based design, youth could learn that there were many like-minded peers that experience the same problems they do, and they could playfully apply “friendly” peer pressure to encourage each other to play the game, which implicitly indicated that they were all quitting together. The competitive elements helped them stay motivated and focused on quitting without resorting to didactic or stigmatizing scare tactics.
RCTs to test the efficacy of this new approach and whether the specific design elements mediate efficacy are underway. We do not have these data yet. However, our main aim of elaborating this example was to provide concrete instantiations of design decisions that would not have otherwise emerged without an empathy-based DT approach.

**Multidisciplinary Ideation**

DT places immense value on cross- and interdiscipline collaborations with the conviction that true innovation can only arise through a multiplicity of perspectives. A crucial part of DT practices is the generation of a large set of ideas without evaluating the veracity of those ideas in the initial phases and simply collecting the broadest range possible. This approach is in stark contrast to the approach most scientists take, starting from a place of established principles and evidence-based techniques. Although we strongly believe that scientific principles and practices should form the basis of DMH interventions, the potential for new opportunities to engage and retain young people’s attention and time may stem from allowing teams to creatively explore options outside of these empirically established methods. Such exploration is much more likely to yield genuinely novel design possibilities when diverse perspectives are encouraged and then culled via scientific constraints.

We suggest a wide multidisciplinary approach to use DT practices for the development of immersive digital products for young people’s mental health. For example, in our work, we cultivate collaborations among developmental psychologists, neuroscientists, veteran game developers who have extensive experience in the commercial game industry, programmers, and artists, all of whom need to learn each other’s domain-specific language and codevelop a set of shared terms and goals. For the DT methods to work, it is important to invite stakeholders such as teachers, clinicians, physicians, parents, and children themselves to be a part of the codesign process. Through this approach, we can integrate empirically validated principles of clinical change with evocative art and design to render user experiences that are enriching, engaging, and “sticky” enough to bring young people back for more.

The application of the DT framework to DMH interventions requires ideation from more than designers, artists, and mental health professionals. Programmers and formally trained engineers are also crucial partners. Most often, technology and technical requirements are ignored by social scientists. However, early and frequent collaborations with engineers during the early design and evaluation stages are critical, because this is when the back-end, data-acquisition system can be seamlessly integrated with the front-end user interface. This back-end architecture can prove incredibly useful for researchers and clinicians alike. For example, strong, effectively designed data-acquisition systems can be designed to automatically calculate and quantify real-time in-game (or in-app) play or usage behavior. Information about what parts users interacted with, how long they engaged, in what areas they lingered longest, how quickly they acquired skills, and other such parameters can serve as powerful analytic tools for the researcher and clinician. Thus, engineers who can build analytic, noninvasive systems can address some of the most pernicious limitations of conventional DMH interventions: participant and client accountability, fidelity, and tracking. In addition, technical experts need to be involved beyond the development and efficacy testing in order to update software continuously (to keep it current and more engaging) and ensure compatibility with changing technology ecosystems (eg, new operating systems and various platforms such as phones, watches, and tablets).

**Experimentation**

“Design thinking is a misnomer; it is more about doing than thinking.” [88]. It seems peculiar to explain experimentation to researchers, but in the context of DT, the meaning of experimentation is different from applying a scientific method in a controlled environment in which one, or very few, factors are manipulated to test a hypothesis. Experimentation in DT refers to a set of processes and practices built around prototyping. A prototype is a simplified version of a product,
or part of a product, that is created in minimal time and at minimal cost. It is used to test the validity of ideas or design assumptions as rapidly and cheaply as possible. Designers often emphasize the massive advantages of “just doing” (ie, acting out ideas to test their utility before a great amount has been invested in a product or service). In the case of DMH interventions, this prototyping phase is often skipped or applied at such a late stage that only little adjustment is feasible.

Prototyping takes various forms (eg, paper-and-pencil games, whiteboards with sticky notes that depict the flow of a digital experience, storyboards that illustrate the “beats” of a user’s end-to-end experience, and presentation mock ups to click through to get the feel of a tool). All these forms are concrete, tangible artifacts that allow hands-on experience and evaluation before any programming starts and are usually applied iteratively with a small number of target users. Importantly, prototyping is not meant to replace scientifically rigorous experiments or clinical trials; rather, it addresses specific design questions. The results of prototyping iteratively and rapidly are action-based insights about the feel and usability of a product. Often, what emerge are “creative serendipity” and unanticipated insights.

One of the most important lessons we have learned is that throughout the experimentation process (prototyping and later phases), it is crucial to separate and synchronize the goals related to the digital tool versus the intervention. We have studied game design, in particular, and we will focus on that domain for articulating our points, but the same principles apply to any interactive app, dynamic website, or other digital media form. The timelines for game development and intervention development run in parallel (Figure 2). Importantly, these streams iteratively influence one another over time. Each domain has its own set of testing principles and practices that are to be applied differentially at each phase.

For example, early in the prototyping phase, two sets of goals are evaluated in parallel (Figure 3). On the game-development level, we evaluate whether the game’s mechanics (ie, “verbs” of the game) actually work as they were designed (what players actually do to move through the game towards specified goals; this could also be navigation procedures for a website or app). At this early stage, we test whether players proceed through the intended pathways. Do they know what to do to solve a puzzle? Do the controls feel natural? Concomitantly, on the intervention-development level, this phase is often referred to as piloting and can include tests of whether the game elicits the emotional responses intended. Is the cognitive load overwhelming (a barrier with conventional digital interventions for youth)? Do players respond with reactance (ie, backlash or negative affect experienced in response to unsolicited advice)? Do they experience the game as didactic or pedantic and quickly turn it off?

Figure 3 also shows the relation between the scope of data collection (eg, sample size), the timing of evaluations, and the different foci and products over the course of the development process. All the prototyping and testing discussed so far fall under Box A in Figure 3. An example from our laboratory with an applied game that has undergone most of the phases in Figure 3 is presented next.

**Example: MindLight, an Anxiety-Prevention Game for Children**

During the development of MindLight, a game designed to decrease anxiety symptoms in children, a great deal of prototyping was performed to address the two streams of design goals. For example, the game relied largely on exposure techniques to train anxious children to practice facing fears while using relaxation methods. The artists on the project drew several versions of the monsters in the game (Figure 4), given the importance of these figures for triggering fear, and tested whether children would approach them after a certain period of hesitation (game-development goal; Figure 3). The psychologists on the project tested children’s fear responses and appraisals of control to overcome their fear of each of these creatures (intervention-development goal). Contrary to the expectations, most children found the one-eyed monsters humorous and “cute.” Thus, we chose to use a two-eyed creatures instead, to ensure we triggered the fearful responses essential for exposure techniques to work at the intervention level.

Another example of a game mechanic that needed repeated prototyping was neurofeedback. We designed the game so that the calmer children felt while using relaxation techniques during exposure to fearful events (measured by a one-channel electroencephalography system [93,94]), the brighter the light in the game would shine; the more anxious the child felt, the more the light dimmed. A sensitively tuned threshold for when the light would turn on had to be established: players needed to feel motivated when it was dark to practice relaxation skills and maintain motivation to regain their calm, but they could not be so afraid or frustrated that they quit early. Pilot studies helped us identify this threshold as well as a reasonable pace of increasing the threshold over the course of the game while maintaining challenge and engagement.

After several iterations to tweak the dynamic adjustment and reward system, a redesigned beta version (full game coded with 8 hours of gameplay) was used in a series of RCTs. During this phase (D in Figure 3), the main intervention goals were to use rigorous experimental designs to test the game’s impact on children’s anxiety symptoms. Results from four RCTs were reassuring: The data consistently showed significant decreases in children’s anxiety symptoms, with two of the studies showing similar improvements as active control [94] and treatment-as-usual [95] studies and two studies showing improvements equivalent to cognitive-behavioral interventions [93,96], even after long-term follow-up [93].

At the same time, we tested critical elements at the game-development level, including replay ability, engagement, and the likeliness that children would recommend the game to others. Data showed that children were equally likely to recommend MindLight to a friend as one of the most popular commercial games for this age group [94], and they consistently rated the game as fun and engaging [93], suggesting that our prototyping phase was successful. Mediation studies were also performed to examine whether the training mechanics that were designed based on evidence-based techniques (eg, exposure and light-based neurofeedback) were the action mechanisms that explained outcomes and determine if the results confirmed our
hypotheses [97]. As expected, children reported feeling fearful of the monsters in the game (ie, exposure worked). More importantly, increases in children’s capacity to shine their “mindlight” (the light indicating relaxation measured with neurofeedback) across game sessions predicted reductions in anxiety symptoms 3 months later.

Figure 2. Separate but interactive development timelines for game and intervention goals, with more frequent testing and iterative prototyping at the start of the process than at the end.

Figure 3. Interaction of the timeline and scope of game development with intervention development. RCT: randomized controlled trial.
We presented MindLight in this paper as an example to illustrate how the framework in Figure 3 can be concretely applied to the development and research of a digital intervention tool for mental health. We also attempted to highlight how the DT framework was integral to developing an effective digital anxiety intervention tool that was eagerly played by children repeatedly. Importantly, this framework should be applicable to a wide range of digital interventions and is certainly not restricted to applied game development.

**Implementation Considerations**

The last stage of Figure 3 is the implementation phase with the “gold release” version of the DMH product, adjusted with insights from the RCTs and mediation studies and polished for distribution purposes. Related to the second DT tenet, rolling out DMH interventions requires a multidisciplinary effort [98]. For digital tools, in particular, we may need to engage more people than stakeholders and policy makers and consider the unique expertise of marketing experts, business leaders, and technical support teams. There are crucial issues to be considered with commercially oriented partners (eg, scientific integrity and conflicts of interest), but if scalability and broad impact are the aims, marketing and business experts may be key to developing optimal models of service delivery. In this final stage, at the game-development level, it is important to consider whether young people discover the games we develop on their own through their own online search initiatives; whether they are interested in engaging with our content; whether we can retain that attention and motivate them to practice skills; and the extent to which they share these DMH programs with peers and family that might benefit similarly from them. On the intervention-development level, implementation tests may need to go beyond RCTs. Current technologies rapidly change in a few years, and there is no reason to believe this rate of change will slow down. In the midst of this rapidly shifting technological landscape, the traditional research designs that require interventions to remain stable across many years may be less practical, useful, and feasible [48,99,100]. Researchers are reconceptualizing the scientific framework, methodology, and implementation strategies that might better suit implementation and outcome studies in the DMH context [48,99,100]. DT and its evaluation practices, with their focus on qualitative and participatory studies, seem to have some useful recommendations in this regard.

**Conclusions**

Several reviews have indicated the enormous potential of technology to improve effectiveness, efficiency, cost, reach, personalization, and appeal of mental health interventions for young people. However, significant challenges including engagement, retention, fidelity, lack of personalization, and cognitive load continue to hinder progress in this field. Thus far, all meta-analyses and reviews have highlighted these barriers but have not offered any avenues for actionable solutions [54-56]. We introduced three tenets of DT—empathy, multidisciplinary ideation, and experimentation—and showed how these mindsets and practices can inform the development of future digital interventions. We also provided concrete examples from our work to demonstrate how this new approach can be implemented for young people and provided some preliminary evidence that it can improve outcomes and have an impact on engagement. Ultimately, we argued that integrating DT mindsets and practices with conventional scientific approaches is a promising avenue through which digital tools can address youth mental health. However, we are only at the beginning of merging design and science in the mental health arena. As a discipline, design has been criticized for its lack of quality control, the absence of systems to evaluate the quality, and standardization or documentation of the various DT methods [56,101]. In the future, it will be critical for social scientists and clinical researchers who are interested in appropriating DT to use their scientific standards, methods, and review outlets to evaluate the contribution of DT.
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Viewpoint

Measuring the Implementation of Behavioral Intervention Technologies: Recharacterization of Established Outcomes

Abstract

Behavioral intervention technologies (BITs) are websites, software, mobile apps, and sensors designed to help users address or change behaviors, cognitions, and emotional states. BITs have the potential to transform health care delivery, and early research has produced promising findings of efficacy. BITs also favor new models of health care delivery and provide novel data sources for measurement. However, there are few examples of successful BIT implementation and a lack of consensus on as well as inadequate descriptions of BIT implementation measurement. The aim of this viewpoint paper is to provide an overview and characterization of implementation outcomes for the study of BIT use in routine practice settings. Eight outcomes for the evaluation of implementation have been previously described: acceptability, adoption, appropriateness, feasibility, fidelity, implementation cost, penetration, and sustainability. In a proposed recharacterization of these outcomes with respect to BIT implementation, definitions are clarified, expansions to the level of analysis are identified, and unique measurement characteristics are discussed. Differences between BIT development and implementation, an increased focus on consumer-level outcomes, the expansion of providers who support BIT use, and the blending of BITs with traditional health care services are specifically discussed. BITs have the potential to transform health care delivery. Realizing this potential, however, will hinge on high-quality research that consistently and accurately measures how well such technologies have been integrated into health services. This overview and characterization of implementation outcomes support BIT research by identifying and proposing solutions for key theoretical and practical measurement challenges.

Introduction

Behavioral Intervention Technology

A broad range of health information technologies are increasingly used in the delivery of health care to expand access, increase the effectiveness of care, and improve the productivity of health systems [1,2]. This article focuses on a subset of health information technology developed to intervene in a wide range of behavioral, psychosocial, or chronic health conditions, termed behavioral health conditions, by assisting the user to change behaviors, cognitions, and emotional states [3]. The term behavioral intervention technology (BIT) is used to refer to these interventions, although alternative terms such as eHealth, mobile health, digital treatments, and internet interventions are also used [4]. BITs are interventions delivered over computer software, internet websites, mobile apps, and wearable devices [2]. Such programs present material in varied formats, including audio,
video, text, or games. BITs may include symptom assessments, didactic lessons, passive sensing, and feedback systems that record and present a range of user activities and responses. BITs are used primarily by health care consumers but are also accessed by providers and others involved in the delivery of care. There are efficacious BITs for the treatment of most common behavioral health conditions, including depression, insomnia, substance use disorders, diabetes, and hypertension (Table 1) [5].

BITs represent an example of the move toward a more patient-centered health care system by empowering consumers to participate in their own care [1]. Some BITs provide novel data streams that providers can use to monitor patient outcomes, inform decision making, or improve care coordination. BITs may also increase access to and the convenience of care by reducing longstanding barriers such as travel, scheduling, and stigma while also potentially reducing health care costs [16-18]. Consequently, the capacity of BITs to support the so-called triple aim of health care reform (improved patient experience, population health, and costs) has spurred rapid growth in their development [19].

Nearly two decades of research on BITs has produced promising initial findings of efficacy; however, there are few examples of successful implementation and sustenance in routine practice settings [4,20]. For example, in a recent large pragmatic effectiveness trial in the United Kingdom, consumers used BITs for depression much less frequently than recommended, and the trial failed to demonstrate improvement in outcomes. However, a subsequent trial adding telephone support to BIT use did improve outcomes [21,22]. Given that use of such programs outside of research settings has been limited, there is a growing recognition that BITs will not revolutionize health care, without a better understanding of the factors associated with their implementation.

**Objectives**

In what has become a leading reference for the measurement of health service implementation, Proctor et al defined 8 outcomes for the measurement of implementation: acceptability, adoption, appropriateness, feasibility, fidelity, implementation cost, penetration, and sustainability (or sustainment) [23]. The authors called for further work to conceptualize implementation outcomes across contexts and interventions. We heed this call and argue that traditional implementation outcomes must be recharacterized in light of the unique aspects of BITs and the models of health care delivery they favor. The objective of this article is to advance and clarify the diverse outcomes used to study the implementation of BITs.

This paper both relies on previous work in the area of BIT implementation and fills gaps in that work. Prior work has discussed the use of frameworks and theories to develop and implement health information technology [24,25]. This paper provides needed guidance on measuring the implementation of such technology. Moreover, several systematic reviews have evaluated how implementation outcomes have been measured for a subset of programs aimed at specific populations or a subset of implementation outcomes such as adoption and fidelity [4,26-28]. This paper provides a discussion of the full range of implementation outcomes with respect to a full range of BITs, addressing a host of behavioral health concerns. The goal of this article is to advance the evaluation of BIT implementation, with the hope of improving future implementation efforts and identifying key factors for successful implementation. We begin with a discussion of the types of services BITs provide to frame the argument. We then discuss each of Proctor et al’s outcomes with regard to BIT implementation, followed by a discussion of measurement recommendations and future directions for BIT implementation work.

**The Continuum of Health Services Supported by Behavioral Intervention Technology**

The amount of clinical support provided to consumers using BITs has critical implications for the measurement of implementation outcomes. Some BITs are primarily consumer-facing products, designed to be used by consumers alone for care that is not directed by a health care provider (self-care or fully automated BITs, eg, MoodGYM [8,29]). Other BITs are intended to be used as a component of care that is delivered by a provider (adjunctive BITs, eg, the CBTi Coach mobile app [developed by US department of Veteran Affairs, Veterans Health Administration] as an adjunct to provider-led cognitive behavioral therapy for insomnia) [30]. As implementation research is focused on how practices are integrated into care settings, the level of provider integration with BIT use has critical implications for implementation outcome measurement. A description of the types of BITs and how they vary according to different levels of provider involvement is given in Figure 1, adapted from work by Muñoz (2017) [31].

**Table 1.** Examples of behavioral intervention technology programs.

<table>
<thead>
<tr>
<th>Behavioral intervention technologies program</th>
<th>Program objective</th>
<th>Platform</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlueStar or WellDoc</td>
<td>Diabetes management</td>
<td>Mobile</td>
<td>[6]</td>
</tr>
<tr>
<td>MoodGym</td>
<td>Depression</td>
<td>Web</td>
<td>[7,8]</td>
</tr>
<tr>
<td>Sleep Healthy Using the Internet (SHUTi)</td>
<td>Insomnia</td>
<td>Web</td>
<td>[9-11]</td>
</tr>
<tr>
<td>PTSD Coach and PE Coach</td>
<td>Posttraumatic stress disorder symptom tracking and treatment support</td>
<td>Mobile</td>
<td>[12-14]</td>
</tr>
<tr>
<td>reSET or Therapeutic Educational System</td>
<td>Substance use disorders</td>
<td>Mobile</td>
<td>[15]</td>
</tr>
</tbody>
</table>
Recharacterization of Implementation Outcomes for Behavioral Intervention Technology Implementation

Overview of Recharacterization

In a major advancement for implementation research, Proctor et al characterized 8 separate outcomes for the measurement of implementation [23]. In the following sections and Table 2, these implementation outcomes are recharacterized with respect to the unique aspects of BITs: the data streams produced by BITs, the continuum of support with which BITs are often employed (Figure 1), and the levels at which BIT implementation outcomes are analyzed (consumer, provider, administrator, and organization).

There are 3 important points to contextualize this recharacterization of BIT implementation outcomes. First, unless otherwise noted, we conceptualize implementation outcomes as applying to the clinical intervention—the BIT and the clinical activities intended to guide BIT use—rather than on the strategy or process used to implement the BIT. For example, the outcome of fidelity is limited to intervention fidelity (ie, the extent to which the BIT is delivered as intended) and not implementation fidelity (ie, the extent to which the strategy or process used to implement the BIT is followed as intended). Second, we consider BITs as interventions themselves rather than implementation strategies for other evidence-based practices (eg, an evidence-based self-care BIT for insomnia is an intervention and not an implementation strategy for cognitive behavioral therapy for insomnia). Although technology may intersect with the strategy used to implement an evidence-based practice, we do not consider the act of digitizing treatment to be an implementation strategy, as BITs require implementation strategies themselves to ensure successful implementation. Third, the construct of usability is pervasive in the technology design literature and partially overlaps with the implementation outcomes discussed. Building on the International Organization for Standardization’s definition, we define BIT usability as the extent to which a BIT can be used to achieve the program’s goals with accuracy, completeness, efficiency, and satisfaction in a specified context [32]. The concept of usability can be applied and assessed in all phases of BIT testing, from intervention development to preimplementation, implementation, and sustainment. BIT usability and its relationship with implementation outcomes is discussed more extensively below.

Implementation Outcomes

Acceptability

Acceptability is the extent to which an innovation is agreeable, palatable, or satisfactory to a stakeholder [23]. For BITs, acceptability can be evaluated among a variety of stakeholders (consumers, providers, administrators, and policy makers) and for a variety of BIT aspects, from intervention content to program appearance. A recent 2018 systematic review of implementation measurement for technology-based mental health interventions found that acceptability was the outcome most frequently measured, commonly via project-specific, nonvalidated measures [28].
<table>
<thead>
<tr>
<th>Outcome and definition [23]</th>
<th>Level of analysis in BITa studies</th>
<th>Measurement objective and process</th>
<th>Example of BIT outcome measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>holders that a given</td>
<td>consumer, or administrator</td>
<td>extent to which BIT aligns with</td>
<td>methods used to assess initial</td>
</tr>
<tr>
<td>evidence-based practice is</td>
<td></td>
<td>expectations of an agreeable user</td>
<td>consumer and provider expecta-</td>
</tr>
<tr>
<td>useful or satisfactory</td>
<td></td>
<td>experience</td>
<td>tions [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>group, and direct observation us-</td>
<td>groups assessed the extent to</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ability testing</td>
<td>which features were acceptable in</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>terms of content, features, and</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>design [34]</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention, decision, or</td>
<td>Individual provider,</td>
<td>Objective: assessment of actual</td>
<td>Gilbody et al (2016): to measure</td>
</tr>
<tr>
<td>initiation to use an</td>
<td>consumer, or administrator</td>
<td>system use or behavioral intention</td>
<td>consumer-level adoption, log-in</td>
</tr>
<tr>
<td>evidence-based practice</td>
<td>Organization</td>
<td>to use</td>
<td>records were used to identify</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Process: passive data collection</td>
<td>number of participants who ac-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of BIT use [35]</td>
<td>cessed programs [22]</td>
</tr>
<tr>
<td>** Appropriateness**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or compatibility of the</td>
<td>consumer, or administrator</td>
<td>ceived BIT fit with the context</td>
<td>school-based practitioner work-</td>
</tr>
<tr>
<td>evidence-based practice to</td>
<td>Organization</td>
<td>Process: survey, interview, focus</td>
<td>flows and current technology use</td>
</tr>
<tr>
<td>a given context</td>
<td></td>
<td>group, direct observation usability</td>
<td>practices to determine the appro-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>testing, and workflow studies</td>
<td>priateness of a digital measure-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ment feedback system and identi-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>fied areas for BIT redesign [36]</td>
</tr>
<tr>
<td><strong>Feasibility</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extent to which an evidence-</td>
<td>Individual provider,</td>
<td>Objective: in vivo assessment of</td>
<td>Kumar et al (2018): using pro-</td>
</tr>
<tr>
<td>based practice can be</td>
<td>consumer, or administrator</td>
<td>the extent to which a BIT can be</td>
<td>gram use data collected via BIT,</td>
</tr>
<tr>
<td>successfully used or</td>
<td>Organization</td>
<td>used by consumers or providers</td>
<td>the feasibility of implementing a</td>
</tr>
<tr>
<td>conducted within a given</td>
<td></td>
<td>in a specific setting</td>
<td>mobile app for consumers and a</td>
</tr>
<tr>
<td>context</td>
<td></td>
<td>Process: Passive data collection</td>
<td>provider-facing dashboard was</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of BIT use, survey, and structured</td>
<td>tested in 4 outpatient clinics [37]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>observation studies</td>
<td></td>
</tr>
<tr>
<td><strong>Fidelity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extent to which implement-</td>
<td>Individual consumer or</td>
<td>Objective: measuring adherence,</td>
<td>Calear et al (2013): reported high</td>
</tr>
<tr>
<td>ment results in an</td>
<td>provider</td>
<td>dose, or quality of BIT use with</td>
<td>adherence associated with im-</td>
</tr>
<tr>
<td>evidence-based practice</td>
<td>Organization</td>
<td>respect to the developer’s inten-</td>
<td>proved clinical outcomes in a hy-</td>
</tr>
<tr>
<td>being delivered as inten-</td>
<td></td>
<td>tions for use</td>
<td>brid implementation effectiveness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of BIT use</td>
<td>Sineath et al (2017): developed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>and tested a fidelity protocol for</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a diet and lifestyle monitoring</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BIT that involved coaching [38]</td>
</tr>
<tr>
<td><strong>Implementation cost</strong></td>
<td>Organization</td>
<td>Objective: intervention develop-</td>
<td>Quanbeck al (2018): measured</td>
</tr>
<tr>
<td>Costs associated with</td>
<td></td>
<td>ment costs, maintenance and ver-</td>
<td>implementation strategy costs for</td>
</tr>
<tr>
<td>implementing an evidence-</td>
<td></td>
<td>sioning costs, implementation</td>
<td>implementation coaching time and</td>
</tr>
<tr>
<td>based practice</td>
<td></td>
<td>strategy costs, and operational</td>
<td>site visits needed to help 3 orga-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>costs</td>
<td>nizations integrate BIT into prac-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Process: cost analysis, interviews,</td>
<td>tice [39]</td>
</tr>
</tbody>
</table>
### Penetration
- The integration of an evidence-based practice within a service setting (organization) and its subsystems
- Objective: measuring the number of consumers or providers using BITs among those eligible or trained to engage in BIT
- Process: passive data collection of BIT use and electronic health record data
- Titov et al (2015): measured the proportion of individuals in a defined consumer population completing lessons in 4 different BITs [40]

### Sustainability
- The extent to which a newly implemented evidence-based practice is maintained or institutionalized within a service setting’s ongoing, stable operations
- Administrators
- Organization
- Objectives: measuring ongoing BIT use, change in funding streams, saturation within the organization, and inclusion in routine reports
- Process: passive data collection of BIT use, administrative or budgetary databases, oversight committee reports, and policy and training documents
- Carlford et al (2013): measured continued BIT delivery after active implementation [32]
- Quanbeck et al (2018): measured whether or not the health system continued to offer BIT after search funding for an implementation trial ended [39]

---

The most well-known model of health information technology acceptability is the Technology Acceptance Model (TAM), in which the perceived usefulness and ease of use of the technology is assessed, along with a number of associated constructs such as prior experience, output quality, and social influence [35]. The concept of technology usability clearly overlaps with acceptability and is included as a major construct in the TAM and similar models. However, usability is a broader concept, encompassing additional issues such as likelihood of error and efficiency of use. In BIT research, usability is most often measured by self-report, which may be the component of usability that shares the most conceptual overlap with acceptability. Self-report measures of usability, such as the System Usability Scale, best track the notion of perceived usability (eg, Does a user believe that a BIT will be able to help them achieve a goal?) rather than actual usability, which involves observing whether those goals are achieved [41]. Validated measures such as the Attitudes Towards Psychological Online Interventions questionnaire also include assessments of acceptability [42]. Schroder et al (2017) used this measure to assess the acceptability of a BIT for depression among both consumers and providers in a randomized controlled trial [43].

### Adoption
Proctor et al define adoption as the intention, decision, or initiation of use for an evidence-based practice, characterizing it at the level of the provider or organization [23]. Given the self-care nature of guided and fully automated BITs, this level of analysis is expanded to that of the consumer. The concept of adoption aligns with constructs of actual system use or behavioral intention to use in models such as TAM, for both consumers and providers [35].

The measurement of BIT adoption primarily relies on data gathered by the program, which is either passively collected (eg, log-in timestamp) or input by the consumer (eg, self-report symptom measure). However, direct observation and surveys of BIT use can occur. The amount and relative ease of data extraction from BITs can make intentions, decisions, or initiations more evident and accurate, without the need for labor-intensive data collection processes. In a large-scale naturalistic trial, Gilbody et al used log-in records to identify the number of study participants who accessed BITs for depression [22].

### Appropriateness
Appropriateness is the perceived fit or compatibility of an innovation with a practice setting or context [23]. The key concept is the perception of fit, making the measurement of appropriateness more relevant to initial phases of implementation, but not strictly limited to these phases. Fit can be assessed at the organizational level (eg, alignment with workflow and policies) or the individual level (eg, alignment with providers’ or consumers’ attitudes, needs, and background). When evaluating implementation outcomes for BITs, we add administrators, given that BIT components such as dashboards can be accessed by administrators.

It is important to clearly specify which individuals or groups are intended to use a BIT and to elicit their needs when determining appropriateness. Usability evaluations can be employed to capture expectations, cognitions, and emotional responses of potential users [44]. Formative usability assessment seeks to assess the perceived contextual fit of new products with their destination context before actual implementation. Laboratory-based usability testing is particularly relevant to the initial assessment of appropriateness. Assessing the existing health information technology infrastructure, workflow, and use, as well as the potential interoperability of the BIT at a site, are key factors later in the process [45,46]. For instance, Lyon et al (2016) evaluated school-based practitioner workflows and current technology use practices to determine the

---

*a*BIT: behavioral intervention technology.
appropriateness of a digital measurement feedback system before its implementation [36].

Feasibility

Feasibility is the extent to which a new evidence-based practice can be successfully used or conducted in a setting. Feasibility differs from appropriateness as it is typically based on direct observation of stakeholder’s experiences and practical concerns derived during or after implementation. Traditional conceptualizations of feasibility assessment include data collected from service providers and organizations and are rooted in the assumption that new innovations pass directly through providers to consumers [23]. For BITs, feasibility must be expanded to accommodate scenarios such as those involving fully automated BITs that may reach consumers with limited mediation from providers or the health system.

Standardized measures of innovation feasibility remain applicable to BITs [47]. In addition, although assessment of the acceptability and appropriateness of BITs are associated with formative usability testing, the assessment of BIT feasibility can leverage summative testing to evaluate how well full products meet their specified objectives in the actual context of use [48,49]. Such assessment might include evaluation of user awareness of key features of a BIT, actual compatibility with provider workflows, or user workarounds to account for unaddressed design issues. As feasibility is associated with users’ actual experiences with an innovation in a specific context, in vivo usability testing is particularly relevant. Passive data collection opportunities surrounding feasibility may include frequency, time of day, or other contexts in which key BIT features are used. For instance, Lappalainen et al evaluated the feasibility of an adjunctive BIT for workplace stress reduction by determining how frequently users accessed an Web-based portal during the study [50].

Fidelity

Fidelity is the extent to which an intervention is used as intended and measured across several domains: protocol adherence, dose or amount delivered, and quality of delivery [23]. Protocol adherence to a BIT can be conceptualized as the functions of the program that were used, dose as the frequency of program use, and quality as whether the BIT was delivered correctly or for the intended purpose. The standards for these measurements should be based on the intentions of the BIT developers or empirical findings from efficacy testing. Therefore, fidelity to BITs suggests a match between the intended use of the program, termed expected use or clinically meaningful use, and its actual use by consumers [51]. Fidelity is traditionally measured at the provider level. However, the consumer level may be favored for BITs, especially for fully automated technologies.

BITs offer the opportunity to collect an extensive amount of passive data, which can be used to measure fidelity. Frequency metrics such as the number of log-ins, clicks, or task completions, as well as viewing times may best serve as measures of dose, whereas data representing the breadth of specific program functions used (eg, viewing of videos, completion of measures, and use of Web-based diaries) can serve as measures of adherence. Donkin et al provide a systematic review that includes measures of dose and adherence [27]. As for quality, BITs are a technology-driven platform, and they typically present information, direct activities, and make assessments in a uniform manner, which may provide better quality consistency compared with traditional human delivered care. Examples of measuring the quality dimension of fidelity include determining whether the BIT was used in a group of consumers with the appropriate condition, if the content of diary or self-report entries comply with the information requested, or whether passive sensors accurately assessed what was intended.

The measurement of certain aspects of fidelity, such as protocol adherence, may be less relevant for programs where consumers have more choice in when and how much they engage with the intervention. Determining expected use or clinically meaningful use with respect to BIT implementation is especially relevant and may be especially difficult for BITs developed as programs where users can openly navigate to browse information, activities, and assessments at their own discretion. This format differs from sequential navigation programs in which users are directed through a structured format to a specified endpoint [52]. Open navigation designs are increasingly common because of consumer desires for flexibility. This issue of clinically meaningful use and the level of fidelity associated with successful implementation is also relevant for programs used as an adjunct to provider-led care, where clinical outcomes may be associated more with provider activities than use of the BIT. A prime example is the Veterans Health Administration program PTSD Coach, a mobile phone BIT used in conjunction with provider-facilitated therapies for the treatment of posttraumatic stress disorder. The program has multiple functions, including the capability to monitor symptoms, learn relaxation techniques, and track appointments [12,13]. Lack of clarity around what constitutes expected use or clinically meaningful use might be one reason that research linking platform use and clinical outcomes has produced mixed findings [26,27].

Implementation Cost

Proctor et al identify 3 factors that drive costs in implementation research: the intervention, the setting of service delivery, and the strategy used to implement the intervention [23]. Intervention development and implementation may be blurred with respect to BITs, making these distinctions somewhat artificial. The decision to account for specific implementation costs in operational or implementation budgets will likely vary by organization but should be made clear in cost analyses.

BIT intervention costs include those associated with program development, testing, versioning, and maintenance. Program development and refinement also occurs with traditional face-to-face psychosocial interventions, but versioning and maintenance may be more applicable to BITs (eg, version 2.0 of a program) [53]. When developed outside the health system, intervention costs include the price paid by the health system for the BIT or to develop initial and subsequent versions of the BIT.

Costs associated with the context of service delivery will vary according to the implementation site’s size, complexity, overhead, and how much adaptation of the site’s current health information technology platform is needed. For instance,
Quanbeck et al measured system operating costs, which they saw as distinct from implementation costs, including staff time for introducing the BIT to patients and monitoring data produced by the BIT, technical support costs, and ongoing costs such as server hosting [39].

Implementation strategy costs are those incurred directly from the strategies used to employ the BIT, and vary depending on where the BIT lies on the continuum of support defined in Figure 1 [54]. Guided BITs may require more time to educate providers and consumers, facilitate engagement, and support use. In addition, resources such as advertising materials, educational materials, registries, clinical reminders, and decision support tools may be needed. Implementation strategies for fully automated BITs likely incur fewer costs given that providers do not require training and support to facilitate BIT use. In such cases, strategy costs may focus primarily on advertisement and other materials facilitating engagement.

Penetration

Penetration is the integration of a practice within a service setting and is measured within an organization. Some BITs allow for an expansion of service providers to include an array of providers who may support consumers during BIT use [23]. Other BITs may follow fully automated formats circumventing the involvement of providers and allowing for implementation outside of traditional health care systems. Thus, BITs may expand the breadth of providers for which penetration is measured and expand the reach of health care organizations beyond their brick and mortar facilities to draw in new consumer groups.

Penetration is primarily a summative implementation outcome traditionally measured as the number of providers who deliver a service among the total number of providers trained in or expected to deliver the service and/or the number of consumers engaging in a service among the number eligible to engage in a service within an organization [23]. Such traditional measurement applies well to adjunctive BITs. However, for guided BITs, penetration at the service provider level should be reconceptualized to include personnel specially trained to support BIT use, which comprises traditional health care delivery professionals as well as health technicians, administrative personnel, and peers [29]. The decision to include such adjunct providers in the larger denominator of providers, or measure penetration separately according to provider role is up to the researcher. We note that in such cases, the number of adjunct providers trained to support BIT use may be small, especially if they are centralized to provide remote support across a health care organization. Consumer-level penetration or fidelity to BIT delivery may be a more impactful measure in such cases.

Some fully automated BITs may be implemented outside the traditional health system contexts at the consumer level, either adjacent to health care systems to specifically targeted populations or disseminated worldwide as in Massive Open Online Interventions (MOOIs), where specific targeting strategies are not used [55]. In the case of targeted populations, the denominator for penetration must be selected from those for which the intervention is clinically appropriate and to which the outreach efforts for the intervention were aimed. Measuring MOOI penetration may be difficult, as the denominator cannot be precisely calculated, and estimated penetration, based on the proportion reached given the prevalence of a targeted condition, may be more appropriate.

Sustainability

Sustainability is the degree to which an implemented treatment is maintained, institutionalized, or integrated within a service setting. For BITs, sustainment is characterized at the level of the organization or setting. Proctor et al distinguished 3 constructs for the measurement of sustainment: passage, niche saturation, and inclusion in cycles or routines [23].

The implementation of BITs in US health care systems has primarily taken place as effectiveness trials and pilot programs. Thus, sustainment is the least well-documented BIT implementation outcome [4]. As BIT use matures, passage from research and development funding streams to permanent organizational funding will be important to measure. In addition, the integration of BITs with pre-existing organizational health information technology such as electronic health records or other patient or provider dashboards will be an important measure of niche saturation. Similarly, the addition of metrics on BIT use and clinical outcomes in routine administrative reports will be an important measure of inclusion in cycles or routines.

With respect to fully automated BITs implemented outside of traditional health care settings, the analysis of sustainment beyond simple continued adoption may be difficult because of the novel organizational cultures in these contexts. As a hypothetical example, analysis of the sustainment of a BIT aimed at reducing alcohol intake among veterans and implemented through social media by a veteran service organization may rely on analysis of the organization’s continued budget for advertising and program maintenance as a gauge of sustainment, in addition to routine adoption or fidelity measures.

An additional unique aspect of BITs is the concept of intervention versioning, whereby there is a continuous evolution of an intervention through frequent program updates [56]. Some changes are small (ie, bug fixes or cosmetic improvements), whereas others may include substantial changes to program content and function. Measurement of implementation and specifically sustainment of BIT use must account for such changes. At a minimum, the timing and content of changes should be tracked and associated with any changes in BIT use and clinical outcome.

Recommendations for Behavioral Intervention Technology Implementation Measurement

A key factor in BIT implementation measurement involves the level of provider integration. Fully automated BITs are platforms for patient-centered self-care, the implementation of which may circumvent traditional health care organizations. As such, implementation measurement for fully automated BITs should
emphasize the consumer level for outcomes such as adoption, and the organizational level, which may include nontraditional health care delivery organizations, for outcomes such as cost and sustainment. In guided BITs, care is directed by the BIT and support is delivered by a provider. Implementation outcomes are still primarily measured at the consumer level. However, the measurement of provider or coach activities is also important, especially with respect to fidelity, implementation cost, and sustainment. In adjunctive BITs, BIT use constitutes an evidence-based practice that supports aspects of provider-led care. The traditional provider-level focus of implementation outcome measurement still applies. However, the BIT may allow unique ways to measure such outcomes. For example, the use of an adjunctive BIT might increase fidelity to an evidence-based practice as well as provide objective information on that fidelity through passive data collection. On the basis of the above discussion of BIT implementation outcomes, we have identified additional recommendations for the measurement of BIT implementation in Textbox 1 and in the proposed agenda for BIT implementation research below.

Textbox 1. Implementation outcome and recommendations for measuring behavioral intervention technology (BIT) implementation.

<table>
<thead>
<tr>
<th>Implementation outcome and recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
</tr>
<tr>
<td>• Articulate measurement distinctions between acceptability and usability.</td>
</tr>
<tr>
<td>• Use validated measures of acceptability.</td>
</tr>
<tr>
<td>Adoption</td>
</tr>
<tr>
<td>• Expand measurement to the consumer level, in addition to providers in the case of guided and adjunctive BITs.</td>
</tr>
<tr>
<td>• Define and measure adoption using BIT data streams before and during the implementation effort.</td>
</tr>
<tr>
<td>Appropriateness</td>
</tr>
<tr>
<td>• Evaluate usability or workflow to assess appropriateness.</td>
</tr>
<tr>
<td>• Assess user perceptions of appropriateness in the initial phases of implementation.</td>
</tr>
<tr>
<td>Feasibility</td>
</tr>
<tr>
<td>• Measure using data acquired through BIT data streams at the consumer and provider levels.</td>
</tr>
<tr>
<td>• Define and measure feasibility before and during the implementation effort.</td>
</tr>
<tr>
<td>Fidelity</td>
</tr>
<tr>
<td>• Consider measurement approaches that include dose, adherence, or quality.</td>
</tr>
<tr>
<td>• Measure at the consumer level to ensure the course of treatment (BIT usage) is followed as intended.</td>
</tr>
<tr>
<td>• Measure at the provider level to ensure the adequacy of BIT guidance, support, or coaching.</td>
</tr>
<tr>
<td>• Base standards for fidelity on intentions of developers or empirical findings from BIT testing.</td>
</tr>
<tr>
<td>• Develop clear fidelity standards for openly navigated programs.</td>
</tr>
<tr>
<td>Implementation cost</td>
</tr>
<tr>
<td>• Assess BIT costs (development, testing, and versioning); context costs; and implementation strategy costs.</td>
</tr>
<tr>
<td>Penetration</td>
</tr>
<tr>
<td>• Measure primarily among consumers and providers.</td>
</tr>
<tr>
<td>• Include providers who support BIT use in guided BITs.</td>
</tr>
<tr>
<td>• Include groups targeted for BIT use in the denominator.</td>
</tr>
<tr>
<td>Sustainability</td>
</tr>
<tr>
<td>• Measure passage to permanent funding, integration with pre-existing technology, and inclusion in routine reports, in addition to continued BIT use beyond active implementation.</td>
</tr>
<tr>
<td>• Attend explicitly to BIT versioning and updates.</td>
</tr>
</tbody>
</table>
Agenda for Behavioral Intervention Technology Implementation Research

Agenda Overview

BITs are novel platforms for behavioral health interventions that promote patient-centered care by blending technology-supported self-care with traditional health services led by providers. In spite of the potential benefits of BITs and the well-documented efficacy of many BITs, their successful implementation has faced considerable challenges [22,28]. To help advance the study of factors associated with successful BIT implementation, there should first be consensus on the measurement of BIT implementation outcomes. To this end, we have selected several characteristics of BIT implementation on which future research should be based.

Focus on Implementation Outcomes at the Consumer Level

BITs are 1 aspect of the current transition in health care delivery from services focused on traditional provider-centered face-to-face care in brick-and-mortar facilities to patient-centered services that include self-care [1,57]. This new form of care may be better described as brick-and-click, as it incorporates the traditional provider-led care in health care facilities, with the clicks associated with consumer-led health information technology use. Consequently, the implementation of patient-centered digital interventions will require greater focus on and more precise measurement of consumer-level implementation outcomes while continuing to assess the provider- and organizational-level implementation outcomes that have been the traditional focus.

For example, there is a need for more precise characterization of the different aspects of BIT adoption and fidelity. BIT developers and implementation researchers must clearly define what consumer-level adoption means for a specific BIT or type of BIT. Is the most appropriate measure of consumer adoption an initial program log-in, a specific number of clicks or pages visited, or a threshold of elapsed engagement time? Alternatively, stages, milestones, or levels of adoption can be quantified based on the engagement in or completion of certain activities, similar to the stages of implementation completion [58].

Fidelity must also be clearly defined for a given BIT, especially for programs that allow users to access a range of resources in a self-directed manner. The level of use that constitutes adequate fidelity should ideally be specified before program implementation. For example, fidelity to a BIT modeled after a manualized cognitive behavioral therapy for insomnia may be relatively straightforward: completing the program’s 6 sessions, associated homework, and daily sleep diary entries [11]. However, determining adequate fidelity to a BIT that does not dictate how or how much it should be used, such as the Vets Prevail program where consumers access a range of activities for depression and anxiety symptoms in a nonlinear fashion, may be more difficult [59]. Ultimately, the association between fidelity and clinical outcomes must be measured [27].

Behavioral Intervention Technology Usability Assessment and Implementation Outcomes

There is a conceptual and functional overlap between BIT usability assessment and implementation outcomes. We see usability as a broad concept centered primarily in program design and development phases but with clear elements overlapping with the early stages of implementation. We hypothesize predictive associations between (1) usability assessment in the development of BITs; (2) implementation outcomes of acceptability, appropriateness, and feasibility; and (3) subsequent downstream implementation outcomes of BIT adoption, penetration, and sustainment [60]. These hypotheses need empirical investigation. Moreover, the overlap between the conceptual and practical aspects of usability and implementation outcomes highlights potential for ambiguity among the implementation outcomes described. As others have proposed, there may be theoretical divisions between these outcomes but little empirical evidence or practical means to measure distinctions between them [61]. For instance, some have determined feasibility by measuring the frequency of logging in to a BIT portal, whereas others may consider this a measure of consumer adoption [50].

Rapid Behavioral Intervention Technology Development

Similarly, the transition from intervention development and testing to implementation is accelerated and more iterative for BITs compared with traditional services [56]. In some ways, the technology aspects of BITs, including program updates and versioning may allow for more consistent delivery of services, but rapid development and versioning poses problems for evaluation and implementation. For example, the relative ease of deployment may have led to the attempted implementation of some BIT programs or updates without evidence of usability or efficacy [62,63]. Such situations may lead to innovation fatigue among consumers and providers, potentially undermining successful sustainment [64]. The timing of implementation with respect to evidence of innovation usability and efficacy is a topic of interest in implementation science as a whole and deserves more investigation with respect to BITs.

Expansion of Providers Who Support Behavioral Intervention Technology use

The implementation of BITs will also broaden the definition of care providers to include individuals who support care through BITs, such as health technicians, administrative personnel, peers, and other paraprofessionals [65,29]. Implementation outcome measurement, especially fidelity, must accommodate the activity and perspectives of these individuals. The measurement of this activity may be nuanced or difficult, as BITs may be implemented outside of traditional health care contexts, the consumer and provider may be geographically separated, the provider may not be employed by the health system, or communication may be infrequent or through nontraditional means such as short message service text messages. Implementation researchers must be aware of these contingencies and clearly define the roles of different providers as well as metrics to capture their actions.
Combining Behavioral Intervention Technologies With Traditional Health Care Services

As described in Figure 1, BITs integrate their treatment function across a continuum of human involvement, from provider-led services (adjunctive BITs) to consumer-facing self-care services (fully automated BITs). Future research should better characterize the breadth of this continuum as well as ramifications for BIT implementation outcome measurement, implementation strategy development, and the empirical determination of clinically meaningful use. For example, implementing adjunctive BITs requires acceptance and adoption of technology by the consumer, provider, and organization, with relatively little change in individual roles. The implementation of such programs may not be unlike the implementation of similar adjunctive services such as blood pressure or glucose monitoring devices. However, BITs that support a high degree of self-care, such as guided BITs, will likely require a greater degree of change to the basic function and workflow of health care delivery organizations, requiring more robust implementation strategies. Such relationships should be investigated in future BIT implementation research.

Stepped care models, where low-intensity treatment is initiated first followed by elevations in treatment intensity as needed, are an intuitive approach to integrating BITs in health care systems, where BITs serve as the initial stage before more intensive face-to-face treatment [66]. It is also possible to integrate stepped care across the continuum of BIT support. For instance, fully automated BITs could serve as a low-intensity initial step, with patients being stepped up to more intensive coaching or other forms of support as needed. Such adaptive implementation strategies may be particularly suited to BITs and testing through factorial or sequential multiple assignment randomized trial designs [67]. In such trials, BIT Implementation researchers should clearly define the adoption, fidelity, or clinical outcomes that necessitate transitions.

Downstream Effects on Health Service Utilization

One implicit assumption of those advocating the use of self-care BITs through stepped care models is that the use of such services represents an alternative pathway or entry point to care [1]. Although we support this position, we believe analyzing the impact of BIT use in addressing unmet need and subsequent or alternative care utilization is an important area of further research. For instance, there may be sunk or opportunity costs of time for consumers who initially engage in a BIT and have difficulty, subsequently dropping out [68]. Such a failure may engender an attitude of therapeutic nihilism on the part of the consumer or even provider, who may lose motivation and limit further engagement in behavioral treatment [69]. However, such potential costs are largely theoretical and deserve further research as initial evidence has shown that engagement in face-to-face care may increase for consumers who also receive a BIT [15,70].

Conclusions

BITs are part of the current patient-centered transformation in health care delivery but initial implementation attempts have had varied outcomes, and more rigorous measurement of BIT implementation is needed to advance the understanding of factors related to successful implementation. Such implementation outcomes must be recharacterized to account for the unique aspects of BITs, as Proctor et al suggested in their original work [23]. Through this recharacterization, we have identified areas where the field of BIT implementation science can be advanced further. More work, interaction, and debate in these areas will allow for the exploration of the empirical boundaries primarily between BIT’s development-related outcomes such as usability and implementation-related outcomes such as acceptability, feasibility, and appropriateness. Further studies can differentiate the conceptual and practical differences in these constructs as well as quantitatively hypothesized associations between them. Future work should also more clearly and empirically define the outcomes of adoption and fidelity with respect to BITs. Finally, work aimed at developing, defining, and testing strategies for implementing different BITs in varying contexts is needed. Our recharacterization of implementation outcomes with respect to BITs intends to potentiate this work.
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Abstract

Drawing on 5 years of experience designing, producing, and disseminating video health education programs globally, we outline the process of creating accessible, engaging, and relevant video health education content using a community-based, human-centered design approach. We show that this approach can yield a new generation of interventions, which are better aligned with the needs and contexts of target communities. The participation of target communities and local stakeholders in the content production and design process fosters ownership of the content and increases the likelihood that the resulting intervention will resonate within its intended primary audience and be disseminated broadly. Ease of future adaptation for additional global audiences and modification of the content for multiple dissemination pathways are important early considerations to ensure scalability and long-term impact of the intervention. Recent advances in mobile technology can facilitate the dissemination of accessible, engaging health education at scale, thereby enhancing the potential impact of video-based educational tools. Accessible and engaging health education is a cornerstone of health behavior change. Especially in low- and middle-income countries, increasing access to effective health education can contribute to improved health outcomes. Prior research has identified several characteristics of effective health education interventions. These include the integration of pictures, narratives, and entertainment-education, in which the health messages that make up the educational content are embedded. However, the effectiveness and long-term impact of health messages ultimately depend on how well the end users can identify with the content that is presented. This identification, in turn, is a function of how well the messages correspond to user needs and wants and how this correspondence is communicated through the design characteristics of the health education intervention.

(J Med Internet Res 2019;21(1):e12128) doi:10.2196/12128
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Background on Health Education Strategies

Health behavior change, which can be motivated by effective health education, has been called “our greatest hope for reducing the burden of preventable disease and death around the world” [1]. Improving maternal and child health through maternal education is especially important, given that more than 5 million children globally still die before reaching their 5th birthday, mostly from preventable illness [2]. Health education efforts aimed at promoting behaviors like breastfeeding and kangaroo mother care lie at the heart of many successful efforts to reduce...
child mortality but increasing accessibility and dissemination of such health education remains challenging [3-5].

Prior Successful Strategies in Health Education

Narrative approaches to health education have emerged over the past decade as potentially powerful tools for promoting positive health behavior change [6,7]. As one of the longest-standing modes of human communication and knowledge transfer, Schank and Berman [8] suggest that stories function as cornerstones for learning, providing both the context for understanding and internalizing new information as well as a framework for remembering what we learn. Various theoretical models have been used to characterize the mechanisms by which narrative communication may lead to health behavior change, including the extended Elaboration Likelihood Model (ELM) [9]. In this model, the effectiveness of peripheral processing of the health messaging depends on the viewer’s identification with the characters and their engagement (ie, absorption and transportation) with the storyline [9].

One particularly successful application of the narrative approach to health education can be seen in entertainment-education (E-E) [10]. E-E involves the delivery of health messages by embedding them in entertainment media. A substantial body of research suggests that E-E is an effective way of influencing beliefs, attitudes, and behaviors [9-13]. This approach may be even more effective in populations with lower motivation and ability to cognitively evaluate the health messages being delivered [10]. E-E media is particularly impactful when the following characteristics are incorporated: (1) an appealing storyline, (2) high-quality production, (3) unobtrusive persuasive messages, and (4) high potential for involvement with the characters.

Even the use of simple pictures, without an accompanying narrative storyline, has long been recognized as an effective way of enhancing attention to, and recall of, health education [14]. A significant body of prior research suggests that appropriate implementation of pictures can positively influence patient responses to health instructions and improve their health behaviors [14-16]. Emerging technology including mobile and online education platforms [3,5,17] present new opportunities for the dissemination of video-based health education. In recent years, researchers have begun to document the growing potential for online learning platforms, mobile phones, and tablets to fulfill important functions in the dissemination of open-access health education [17-20]. The increasing availability of mobile technology in low- and middle-income countries (LMIC) foretells promising new avenues for the delivery and scaling of mobile health education to communities who need it urgently [3,5,17,21,22].

Human-Centered Design of Global Health Education

Since 2013, a team of health educators at the Stanford University School of Medicine and the Stanford Center for Health Education has been grappling with a challenge: how do we create optimally effective and engaging video-based health education tools and deliver them at scale by adapting them across a broad spectrum of global learners? Over a 5-year period, our target audiences have ranged from medical students and practicing physicians to community health workers in LMIC and the general public. Dissemination pathways for our content include university learning management systems, open online learning platforms, mobile apps, government clinics, and nongovernmental health organizations.

The goal of creating content that is accessible, engaging, and relevant to the needs, wants, and experiences of the end user has been central to our learning trajectory. This has ultimately led us to apply a human-centered design (HCD) approach to the creation of our content and programs. HCD of health education revolves around several principles described in the literature, including empathy with the target communities, a process of rapid prototyping, feedback gathering and responsive iteration [23,24], as well as a tolerance for ambiguity and failure throughout the design process [25-27]. HCD involves integrating local characters, visuals, and narratives into accessible content, designed to deliver health messages that are collaboratively defined and created. A key principle of HCD is the idea that successful solutions should be created with the needs and wants of the end user in mind. Aligning with this principle, our content creation process has developed over time to rely increasingly on multiple cycles of feedback from community members in our target audience (our end users) and rapid iteration in response to that feedback. Especially in under-resourced and low-literacy settings, we have found that taking a community-based approach, by involving the target audience in the content creation process, is more likely to yield health education programs that are truly rooted in the contexts of the communities they intend to serve. Furthermore, through the creation of video-based teaching tools featuring narratives and visual elements that resonate with end users, we believe we can optimally engage our target audiences, empowering them to improve their own health behaviors and ultimately, their own health outcomes. The positive global response to our work contributed to the founding of the Stanford Center for Health Education in 2017 and its nonprofit global health education arm, the Digital Medical Education International Collaborative [28]. Overall, 8 video-based health and medical education initiatives, developed by our team over a 5-year period, generated the guidelines presented in this paper. These formative projects are described in Table 1 and presented along a development timeline map [29]. Multimedia Appendices 1-11 are referenced within this table and contain relevant video samples.
### Table 1. Health and medical education initiatives (2013-2018).

<table>
<thead>
<tr>
<th>Content subject matter</th>
<th>Technology, skill requirements, and scope</th>
<th>Audiences with delivery platforms, reach, and sample content</th>
<th>Collaborators, design approach, and feedback summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic physiology and child health (2013)</strong></td>
<td>Undergraduate students in a flipped-classroom Stanford Human Biology 121 course (content accessed by approximately 400 Stanford students...</td>
<td>Exploratory content; created by a single faculty member; modeled on Khan Academy teaching style; employed a purely didactic...</td>
<td>Overall, respondents favorably to gradually unfolding visual elements, liked having the ability to pause, rewind, or watch...</td>
</tr>
<tr>
<td><strong>Infectious diseases (microbiology and immunology, 2014)</strong></td>
<td>International medical students as part of required microbiology/immunology course offerings (via university learning management systems and...</td>
<td>Content created in collaboration with faculty experts and medical students at Stanford University, University of California...</td>
<td>Overall, 36 videos, 8 to 10 min each; amateur digital illustrations on white background to facilitate printing of end screens;...</td>
</tr>
<tr>
<td><strong>Child nutrition and cooking (2014)</strong></td>
<td>Undergraduate students in a flipped-classroom Stanford Human Biology 81 Q (content accessed via YouTube playlist [36]); international parents...</td>
<td>Stanford School of Medicine Faculty Nutrition Experts collaborated with parents and teachers at Stanford’s Bing Nursery School...</td>
<td>Overall, 46 videos, 4 to 9 min each; amateur digital illustrations used in didactic videos + multimedia entertainment-education (E-E) cooking demonstrations; on-camera segments shot and edited by professional videographer</td>
</tr>
<tr>
<td>Content subject matter</td>
<td>Technology, skill requirements, and scope</td>
<td>Audiences with delivery platforms, reach, and sample content</td>
<td>Collaborators, design approach, and feedback summary</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Community maternal and child health (2015-18)</td>
<td>14 videos, 3 to 4 min each; digital illustrations using reveal animation (illustrations masked, then revealed to mimic live drawing, using Premier Pro software); illustration and editing support required; content adapted for: (1) South Africa in isiXhosa 2015 (Multimedia Appendix 4) (2) India in Hindi 2017 (Multimedia Appendix 5) (3) Burkina Faso in Dioula 2018</td>
<td>Community health workers (CHWs) and their clients in (1) South Africa 2015: content [38] delivered via CHWs at the Philani Maternal Child Health and Nutrition Trust (Philani); India 2017: content [39] delivered via tablets and projector at Antara Foundation and Vivikenanda Tribal Hospital; Burkina Faso (content [40] pilot, 2018); app for Android devices created in 2015 [41]</td>
<td>Stanford School of Medicine Health Educators collaborated with CHWs and supervisors at the Philani Maternal Child Health and Nutrition Trust in Khayelitsha, South Africa; didactic and story-based maternal-child health education videos; illustrated by local artists and students; professional voiceover service used for the early videos; relatively expensive, language delivery did not consistently resonate with end users; 2016: began using the voices of CHWs and supervisors; content area priorities and scripts collaboratively developed and translated by Philani staff; Philani CHW end users responded favorably in a 2016 qualitative feasibility study [42]; feedback pending from adaptations created for India and Burkina Faso</td>
</tr>
<tr>
<td>Food and health for adults (2016)</td>
<td>Stanford's Introduction to Food and Health course, created in 2016 (Multimedia Appendix 6). Overall, 28 videos, 4 to 6 min each; multimedia, E-E approach; video footage and animations; 10 on-camera cooking demonstrations (massive open online version only); filmmaker and professional animator engaged to support course creation</td>
<td>International learners (via Health Across the Gender Spectrum [46], open online course on Coursera, current enrollment: 12,668) and via YouTube playlist [47]; physicians via Stanford online CME course (pending release of in Oct 2018)</td>
<td>Stanford School of Medicine Faculty Nutrition Experts collaborated with a celebrity food journalist, local animators, and a food/lifestyle channel; video series integrated animation and multimedia, E-E; Course piloted by Stanford medical students in required nutrition block; students and international learners responded favorably to integration of celebrity food journalist’s perspective and E-E approach; (feedback from international Coursera learners: 98% positive, based on 21,087 ratings)</td>
</tr>
<tr>
<td>Gender identity and children's health (2017)</td>
<td>Health Across the Gender Spectrum (massive open online course) 2017 (Multimedia Appendix 7). Overall, 18 videos, 2 to 6 min each; amateur digitally illustrated videos; narrative approach interspersed with on-camera interviews; videographer and editor needed for live interviews</td>
<td></td>
<td>Stanford faculty at the School of Medicine collaborated with local stakeholders: Gender Spectrum, Planned Parenthood, the Stanford University Gender Clinic, Vaden Student Health Center; authentic narratives of transgender children, their parents, physicians, teachers, and 2 acclaimed transgender Stanford academics used to enhance engagement in the course content; interviewees (featured in the videos as animated line drawings, to protect their identities) played a formative role, through Rapid Iterative Testing and Evaluation [23,24], by sharing their stories and participating in the design of their illustrated characters; international learners expressed strong emotional responses to the personal narratives; (feedback from international Coursera learners: 98% positive, based on 1,680 ratings)</td>
</tr>
<tr>
<td>Content subject matter</td>
<td>Technology, skill requirements, and scope</td>
<td>Audiences with delivery platforms, reach, and sample content</td>
<td>Collaborators, design approach, and feedback summary</td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>Breastfeeding promotion (2018)</td>
<td>100% Breastfed series launched in South Africa in 2018 (Multimedia Appendix 8). Overall, 4 parallel versions x10 videos, 2 to 4 min each; multimedia (live footage and illustrations); interviews with celebrity and community mothers; videographer, editor, professional illustrator, and logo designer involved</td>
<td>The general public (via Stanford’s Short Course on Breastfeeding [48], an open online course on Coursera, current enrollment: 12,187) and via YouTube playlist [49]; South African mothers, caregivers, and health workers in multiple languages (via open-access, dedicated website [50] for this initiative)</td>
<td>Stanford Center for Health Education established its international education outreach arm, Digital Medical Education International Collaborative (Digital MEdIC) South Africa, with a local team based in Cape Town, led by the first author; video series created in collaboration with United Nations International Children’s Emergency Fund; the Western Cape Department of Health; the National Department of Health in South Africa; as well as the University of Cape Town, Stellenbosch University and the Philani Maternal Child Health and Nutrition Trust; series features celebrities and community mothers, who participated in content creation by reacting to early drafts via WhatsApp; Philani CHWs responded positively to the inclusion of celebrities, multimedia approach, and branding of the course as well as its delivery using tablet devices, explored during “bodystorming” [23,51] (physical brainstorming sessions) described below. (Feedback from international Coursera learners: 99% positive, based on 1035 ratings)</td>
</tr>
</tbody>
</table>

National and regional government health education programs (completion in 2019) | Road to Health series content style: Narrative, icon style, maternal-child health library (75 videos planned, 2 to 3 min each); currently in production (6 videos completed); illustrator-animator and editor involved | The general public with a focus on mothers and caregivers, (dissemination via National Department of Health programs); see samples below: (1) Road to Health Trailer [52]; created for the South African Dept. of Health in 2018 (Multimedia Appendix 9); (2) Breastfeeding video [53]; created for the South African National Dept. of Health in 2018 (Multimedia Appendix 10); (3) Kangaroo Mother Care video [54] created for the South African National Dept. of Health in 2018 (Multimedia Appendix 11) | Digital MEdIC South Africa invited to collaborate with the Western Cape Department of Health, the National Department of Health, the DG Murray Trust, and Ilifa Labantu-wana to create content in support of South Africa’s Road to Health Book [55]; initiative reaches every new mother who delivers in a health care facility; icon characters designed through a formative process involving Rapid Iterative Testing and Evaluation [23,24], to resonate across ethnic and socioeconomic demographics; story-based, community-narrated approach to the accompanying audio designed to maximize authenticity and identification with the characters; content will be disseminated through the National Department of Health programs |

Adaptability Across Learner Populations, Platforms, and Time

An additional challenge when creating health education content for dissemination at scale is the need to easily adapt that content across different learner populations, different platforms, and across time. Adaptability across different learner populations, including language groups as well as cultural and socioeconomic contexts, is essential for broad scaling of health education content, both within countries and internationally. In community health education, this can mean designing characters that would resonate across ethnic and socioeconomic groups within a given country. In medical education, this can mean including both units of measurement or presenting a symptom generically as “an elevated body temperature” rather than “a fever of 102 degrees Fahrenheit,” which limits the scalability of the content internationally. Easy adaptation facilitates the reach and therefore the impact of each video asset created. This also greatly contributes to the cost-effectiveness of such video-based health education.

The need to easily adapt content for existing and emerging platforms and delivery pathways also requires careful
consideration. Especially given the current global trend toward increasing penetration of smartphones and other mobile technology [56], video-based health education should ideally be optimized for mobile dissemination in the future, even if it is delivered in the shorter term using older platforms, such as university learning management systems, DVDs, offline tablets, or in-clinic television screens. As data costs decrease and the number of smartphones increase around the world, effective content needs to remain flexible and easily adaptable for emerging mobile dissemination pathways. This can include zooming in on diagrams or detailed images, such that the main teaching points can easily be appreciated even on smaller screens. Decisions about the nature of the visual media included in health education videos will also have enormous implications for file size, with the inclusion of video footage and high-resolution artwork resulting in much larger file sizes than more simple visual styles. Given the relatively high cost of data in some LMIC, file size can have significant implications in terms of adaptability for mobile push messaging.

Finally, because of the significant investment of cost and time in producing high-quality video content, this medium is best for disseminating health and medical educational content that will likely remain “evergreen” for several years. This implies selection of evidence-based concepts that are both foundational and unlikely to change considerably in the short term. For example, a health education video about the benefits of breastfeeding would likely have greater longevity than a video summarizing the differences in breastfeeding rates by country, as these are much more likely to change from year to year. Even subtle language choices can facilitate the longevity of video-based educational content. For example, “Until 2016, the World Health Organization categorically advised HIV positive mothers against mixed-feeding, regardless of their ARV [antiretroviral] treatment regimens” facilitates longevity better than “Until 2 years ago, the World Health Organization categorically advised HIV positive mothers against mixed-feeding, regardless of their ARV [antiretroviral] treatment regimens.”

South Africa as a Case Study

In South Africa (SA), a country with 11 national languages and a population that is ethnically, culturally, and socioeconomically diverse, a community-based, HCD approach has been instrumental in addressing the challenges of engagement and adaptability. The 2 projects described here illustrate the application of such an approach.

The 100% Breastfed Initiative

The 100% Breastfed Initiative, launched in March 2018, consisted of a series of 10 breastfeeding educational videos targeted primarily toward SA mothers. During the formative, early discussions with local health workers and community members, it was suggested that the educational series should include on-camera interviews with celebrity mothers who would serve as role models and representatives of SA’s ethnic diversity. Feedback from 2014 and 2016 massive open online courses (Table 1) suggested that the inclusion of the celebrity perspective seemed to enhance engagement within the general public.

Overall, 3 SA celebrity mothers were identified, interviewed, and included in early draft videos.

Community members and local clinics viewed the content and suggested adding the perspectives of community mothers to emphasize that many of the challenges faced by new mothers in SA transcend these demographics. This suggestion was accepted and implemented in the next iteration of the video series. Freehand, digital illustrations, drawn by a local SA artist, and branding (including a logo, see Table 1) were later also integrated in response to input from a large SA women’s media publishing house. The illustrations were intended to underscore the cross-cultural nature of the health messages, by reflecting South Africa’s ethnic diversity. The logo and branding were intended to facilitate national dissemination of the campaign.

A total of 4 versions of the course were created in parallel for different audiences between July 2017 and March 2018 (English for SA mothers, isiXhosa for SA mothers, English for SA health workers, and an international version, launched on Coursera). The scripts for each teaching video were created in real-time collaboration with 11 local stakeholders using Google Drive to manage version control. For each video, an audio-visual script [57] showing 3 parallel versions would be finalized before production would begin. Version_2 (advanced) was later converted into 2 versions, one narrated by twin SA medical doctors, Vela and Phinda Njisane, for SA health workers and the fourth version narrated by a Canadian health educator, for a massive open online audience.

As early drafts of the videos were completed, these were shared with local community advisors using WhatsApp, a communication app that supports the transfer of video files. This feedback led to several iterations of the images, characters, and content, a process that continued throughout the production period. WhatsApp was a significant production asset, useful in soliciting feedback from community members who did not regularly use email and did not feel comfortable editing scripts using Google Drive.

Final content prototypes were loaded onto android tablets to be used by Community Health Workers in physical brainstorming sessions, described as “bodystorming” [23,51] in prior HCD literature. During these sessions, community health workers engaged in role-play that involved testing the intervention in mock-counseling sessions, observed by members of the production team.

The final video series was launched in March 2018 and has since also been translated and dubbed in Afrikaans. Over the next 12 months, the content will be translated into several other national languages.

A cluster randomized controlled trial involving 1008 pregnant women was launched in September 2018 to study the effects of the 100% Breastfed series on breastfeeding rates in the study participants.

Although the videos have been well received to date (see Table 1), we realized that this approach had some limitations. First, the file size of videos containing live footage is considerably larger than those containing simple illustrations or animations. This makes dissemination via mobile push messaging to
smartphones prohibitive at present, due to the relatively high cost of data in South Africa. Second, adapting the content for use in other African countries would require identifying and interviewing local mothers in each country, then re-editing the series to give it a local flavor. Although the freehand, digital illustrations are somewhat easier to adapt, they would also require redrawing for each target country to accurately represent different styles of dress, local facial features, local foods, etc. We encountered similar issues when adapting the 2015 Community Maternal and Child Health course (originally created for an under-resourced urban South African population) for audiences in India (2017) and Burkina Faso (2018). Although live footage and realistic depictions of characters can be powerful ways to enhance visual identification with characters, this approach also limits the ease of adaptation of the resulting content, an especially important consideration in countries or geographic regions that are home to multiple diverse ethnic and socioeconomic groups.

The Road to Health Initiative

The Road to Health Book (RTHB) is a child health initiative of the South African National Department of Health, first launched in 1973 and updated for relaunch in 2018. The goal of the initiative is to provide new mothers across South Africa with education and resources to help them become more engaged in their child’s health, in partnership with their child’s health care providers.

In 2018, we were invited to begin creating video-based content to support the RTHB initiative. The main challenges were (1) to create content that would resonate across SA and (2) to dramatically reduce the file size of the video content because the data charges associated with using the content would be reverse billed to the National Department of Health.

Formative discussions with local SA stakeholders in maternal-child health, as well as feedback from earlier online courses, helped to distill a central goal: to create a visual style that was extremely simple (yielding smaller video file sizes) and universal enough to resonate across ethnic and socioeconomic groups, ideally with the possibility of repurposing the content for a global audience in a cost- and time-effective way.

While retaining visual simplicity, the content needed to elicit enough emotion in the viewer to engage a lay audience who was choosing to watch the content voluntarily (ie, this was not required viewing as part of a formal educational program). Feedback from a 2017 massive open online course (Table 1) suggested that the inclusion of dialogues between family members or individuals involved in close interpersonal relationships was a powerful way to engage learners, even in topic areas where initial motivation to attend to the content was low.

Over the following 4 months, we solicited feedback on different iterations of simple icon-style characters through a process of rapid iterative testing and evaluation described in the HCD literature [23,24]. Each resulting prototype served as the new design direction until consensus was reached on a modified version of the “universal human” icon that is used globally in public places, most commonly to indicate the location of restroom facilities. Table 2 summarizes the prototyping pathway. Visually, these icon-style characters were enhanced through the use of various nonskin tone colors and textures. Their settings were kept similarly universal by relying on simple shapes and lines to represent props in the environment, such as eating surfaces or places to sit.
Localization of this new video content style relies almost entirely on the audio components, which feature the voices and narratives of the target audience as well as a soundtrack. By recruiting the end users of the content to help shape and deliver the voiceovers, these videos acquired an authentic, community-based quality, according to early, informal feedback from SA community members.

The next steps will include conducting formal focus groups across different language groups as part of the National Department of Health’s evaluation of the RTHB initiative.

The main advantage, from a production perspective, of employing a simple visual style with reliance on the voiceover and narrative for localization, is that this approach is easily adaptable, by changing the audio components only. Furthermore, involving the end user (or target community) in the voiceover recordings and intervention development can serve to empower these communities and facilitate ownership of both the educational content and the health behaviors they aim to promote.

**Theoretical Framework**

This work rests upon the theoretical underpinnings of the ELM [58], which suggests that there are 2 contributing pathways to achieve the changes in attitude that predict a desired behavioral outcome. The first *central route* is influenced by the learners’ motivation and ability to cognitively process the information presented. This can be influenced by factors such as the length of the content and the degree to which the language used is accessible to the learner. The second *peripheral route* relies on cues embedded in the method of information delivery that contribute to its relative acceptability to the learner. Positive, peripheral cues, such as the learners’ subjective evaluation of the narrator or the learners’ emotional involvement in the content, lead to peripheral attitude changes, which, although less enduring than central attitude changes, can positively influence the learners’ motivation to process the messaging via the central route [58].

**Production Guidelines**

In this section, we outline the steps we have followed when creating video-based health education content, using HCD. These production guidelines help to standardize the video production process across projects and teams as well as supporting quality control and time management. The guidelines were developed collaboratively, over 12 months, by content creation leads and creative team members in the United States and South Africa. The guidelines are based on prior research on the effects of different video production strategies on learner engagement [59]. To some extent, the desired style of content

---

*Table 2. Visual development progression.*

<table>
<thead>
<tr>
<th>Visual style development</th>
<th>Visual considerations and feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Visual style development" /></td>
<td>Live footage of interviews with community members and local celebrity mothers used to enhance engagement in the 100% Breastfed Health Education series; changing voiceovers allowed for in-country adaptation for different learner populations but adapting the course for other African countries would require significant resources as on-camera interviews would need to be rerecorded for each new country</td>
</tr>
<tr>
<td><img src="image2" alt="Visual style development" /></td>
<td>Freehand digital illustrations by local illustrator featured South African (SA) mothers and families; characters designed to represent varying demographics to enhance identification with the content broadly across SA; each teaching video incorporated different characters, underscoring the common experiences and challenges faced by new mothers, related to infant feeding</td>
</tr>
<tr>
<td><img src="image3" alt="Visual style development" /></td>
<td>Icon-style concept art (iteration 1) developed to elicit feedback on the icon approach; visual style not favorably received by community members and local stakeholders: (1) Characters appeared to belong to 1 ethnic group due to skin color and hair (with limited adaptability for non-Western audiences) and (2) clothing styles were also thought to be unacceptable for many non-Western audiences</td>
</tr>
<tr>
<td><img src="image4" alt="Visual style development" /></td>
<td>New icon-style concept art (iteration 2) developed; visual style favorably received by community members and local stakeholders, with some limitations: (1) textures and simplicity of images found to be acceptable, with neutral background and concept of <em>universal surfaces</em> found to be preferable to specific props like table/chairs and (2) clothing style and visible ethnic cues like skin color and hair could limit ease of adaptability for other cultures</td>
</tr>
<tr>
<td><img src="image5" alt="Visual style development" /></td>
<td>New icon-style concept art (iteration 3) developed; visual style somewhat favorably received by community members and local stakeholders, with some limitations: (1) simple icon characters thought to be more easily generalizable across different cultures and demographics and (2) early feedback suggested that images may be too juvenile (“cartoony”) for adult learners and might too closely resemble emojis</td>
</tr>
<tr>
<td><img src="image6" alt="Visual style development" /></td>
<td>New icon-style concept art (iteration 4) developed; prototype resonated with national government and nongovernmental organizations as well as community advisors: (1) neutral background incorporating <em>universal surfaces</em> from iteration 2 thought to be appropriate for SA due to subtle Ndebele (African painting style) through a double black line; (2) lack of visible ethnic or socioeconomic identifiers found to be an asset; (3) additional benefit: colors could be adapted as needed to match various health campaigns</td>
</tr>
<tr>
<td><img src="image7" alt="Visual style development" /></td>
<td>New icon-style concept art (iteration 5) developed; prototype approved for use in the Road to Health Book initiative by the National Department of Health and resonated with community advisors: (1) prototype incorporates <em>universal surfaces</em> neutral background and character design free of ethnic and socioeconomic identifiers, (2) color scheme easily altered as needed, (3) drop-shadowing makes texture icons appear somewhat three-dimensional (without adding to production costs) when paired with color, animation, and voiceovers</td>
</tr>
</tbody>
</table>

---
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being produced will define the video production workflow [60], as well as the production team skill sets and the budget needed to support such work. For example, creation of the storyboarding and animatic steps, described below, would primarily be text-based descriptions of anticipated footage for a video integrating mostly camera footage, whereas the storyboard and animatics would primarily consist of draft illustrations for an animated video. In Table 3, we describe our workflow as well as provide examples and strategies for optimizing each phase. Multimedia Appendices 11-14 are referenced within this table and contain relevant video samples.

**Takeaways**

Applying a community-based, HCD approach during the collaborative development of scalable video-based health education content can yield significant benefits including:

- Target communities are empowered as the strengths and resources within them are identified, harnessed, and showcased. Recognizing the human resources already available within a community, by involving them in the production of their own health education content, serves to validate, educate, and enable that community. Empowered community members can promote health within their peer groups and can advocate for increased access to resources like health and social services on behalf of their communities. An empowered community recognizes and prioritizes health education and the behaviors associated with improved outcomes. They also become valuable partners in the dissemination of their own health education content.

- This approach fosters improved health awareness, increases identification of the target communities with the content, and creates a sense of ownership among community members who participated in the production of that content. General health awareness improves as a result of peer-to-peer education (word-of-mouth) between those involved in the content creation and their fellow community members. A sense of ownership results from the fact that time and energy have been invested by the community in the content creation process. Identification is enhanced by the fact that content better reflects the context, needs, and wants of the target community. An increased sense of awareness, ownership, and identification with the content decreases resistance to health messages (also called counterarguing) as the messages are perceived as coming from sources that have been internally validated rather than being foreign and external to the community.

- Localization through the incorporation of local narratives and simple visuals yields content that can be adapted for other audiences in a cost- and time-efficient manner. Incorporating local stories and the voices of community members results in content that aligns desired health messages with local beliefs, perspectives, and language used to communicate around these issues. As such, content relies more on audio than visual components for its cultural resonance and can be easily adapted for other audiences—often simply by changing the narrative voiceover. Easier adaptation, in turn, facilitates scaling of health education to other regions. Furthermore, simplifying visual components reduces the financial burden associated with transferring large data files.
<table>
<thead>
<tr>
<th>Main objectives</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instructional design phase</strong></td>
<td>Define target audience for final video (1) identify general intent/purpose of the video for each audience, (2) specify learning objectives, (3) decide on the target length of video, (4) define visual style of video, (5) define pedagogic approach (ie, narrative, didactic, or hybrid), (6) create a design document [61]</td>
<td>The Grow Great design document [62] was created in preparation for a collaboratively developed growth stunting reduction campaign. Video content developed in collaboration with the DG Murray Trust, South Africa.</td>
</tr>
<tr>
<td><strong>Drafting of an audio-visual script</strong></td>
<td>Consider how the learner will be guided through the learning objectives, including which background information may need to be provided; draft core dialogue if the video will be “scripted” or record interviews if teaching scripts will be derived from recorded interviews.</td>
<td>Sample template header for design document</td>
</tr>
<tr>
<td><strong>Storyboarding</strong></td>
<td>Plan accompanying visuals for each frame (each sentence or main point of the video); generate rough sketches of illustrations to be used; obtain video footage or other images if relevant</td>
<td>Audio-visual script [63] for Grow Great Video 1. Prescripted teaching video [54]; (Multimedia Appendix 11); teaching video derived from a recorded interview [64] (Multimedia Appendix 12)</td>
</tr>
<tr>
<td><strong>Obtaining feedback from stakeholders and end users</strong></td>
<td>Share A/V script with relevant local stakeholders and selected creative advisors within the target community. (Feedback can be collected via Google Drive, videoconference with screen sharing or Word documents by email with “track changes” to manage version control); mobile communication tools that support video transfers (such as WhatsApp) are valuable for soliciting feedback from target community members who do not regularly use email.</td>
<td>Feedback session in USA and South Africa via Zoom videoconference with screen sharing</td>
</tr>
<tr>
<td><strong>Audio recording</strong></td>
<td>Identify community members from within the target community to record the voiceover for the video. (This process may involve auditioning interested community members, with external feedback from other end users informing the selection of finalists); consider that the quality of the audio recording can vary depending on the available recording equipment and location. If resources are limited, a voice-recording app on a smartphone can be used to record audio scripts inside a closed car, parked in a quiet area. Smaller, insulated spaces can be adapted to yield clean audio with little or no echo (ie, closets containing clothing or blankets hung on walls to absorb sound waves). If available, a soundproofed recording booth with a high-quality microphone is preferable; community members may need coaching to deliver lines in a way that sounds authentic and compelling. (Tips: encouraging community voice performers to stand while recording and use facial expressions, such as smiling and raising eyebrows, can yield a more convincing delivery.) Local celebrities can be recruited as compelling voice talent for public health education interventions.</td>
<td>Makeshift “Recording Studio” in Khayelitsha, South Africa</td>
</tr>
<tr>
<td><strong>Animatics (creating sequences of images or sketches)</strong></td>
<td>Combine still frames of storyboard with recorded audio using editing software such as Camtasia, Premiere Pro, or others; use video collaboration review tools such as Frame.io for internal review and feedback from local stakeholders; use WhatsApp or face-to-face meetings to gather feedback from end users who are more comfortable with these feedback avenues; use bodystorming sessions to role-play the use of the intervention in the field by end users.</td>
<td>Virtual recording session with community voice talent, Qhawe Nkopane (age 10 years)</td>
</tr>
</tbody>
</table>

South African celebrity Zolani Mahola (lead singer of the band Freshlyground) volunteered to narrate the 100% Breastfed series, Cape Town, 2018

Frame.io [65] is an online video review and collaboration tool. An “animatic” [66] (Multimedia Appendix 13) is a draft video created using rough sketches only.

Community health workers engage in role-play exercises to test the use of the intervention for future home visits with new mothers. (Simple props such as the “baby” in this scenario can help with early identification of potential barriers to implementation.)
Digital illustration tools such as Photoshop or Adobe Illustrator can be used to create simple images that underscore teaching messages and enhance engagement.

If animation used, *After Effects* and/or *Premiere Pro* can be useful software assets; use animatic as a guide layer.

An “animatic” (Multimedia Appendix 13) can be used as a guide layer for animation.

Human beings are hardwired to learn through stories and personal narratives. By collaborating with target communities to (1) identify and shape relevant narratives, (2) harness local talent and expertise to convey priority health messages through them, and (3) “digitally package” the resulting content for easy, open-access global scaling, we can marry the oldest and newest forms of teaching in a synergistic and innovative approach to health education.
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**Multimedia Appendix 1**
Basic digestion: sample physiology teaching video created in 2013.
[MP4 File (MP4 Video), 19MB - jmir_v21i1e12128_app1.mp4]

**Multimedia Appendix 2**
Malaria teaching video created in 2014 for Stanford Medicine’s infectious disease course.
[MP4 File (MP4 Video), 14MB - jmir_v21i1e12128_app2.mp4]

**Multimedia Appendix 3**
Stanford’s child nutrition and cooking trailer was created in 2014.
[MP4 File (MP4 Video), 27MB - jmir_v21i1e12128_app3.mp4]

**Multimedia Appendix 4**
Xhosa nutrition in pregnancy video created for South African maternal child health promotion in 2015.
[MP4 File (MP4 Video), 10MB - jmir_v21i1e12128_app4.mp4]

**Multimedia Appendix 5**
Hindi nutrition in pregnancy video adapted for Indian maternal child health promotion in 2017.
[MP4 File (MP4 Video), 5MB - jmir_v21i1e12128_app5.mp4]

**Multimedia Appendix 6**
Stanford’s Introduction to Food and Health trailer, created in 2016.
[MP4 File (MP4 Video), 20MB - jmir_v21i1e12128_app6.mp4]
Multimedia Appendix 7
Trailer for health across the gender spectrum (massive open online course) 2017.
[MOV File, 15MB - jmir_v21i1e12128_app7.mov ]

Multimedia Appendix 8
100% Breastfed trailer, launched in South Africa in 2018.
[MP4 File (MP4 Video), 9MB - jmir_v21i1e12128_app8.mp4 ]

Multimedia Appendix 9
Road to health trailer created for the South African Department of Health in 2018.
[MP4 File (MP4 Video), 7MB - jmir_v21i1e12128_app9.mp4 ]

Multimedia Appendix 10
[MP4 File (MP4 Video), 30MB - jmir_v21i1e12128_app10.mp4 ]

Multimedia Appendix 11
[MP4 File (MP4 Video), 7MB - jmir_v21i1e12128_app11.mp4 ]

Multimedia Appendix 12
Teaching video (derived from a recorded interview) created for open online course: Health Across the Gender Spectrum.
[MP4 File (MP4 Video), 11MB - jmir_v21i1e12128_app12.mp4 ]

Multimedia Appendix 13
Sample animatic.
[MP4 File (MP4 Video), 6MB - jmir_v21i1e12128_app13.mp4 ]

Multimedia Appendix 14
Growth stunting awareness video created with the DG Murray Trust, South Africa, 2018.
[MP4 File (MP4 Video), 17MB - jmir_v21i1e12128_app14.mp4 ]
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Abstract

Background: Physical inactivity is a major risk factor for nonalcoholic fatty liver disease (NAFLD). Exercise-based prevention interventions for improving cardiorespiratory fitness are a recommended complementary treatment for NAFLD. Achievement of minimally effective physical activity to improve cardiorespiratory fitness among patients typically involves high personal and financial expenses in face-to-face settings. We designed an eHealth approach for patients with NAFLD to improve the cardiorespiratory fitness and report the first results of the HELP (Hepatic Inflammation and Physical Performance in Patients With NASH [nonalcoholic steatohepatitis]) study.

Objective: We aimed to assess the effectiveness of an 8-week, tailored, Web-based exercise intervention for cardiorespiratory fitness improvement, expressed as peak oxygen uptake (peak volume of oxygen [VO_{2peak}]), in patients with histologically confirmed NAFLD.

Methods: In a 24-month period, 44 patients were enrolled into an 8-week, prospective, single-arm study with 12 weeks of follow-up. After a medical examination and performance diagnostics, a sports therapist introduced the patients to a Web-based platform for individualized training support. Regular individual patient feedback was provided to systematically adapt the weekly exercise schedule, which allowed us to monitor and ensure patient adherence to strength and endurance training and optimize the step-wise progressive exercise load. Exercise progression was based on an a priori algorithm that considered the subjective rate for both perceived exhaustion and general physical discomfort. The VO_{2peak} was assessed at baseline and at the end of the study by spiroergometry.

Results: A total of 43 patients completed the intervention with no adverse events. The VO_{2peak} increased significantly by 2.4 mL/kg/min (8.8%; 95% confidence interval [CI]: 1.48-3.27; P<.001) accompanied by a reduction of 1.0 kg in body weight (95% CI: 0.33-1.58; P=.004) and 1.3 kg in body fat mass (95% CI: 0.27-2.27; P=.01). In an exploratory analysis, step-wise logistic regression analysis revealed low body fat and VO_{2peak} at baseline and the total minutes of endurance training during the intervention as main contributors to a positive change in VO_{2peak}. Our predictive model indicated that the average patient with NAFLD needed 223 min for stabilization of VO_{2peak} and 628 min for average improvement in VO_{2peak}. However, in patients with a VO_{2peak} approximately 20% higher than the average VO_{2peak}, 628 min were only sufficient to stabilize the VO_{2peak} and >40% reduction in the average fat mass would be required to achieve an average outcome.

Conclusions: This is the first study to show that patients with NAFLD can be effectively supported by a Web-based approach, which can increase the VO_{2peak} to a similar extent as face-to-face interventions. Patients with low body fat and low VO_{2peak} benefited the most from our intervention. In terms of future treatment strategies, NAFLD patients with high body fat may...
particularly benefit from body-fat reduction through a strict nutritional intervention, subsequently enabling a more effective exercise intervention.

**Trial Registration:** ClinicalTrials.gov NCT02526732; https://clinicaltrials.gov/ct2/show/NCT02526732 (Archived by WebCite at http://www.webcitation.org/74pXhXXfq)

**International Registered Report Identifier (IRRID):** RR2-10.2196/resprot.8607

**KEYWORDS**

exercise; fatty liver; lifestyle; NAFLD; treatment; Web-based

**Introduction**

Sedentary behavior and an unhealthy diet are common in Western industrialized countries [1,2]. Modern lifestyle increases the risk for chronic diseases such as metabolic syndrome [2-5]. According to the Expert Panel on Detection, Evaluation, and Treatment of High Blood Cholesterol in adults, metabolic syndrome is defined by the presence of abdominal obesity, hypertriglyceridemia, low-density-lipoprotein cholesterol levels, hypertension, and impaired fasting glycemia [6]. In the last few years, nonalcoholic fatty liver disease (NAFLD) has gained attention, owing to its highest increase in the incidence among chronic liver diseases worldwide [3,4,7-9]. Some researchers consider NAFLD as a hepatic manifestation of metabolic syndrome, whereas others consider it a consequence of metabolic syndrome [3,10-13].

Irrespective of age and ethnicity, 20%-30% of the general population shows fatty changes in the liver [8,11,14-17], and the prevalence of NAFLD is higher in patients with diabetes than in patients without diabetes [18]. NAFLD is a benign, preliminary-stage disease with the potential to progress from simple steatosis to nonalcoholic steatohepatitis (NASH), cirrhosis, and finally, hepatocellular carcinoma [9,19-22]. The pathways driving this progression are numerous and complex, [22,23] and not every patient with NAFLD develops cirrhosis-related complications [9,24]. However, patients with NAFLD have a higher mortality rate than the general population [9,24,25]. Most patients with NAFLD are asymptomatic [16,19,26], but some experience unspecific symptoms such as fatigue [26,27] and depression [28], which additionally affect the health-related quality of life [29,30]. If NAFLD is left untreated, most patients will develop diabetes in the long-term [9]. To improve the condition of the liver and reduce additional risk factors, changes towards a balanced nutrition and a more physically active lifestyle are recommended in daily life [21,26,31-34]. The Practice Guidelines of the American Association for the Study of Liver Diseases recommends a loss of at least 3%-5% of body weight to improve steatosis [35]. The current recommendation for adult patients with NAFLD or NASH is a physical activity target of at least 150 min of moderate-intensity exercise per week or 75 min of vigorous-intensity exercise per week [36]. In addition, strengthening exercises should be performed twice a week [36]. Most people with NAFLD are unaware of the presence of the disease due to the absence of any specific symptoms. Therefore, NAFLD is occasionally self-caused [37] and develops and progresses over years. Studies showed a reduced physical activity level (intensity and amount) in patients with NAFLD compared to healthy individuals [12,27,38] and a suboptimal cardiorespiratory fitness, with <20% of patients meeting the recommended physical activity [39]. In a survey conducted by Kistler et al., 54% of participants were inactive, and 57% of them did not perform any recreational activity; although the remaining 43% performed some activity, it was not enough to achieve the goals recommended [40]. Besides the decreased activity level, prolonged sitting time is associated with a higher prevalence of NAFLD [41,42]. At diagnosis, patients are encouraged to immediately change many aspects of their daily routine, which requires them to overcome different barriers and obstacles; for example, time and place constraints are common hurdles in maintaining regular activity [4,37,43,44]. Changing one’s lifestyle is not easy, especially for patients with highly sedentary habits [45]. Consequently, regular motivational support from experts is needed [45]. Thus, advances in modern technologies should be considered for promoting health-conscious behavior [43]. A survey conducted by the Pew Research Center in 2015 showed that 84% of American adults have access to a computer and regularly use the internet [46]. In 2005, 75% of internet users searched for health information, and 42% of them searched for specific information about exercise and training [47]. The possibility to reach and support large numbers of patients via the internet [48] can thus be a cost-effective way to improve and maintain an active lifestyle [49]. Further, frequent issues like time and place constraints for joint exercise could be neglected with an eHealth approach. Web-based interventions with cancer patients were the first to report promising results [50,51]. The aim of our prospective, non-randomized, pilot study was to determine whether online support aids patients with NAFLD or NASH in establishing and maintaining a regular level of physical activity and whether individualized training recommendations improve the overall physical fitness determined by the peak oxygen uptake (peak volume of oxygen [VO2peak]) and body composition.

**Methods**

**Participants**

The HELP (Hepatic Inflammation and Physical Performance in Patients With NASH) study is a prospective, single-arm study in patients with histologically confirmed NAFLD and explored the feasibility and effectiveness of an individualized exercise intervention. A total of 46 patients were recruited from August 2015 to December 2017. The study was registered at ClinicalTrials.gov (NCT02526732).
Before the study was initiated, a focus group was conducted at the Department of Sports Medicine. The team of experts tested the website over a period of 4 weeks. During this time, the distribution of roles, usability, and communication features were tested and revised. No changes in structure or content were made during the trial period. All study participants were monitored and supported by the same sports therapist. A 24-hour turn-around time was mandated for responses to requests from the participants.

The inclusion criteria were age of 18-70 years and histologically proven NAFLD. Subjects were excluded if they had bariatric operation in the past 5 years; body mass index (BMI) <18.5 kg/m² or >45 kg/m²; instable coronary heart disease; coronary interventions in the past 6 months; stroke in the past 6 months; high-grade coronary artery disease (II-IV); chronic obstructive pulmonary disease; renal or metabolic abnormalities; uncontrolled hypertension; other liver diseases such as hepatitis; decompensated liver cirrhosis; hepatocellular carcinoma; alcohol consumption >30 g/day in men and >20 g/day in women; pregnancy; medications that can cause secondary NASH, such as corticosteroids; other immunological or inflammatory diseases (eg, systemic lupus erythematosus); musculoskeletal disorders; and phenprocoumon therapy.

**Study Design**

The primary outcome was defined as a change in the VO\textsubscript{2peak} from the baseline. The secondary outcome measures included changes in body composition, lung function, and changes in performance parameters from the cardiopulmonary exercise test. Assessment of the primary and secondary outcomes was performed before and after the 8-week intervention. Particular attention was paid to the acceptance and safety of the Web-based support concept. From a physical intervention point of view, acceptance of the concept was assessed by the performed exercise recommendations, where completion of 80% of the recommended exercises indicated good adherence. Considering that this was an eHealth approach, acceptance was assessed on the basis of user behavior and consequent weekly feedback. Safety was assessed by the occurrence of overloading or injuries.

Patients underwent physical examinations, laboratory tests, and an ultrasound prior to inclusion in the study. After providing informed consent, the patients performed a cardiopulmonary exercise test until exhaustion at the Department of Sports Medicine, University Mainz. In addition, the body composition was measured using a bio-impedance analyzer (InBody 3.0; Biospace, Seoul, South Korea). A standard 12-lead resting electrocardiogram and a pulmonary function test (spirometry by Body Box 5500; Medisoft, Sorinnes, Belgium) were also performed. Further details about the testing procedure are extensively described elsewhere [52,53]. After the exercise test, each patient was registered and trained by the administrator on the webpage. The registration and explanation process took approximately 1 hour. A detailed explanation, a manual for the homepage, a heart rate monitor, and three elastic tapes were provided to each patient. A detailed illustration on the measurements is available as a video clip in Multimedia Appendix 1. All patients underwent the abovementioned clinical and sports medical examinations at the start of the study and after 8 weeks of the intervention. The clinical examination was additionally performed 12 weeks after the end of the intervention (Figure 1).

**Intervention**

Patients received tailored exercise recommendations via internal messages on the system on a weekly basis [53]. Depending on the initial exercise test and the subjective feedback from the patients during the intervention period of 8 weeks, the exercise program was adjusted for each patient, considering the American College of Sports Medicine’s guidelines for exercise testing and prescription [54]. To avoid early dropouts, moderate-intensity exercise for 3 sessions per week was chosen (endurance training twice [walking or running] and strength training once [major muscle groups]). The program was intensified after a 4-week familiarization to reach a frequency of 5 sessions per week (endurance training thrice and strength training twice) for the remaining 4 weeks.

---

**Figure 1.** Study flow chart.
In addition to the frequent interaction with a counselor, peer support is considered a cornerstone in this Web-based concept. Therefore, a discussion board and a chatroom were established to improve social support and adherence [55]. However, due to issues in data-protection regulations and the ethics protocol, activities were not controlled, stored, or analyzed.

**Strength Training**

A program of 10 strength exercises was carried out in a prescribed sequence to stimulate muscular strength in the major muscle groups. Detailed illustrated instruction and video files for the exercises were available on the website. Training individualization was achieved by varying the number of repetitions or number of sets.

**Endurance Training**

The individualized endurance training program was based on lactate measurements. The intensity of the jogging program was controlled by a heart rate monitor (FT1; Polar, Kempele, Finland). After an initial continuous method with a heart rate at the lactate threshold, the training followed the interval method (eg, 2 x 4 min, 2 x 3 min, 2 x 2 min with 2-min rest) at a higher heart rate. The intended intensity of training was achieved by adjusting the interval time or adding additional intervals.

**Training Progress**

Endurance training and strength training, consisting of bodyweight exercises and exercises with elastic tapes, were the main content of the training recommendations. Each training started with a 5-min warm up and was followed by a 5-min cool-down phase. A selection of relaxation and breathing exercises was also available on the website. At the end of each week, the patients sent in a filled schedule with important information such as average heart rate, resting heart rate, and training time. In addition, the following parameters were assessed to allow modification of the training intensity and duration for the following week: (1) The patient’s individual assessment of pain and training load using the modified Borg scale (score range, 1-10) [56] after each training session, and (2) the traffic light principle to regulate the intensity of the next week’s training. Depending on individual feedback, an increase or decrease in the training recommendations was possible, wherein the pain value was dominant for the decision [53]. The weekly feedback ensured appropriate load according to individual abilities and assessment of compliance. In addition, group training was offered biweekly at the sports center of the University Mainz.

**Statistical Procedures**

Statistical analysis was performed using SPSS Statistics, version 23 (IBM Corp., Armonk, NY), and JMP (SAS Institute, Cary, NC). Descriptive statistics were used for presenting baseline characteristics and the user behavior of the website. Variables were described using mean, median, and SD. Normal distribution was tested using the Shapiro-Wilk test due to the small sample size. In case of normal distribution, the paired student t test was used to determine within-group differences before and after (at 8 weeks) the intervention. Intention-to-treat analysis was performed, and the data were processed according to the last observation carried forward method. A P value <.05 was considered statistically significant.

For investigation of factors that contribute to changes in VO$_{2\text{peak}}$, we employed a two-step procedure. We first computed a step-wise feed-forward logistic regression analysis. To ensure stringent inclusion criteria, we fed the model with the baseline data on anthropometrics, including body composition and performance data (Table 1), and data on endurance training (for 8 weeks) and the total exercise time (strength and endurance training in minutes for 8 weeks). Only 3 factors reached a significance level set at .05 for entering a single variable into the regression equation. These factors were then used to compute a logistic regression analysis. Fold-change in VO$_{2\text{peak}}$ was normalized by a normalization procedure using the inverse of the squared values, as suggested by Box-Cox analysis.

**Results**

**Baseline Characteristics**

A total of 46 patients were screened. After exclusion of 2 patients, 44 patients were finally included in the study (Figure 2). One patient dropped out (2.3%) during the intervention period.

With regard to the weight status, 3 (6.8%) patients had a normal weight status, 15 (34.1%) were overweight, and 26 (59.1%) were obese. All patient characteristics at the baseline are summarized in Table 1. The mean age of all patients was 42 (SD 10.9) years. Of the 44 patients, 41 (93.2%) had a BMI >25 kg/m$^2$ and >27% percent of body fat, and the mean BMI of all patients was 31.2 (SD 4.3) kg/m$^2$. In total, 1169 exercise recommendations (730 endurance and 439 strength) were performed, and 207 recommended workouts were cancelled due to different reasons.

**Primary Outcome**

At baseline, the mean VO$_{2\text{peak}}$ was 27.2 mL/kg/min. After the intervention, the VO$_{2\text{peak}}$ significantly increased by 8.8% (from 27.2 mL/kg/min [SD 5.1] to 29.6 mL/kg/min [SD 3.4]; 95% CI: –3.27 to 1.48; P <.001; Figure 3).

We employed logistic regression analysis to assess the combined effects of the variables shown in Table 1 on the fold change in the maximum volume of oxygen (VO$_{2\text{max}}$) by step-wise feed-forward logistic regression analysis. A multiple linear regression model with 3 independent predictors emerged on the basis of 43 total observations (df=5; F=8.03; r$^2$=0.38; P <.001). All predictors had a significant influence and a corrected power of >80% with VO$_{2\text{peak}}$ at baseline (r=-3.77; standard effect size=-0.12; 95% CI: –0.18 to –0.05; P <.001), total minutes of endurance training during the intervention period (r=3.27; standard effect size=0.09; 95% CI: 0.04-0.15; P=.002), and body fat (%) at baseline (r=-3.22; standard effect size=-0.10; 95% CI: –0.17 to –0.04; P=.003). The model indicated that participants in the program with average body fat percentage (27.9%) and average VO$_{2\text{peak}}$ at baseline (27.1 mL/kg/min) would need approximately 223 minutes of training within the intervention period to maintain their baseline VO$_{2\text{peak}}$ (Figure 4).
4a), but 628 minutes of training were required to reach the average improvement of basal VO\textsubscript{2peak} of approximately 8% (Figure 4b). However, a high VO\textsubscript{2peak} at baseline with the average fat mass would lead to a significantly lower outcome (Figure 4c) that could, in principle, be compensated by low fat mass with high baseline VO\textsubscript{2peak} (Figure 4d).

**Figure 2.** Patient flow chart.

<table>
<thead>
<tr>
<th>Assessed for eligibility (n=46)</th>
<th>Excluded after sports medical examination (n=2; 4.4%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Poorly controlled insulin-dependent diabetes mellitus (n=1)</td>
</tr>
<tr>
<td></td>
<td>- Paroxysmal tachycardia (n=1)</td>
</tr>
<tr>
<td>Intervention (n=44)</td>
<td>No response: Lost to follow-up (n=1; 2.3%)</td>
</tr>
<tr>
<td>Intervention completed and analyzed (n=43; 97.7%)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Baseline characteristics of patients enrolled in the HELP study (N=44).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>5 (11.4)</td>
</tr>
<tr>
<td>30-60</td>
<td>38 (86.4)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td><strong>Male, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 (68.2)</td>
</tr>
<tr>
<td><strong>Height (cm), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>175 (10.3)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>95.9 (17.4)</td>
</tr>
<tr>
<td><strong>BMI</strong>&lt;sup&gt;a&lt;/sup&gt; (kg/m\textsuperscript{2}), n (%)</td>
<td></td>
</tr>
<tr>
<td>Overweight (30&lt; BMI &gt;25)</td>
<td>15 (34.1)</td>
</tr>
<tr>
<td>Obese (BMI &gt;30)</td>
<td>26 (59.1)</td>
</tr>
<tr>
<td><strong>Body composition, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Body fat (kg)</td>
<td>26.7 (8.2)</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>27.9 (7.4)</td>
</tr>
<tr>
<td>Lean body mass (kg)</td>
<td>64.8 (14.1)</td>
</tr>
<tr>
<td><strong>Spirometry, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Forced vital capacity (% norm)</td>
<td>107.5 (13.3)</td>
</tr>
<tr>
<td>Forced expiratory volume (% norm)</td>
<td>96.3 (16.3)</td>
</tr>
<tr>
<td><strong>Spiroergometry, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Resting heart rate (bpm)</td>
<td>79 (10.2)</td>
</tr>
<tr>
<td>VO\textsubscript{2peak}&lt;sup&gt;b&lt;/sup&gt; (mL/kg/min)</td>
<td>27.2 (5.1)</td>
</tr>
<tr>
<td>Watt max</td>
<td>135.1 (42.9)</td>
</tr>
<tr>
<td>Watt individual anaerobic threshold</td>
<td>96.1 (21.5)</td>
</tr>
<tr>
<td>Borg value max score (range, 6-20)&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>18.5 (1.5)</td>
</tr>
<tr>
<td>Heart frequency max, mean (SD)</td>
<td>172 (16)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: body mass index.

<sup>b</sup>VO\textsubscript{2peak}: peak volume of oxygen.

<sup>c</sup>The full Borg Scale (score range, 6-20) was used for the cardiopulmonary exercise test.
Figure 3. Individual changes in VO\textsubscript{2peak} from baseline to end of the study. VO\textsubscript{2peak} improved by 2.4 mL/kg/min.
Figure 4. Predictive analysis for fold-change in VO$_{2\text{max}}$. (a) According to this model, 222 min of endurance training is needed to stabilize VO$_{2\text{max}}$ in the collective for a person with an average VO$_{2\text{peak}}$ of 27 mL/kg/min and average body fat of 27.9%. (b) For an improvement of approximately 8% VO$_{2\text{max}}$, an endurance training load of at least 600 min over 8 weeks is necessary. (c) A higher initial VO$_{2\text{peak}}$ leads to a reduced effect of the 628 min of endurance training within 8 weeks on the primary outcome, VO$_{2\text{max}}$. (d) In principal, lower body fat (%) could compensate for a higher VO$_{2\text{peak}}$ at baseline (33.67 mL/kg/min) and yield an 8% improvement in VO$_{2\text{max}}$ with the same training load. Solid black regression lines indicate the linear effect of VO$_{2\text{peak}}$ at the start of the study, total minutes of endurance training during the intervention period of 8 weeks, and body fat percentage at the start of the study. Dashed blue lines indicate the respective upper and lower 95% confidence intervals for the regressions. *FC: Fold-change. **VO$_{2\text{max}}$: maximum volume of oxygen. ***VO$_{2\text{peak}}$: peak volume of oxygen. ****Pre: before the study.

Secondary Outcomes

Significant changes were observed in body weight and BMI (95% CI: 0.33-1.58; \( P = .004 \) and 95% CI: 0.14-0.54; \( P = .001 \), respectively). With regard to the body composition, there was a significant reduction in body fat (95% CI: 0.27-2.27; \( P = .01 \)); a consequent reduction in the percentage of body fat (95% CI: 0.26-2.11; \( P = .01 \)); and a slight, but not significant, increase in lean body mass (95% CI: 0.27-2.27; \( P = .01 \)). There was a trend towards a lower resting heart rate (95% CI: −0.18 to 7.22; \( P = .06 \)), but this result was not statistically significant. Further, no changes in lung function, expressed as forced expiratory volume (95% CI: −1.39 to 0.46; \( P = .31 \)) and vital capacity (95% CI: −1.09 to 3.41; \( P = .31 \)), were observed.

Significant changes in the power, expressed as Watt max (95% CI: −18.46 to −10.17; \( P < .001 \)) and Watt at the individual anaerobic threshold (95% CI: −7.00 to −2.05; \( P = .001 \)) were observed (Figure 5). The maximum heart frequency remained unchanged, and the subjective perception of exhaustion, expressed as the Borg value, decreased significantly from baseline to the end point of the study (95% CI: −0.05 to 0.95; \( P = .02 \); Table 2).

Acceptance of the Program From an EHealth Perspective

During the intervention period, regular communication and feedback were easily achieved using the webpage. In some cases, the patients did not send the exercise feedback on time. Therefore, 2.8 (SD 3.8) reminders were sent to the participants to ask for the exercise feedback. The user behavior in terms of log-in duration and frequency is presented in Table 3. The participants’ average length of a visit was approximately 12 min, and the average log-in frequency was 13 times during the intervention period.

The typical expected attrition in registration frequency and duration [57] was observed in this trial (Figures 6 and 7). Nevertheless, a timely response was achieved, even in patients who did not continue to use the webpage, by interacting via conventional email (Table 3).
Table 2. Study results (N=44).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline, mean (SD)</th>
<th>After the study, mean (SD)</th>
<th>Difference (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>95.9 (17.4)</td>
<td>95.0 (17.8)</td>
<td>0.9 (0.9)</td>
<td>0.004</td>
</tr>
<tr>
<td>BMI(^b) (kg/m(^2))</td>
<td>31.2 (4.3)</td>
<td>30.8 (4.4)</td>
<td>0.4 (1.3)</td>
<td>0.001</td>
</tr>
<tr>
<td>Overweight (30&lt; BMI &gt;25)</td>
<td>15 (34.1)(^b)</td>
<td>14 (32.6)(^b)</td>
<td>1 (6.7)</td>
<td>—(^c)</td>
</tr>
<tr>
<td>Obese (BMI &gt;30)</td>
<td>26 (59.1)(^b)</td>
<td>26 (59.1)(^b)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Body fat (kg)</td>
<td>26.7 (8.2)</td>
<td>25.5 (9.0)</td>
<td>1.2 (4.5)</td>
<td>0.01</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>27.9 (7.4)</td>
<td>26.8 (8.4)</td>
<td>1.1 (3.9)</td>
<td>0.01</td>
</tr>
<tr>
<td>Lean body mass (kg)</td>
<td>64.8 (14.1)</td>
<td>65.2 (14.2)</td>
<td>0.4 (0.6)</td>
<td>0.31</td>
</tr>
<tr>
<td>Body composition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forced vital capacity (% norm)</td>
<td>107.5 (13.3)</td>
<td>106.3 (14.2)</td>
<td>1.2 (1.1)</td>
<td>0.31</td>
</tr>
<tr>
<td>Forced expiratory volume (% norm)</td>
<td>96.3 (16.3)</td>
<td>97.6 (13.3)</td>
<td>1.3 (1.3)</td>
<td>0.32</td>
</tr>
<tr>
<td>Spirometry</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resting heart rate (bpm)</td>
<td>79 (10.2)</td>
<td>75 (11.5)</td>
<td>4 (5)</td>
<td>0.06</td>
</tr>
<tr>
<td>(\text{VO}_{2}\text{peak})(^d) (mL/kg/min)</td>
<td>27.2 (5.1)</td>
<td>29.6 (5.4)</td>
<td>2.4 (8.8)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Watt max</td>
<td>135.1 (42.9)</td>
<td>149.5 (49.5)</td>
<td>14.4 (10.7)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Watt individual anaerobic threshold</td>
<td>96.1 (21.5)</td>
<td>100.6 (24.6)</td>
<td>4.5 (4.7)</td>
<td>0.001</td>
</tr>
<tr>
<td>Borg value max (range, 6-20)(^e)</td>
<td>18.5 (1.5)</td>
<td>18 (1.8)</td>
<td>0.5 (2.7)</td>
<td>0.03</td>
</tr>
<tr>
<td>Heart frequency (max)</td>
<td>172 (16)</td>
<td>172 (14.8)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)BMI: body mass index.
\(^b\)Values are n (%) rather than mean (SD).
\(^c\)Not applicable.
\(^d\)\(\text{VO}_{2}\)peak: peak volume of oxygen.
\(^e\)The full Borg Scale (score range, 1-10) was used for the cardiopulmonary exercise test.

Figure 5. Fold changes for maximum Watt, maximum volume of oxygen (\(\text{VO}_{2}\)max, body fat, and Watt at the individual anaerobic threshold (IAT). Error bars indicate 95% confidence intervals.
Table 3. User behavior for the homepage during the intervention period (N=43).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sum</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of logins</td>
<td>557</td>
<td>13.0 (8.0)</td>
<td>3-38</td>
</tr>
<tr>
<td>Total login duration (min)</td>
<td>6548</td>
<td>152.3 (93.8)</td>
<td>16-367</td>
</tr>
<tr>
<td>Total number of reminders</td>
<td>120</td>
<td>2.8 (3.8)</td>
<td>0-18</td>
</tr>
<tr>
<td>Use of email instead of the website for exercise feedback, n</td>
<td>165</td>
<td>3.8 (3.7)</td>
<td>0-8</td>
</tr>
</tbody>
</table>

Figure 6. Login frequency during the intervention period of 8 weeks. Error bars indicate 95% confidence intervals.

Figure 7. Login duration in minutes during the intervention period of 8 weeks. Error bars indicate 95% confidence intervals.
Figure 8. Development of the physical activity level, expressed as weekly endurance training in minutes. The dashed line indicates the recommended vigorous activity goal of 75 min per week by the World Health Organization. Error bars indicate 95% confidence intervals.

Table 4. Exercise profile (N=43).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sum</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total physical activity within 8 weeks (min)</td>
<td>52373</td>
<td>1218 (330.0)</td>
<td>568-1801</td>
</tr>
<tr>
<td>Endurance training within 8 weeks (min)</td>
<td>29104</td>
<td>677 (220.2)</td>
<td>173-1118</td>
</tr>
<tr>
<td>Interruption of exercise training, n</td>
<td>207</td>
<td>4.81 (5.1)</td>
<td>0-17</td>
</tr>
<tr>
<td>Additional workouts, n</td>
<td>72</td>
<td>1.7 (2.8)</td>
<td>0-13</td>
</tr>
</tbody>
</table>

Acceptance of the Program From a Physical Intervention Point of View

The online exercise concept was well accepted by the patients. The physical activity level increased steadily over the period of 8 weeks (Figure 8). After an initial familiarization period, the exercise recommendations increased progressively. In the second half of the intervention, the patients reached and exceeded the activity recommended by the World Health Organization [58]. The study participants performed 72 additional workouts (eg, hiking or playing volleyball or badminton; Table 4). However, the participants were not obliged to record other leisure time activities, and therefore, the additional exercises were not further examined. The adherence to the Web-based exercise concept, expressed as ≥80% of the endurance workouts, was good: 32 participants (74%) performed ≥80% of the recommended endurance workouts. Training interruptions were either documented in the weekly exercise schedule or in reply to a request from the sports therapist. Common reasons for breaks were deadlines (eg, congress participation or workshops), medical reasons (eg, cold, inflammation, blisters, headache, or food poisoning), external conditions (eg, high temperature or heavy rain), or private reasons.

Safety

The intervention in this group of patients with liver disease was safe. No serious adverse events occurred during the study period. Our traffic light principle for exercise modification protected the participants against overload. The weekly communication between the participant and the sports therapist was essential for the tailored feedback [53]. Neither the patients nor the attending physician reported injuries, physical overload, or serious concerns about the health status during the intervention period. Notably, due to physical discomfort, 2 patients had to be assigned to bicycle exercise instead of the prescribed exercise.

Discussion

Overview

Current guidelines recommend lifestyle changes as the primary approach for treating obesity and NAFLD; however, only a few studies have focused on physical activity, and neither the type nor the intensity of appropriate exercise has been defined for NAFLD. In addition, it has been suggested that physical deconditioning of patients with NAFLD leads to the inability to adhere to exercise recommendations [12,38,39]. The HELP study explored the feasibility and efficiency of a Web-based and patient-centered exercise support concept.
The Role of Weight Loss

Weight loss is a major goal in the treatment of NAFLD [59]. The guidelines and experts in the field recommend a weight loss of at least 3%-5% to improve steatosis [35,60]. However, there are critical limits to the weight loss [61]: A weight loss of 1.6 kg per week should not be exceeded, as it could potentially provoke portal inflammation or portal fibrosis [60,61]. In our study, 3 patients showed a normal weight status; therefore, weight reduction was not needed. The term weight management is more accurate than weight loss in this context. We found a significant, but extremely low, weight change among the patients, which is in accordance with the findings of other exercise studies [62-64]. Weight gain is a result of a high energy intake and low energy expenditure [65]. Weight reduction is only possible if the energy expenditure persistently exceeds the energy intake [31]. Therefore, diet is a necessary aspect of weight reduction. Furthermore, our prediction model showed that a reduction in the fat mass percentage is crucial to significantly improve cardiorespiratory fitness with achievable physical activity. Regular exercise supports energy expenditure, but conscious nutrition is essential for control of energy intake. Moreover, the absence of weight loss might partly be explained by a moderate shift from fat mass to fat-free mass. Regular activity reduces body fat and increases lean body mass. Another explanation for not observing weight loss during the intervention is insufficient negative energy balance due to a low starting intensity [66]. For effective weight loss, a longer duration and increased intensity of exercise is required. Nevertheless, exercise studies show promising results in terms of decreased insulin and homeostasis model assessment index [63,67], improved cardiorespiratory fitness [62,68], reduced hepatic and visceral lipid levels [63,69], reduced liver enzyme levels, and modulated liver fat content [34], irrespective of the nutrition intake. Exercise combined with an adjusted diet shows strong effects on weight change, but exercise also has independent modes of action. Thus, physical activity or structured exercise recommendations should be strongly promoted due to their additional benefits in the absence of weight loss.

Fitness Improvement

Takahashi et al (2015) assessed the efficiency and safety of two simple resistance exercises in 53 patients with NAFLD [67]. After a 12-week period, patients in the intervention group had a significantly increased mean fat-free mass (~0.24 [SD 0.88] vs 0.30 [SD 0.67] kg; P=0.01) and muscle (~0.24 [SD 0.82] vs 0.25 [SD 0.70] kg; P=0.02) compared to the control group [67], which are in line with our findings. Another previous study reported a change of nearly 9% in VO2peak when participants in the intervention group trained 5 times per week for 16 weeks [70]. The subjects exercised under supervision once a week and were encouraged to perform the remaining 4 sessions at home. The endurance training was controlled by heart-rate measurement [70]. In our study, a combination of the heart rate, as an objective measure, and the Borg value, as a subjective measure, were used to determine the intensity. Borg values are considered an appropriate measure for monitoring and regulating exercise intensity [34,71,72]. The results of this study, with a short intervention period of 8 weeks, are consistent with those of recent face-to-face research studies with respect to changes in body composition and VO2peak, demonstrating the efficacy of our eHealth approach [34,63,64,67,70,73]. For instance, in a study by Keating et al (2015), the participants were supervised and monitored using Borg values and heart rate during the intervention period of 8 weeks [64]. Depending on the group allocation, the participants were instructed to perform 2 or 3 sessions of aerobic exercise training a week; the exercise quantity is comparable to that used in our study. With regard to the exercise quality, Keating et al (2015) compared 3 different training approaches in order to determine whether intensity or volume is more effective [64]. A total of 47 obese adults trained for 8 weeks with low-intensity and high-volume exercise, high-intensity and low-volume exercise, or low-intensity and low-volume exercise (or were prescribed a stretching and self-massage program as placebo); all intervention groups showed similar changes in VO2peak (by 2.29 [SD 0.77] mL/kg/min, P<0.01; 2.39 [SD 0.48] mL/kg/min, P<0.01; and 2.24 [SD 0.54] mL/kg/min, P<0.01, respectively), which is comparable to our results. Therefore, the investigators concluded that volume and intensity were both efficient [64]. However, with respect to adherence, another study reported that high exercise frequency is better accepted than high exercise intensity [74]. Furthermore, high exercise intensity resulted in a higher percentage of exercise-related injuries [74]. Despite the positive effects of regular physical activity, independent of intensity and volume, the most important challenge is adherence to exercise [75].

The Importance of Regular Support

Physical activity for 5 days per week is recommended for the general population [58]. In addition, resistance training should be performed at least 2 days a week. In contrast to the findings of Perri et al [74], many study participants in this trial reported that they struggled with integration of the demanding volume in the second half of the intervention. Berzigotti et al (2016) summarized the beneficial effects of exercise on the health of patients with NAFLD, but also reported high dropout rates in physical activity trials among these patients [3]. There is an urgent need to counteract the sedentary habits of patients with NAFLD. Despite the proven positive effects of regular physical activity and a healthy diet, many people lack long-term motivation [76]. Engaging in less physical activity increases the risk of fatty changes in the liver [41,77,78]. In a previous study, the physically inactive group showed a significantly higher prevalence of fatty liver changes [78]. This finding is supported by the results of a study by Perseghin et al (2007), who showed an association between habitual physical activity and intrahepatic fat content [79]. Furthermore, a large cross-sectional study by Ryu et al (2015) fully supported this finding: They showed that prolonged sitting times are positively associated with the prevalence of NAFLD [42]. Therefore, supporting patients to achieve and sustain regular activity is a key issue in NAFLD management [12]. Due to the pronounced sedentary lifestyle, starting with a low training volume and intensity is recommended for motivational reasons. Self-chosen sitting times should be reduced, and barriers for regular exercise should be identified and eliminated [80]. Intensive-exercise interventions carried out under supervision in hospitals or fitness centers [32,34,68,70] impose an unnatural lifestyle on patients for a short period of time. After the intervention, patients quickly
lose motivation and fall back into their old habits [45]. There is a strong need and a high potential for Web-based intervention designs [81,82]. Web-based interventions are essential to bridge the treatment gap between demand and supply [83,84]. In a previous study, patients with diabetes reported that they need a better strategy for transition to subsequent postintervention conditions of less support [85]. Furthermore, from the patient’s point of view, scheduling flexibility and geographical proximity are important factors, which should be taken into account [85]. Even the most-powerful individualized exercise program enhances the patient’s situation sustainably only if patients are able to adopt the regular activity in their daily routine [86].

Therefore, the main focus is to incorporate an exercise program into the daily routine of patients with NAFLD to promote long-term changes [87] and reverse sedentariness [88]. Regular feedback from a counselor seems to be an important aspect for patients to stay motivated [89,90]. Furthermore, it is important to integrate the patient in the decision-making process [86]. Thus, a change from compliance (implementation of prescription) to adherence (mutual agreement between patient and caregiver) should be achieved [82,86]. Growing interest in utilization of modern technologies such as computers and smartphones could encourage the use feasible ways to improve knowledge and care in a home-based setting. Web-based support allows a flexible scheduling of training and transfer of proper guidance through regular counseling and tailored feedback. In this study, common obstacles such as time constraints (eg, shift work or family responsibilities) or no access to a fitness center (eg, distance, high costs, or lack of sound advice) [37,43,45] could be circumvented by using additional training equipment like pulse watches and elastic bands. Furthermore, a regular, close communication with a team of experts was achieved by communication via the specially designed website. This approach reduced the aforementioned geographical and time-related barriers. In contrast to print-based interventions and face-to-face counseling, Web-based communication reduces costs and has a higher potential to reach a wide range of target groups with tailored support [43,49,91]. Individualized recommendations based on heart frequency and personal feedback, expressed as rating of perceived exertion, seem to be useful in this context [34].

This trial tests the feasibility of a Web-based exercise program in a group of patients with liver disease. In line with the recommendations of guidelines, this is also one of the first investigations to support patients with NAFLD by providing a combined endurance and strength training program.

**Strengths and Limitations**

This study has several strengths and limitations. The strengths of this study include the performance of a liver biopsy, which is the gold standard for diagnosing liver diseases [7,92]. Furthermore, this is the first Web-based approach for a tailored exercise intervention in this patient group. In contrast to other studies, we had only 1 (2.3%) dropout; our study showed good adherence and tolerance in comparison to a recent review that reported dropout rates of 6%-45% with a similar intervention [75]. Possible advantages of the Web-based approach are the flexible design and exercise implementation in the home environment. This study had a few limitations. First, investigators had to rely, at least partially, on subjective feedback for training adherence without the possibility of visual control by the sports physician. Data on training adherence might be prone to social desirability bias as well as over- or underestimation. Studies have previously discussed the issue of over- or underestimation in home-based training settings [93,94]. To reduce such potential bias, we combined the subjective feedback (Borg rating for training sessions) with an objective measurement (average heart rate). An individual who tended to respond in a socially desirable fashion would need at least some in-depth knowledge in exercise physiology to trick the therapist or would most likely submit nonplausible data.

Second, this study lacked a control group. Because of different comorbidities, some patients had to be excluded. Therefore, we do not present a typical NAFLD collective here. Third, missing features and confusing page layout of the website could have affected user behavior. Most patients demanded regular nutritional advice. Some of the participants stated that they neglected their common eating habits due to diverse changes during the intervention period (eg, marriage, job loss, or change of shift). These changes could explain minor changes in the weight status. Finally, the length of the intervention period (8 weeks) was probably too short to show further improvements in weight status or cardiorespiratory fitness.

**Conclusions**

The present study indicates that 8 weeks of a Web-based, highly individualized, supervised training is safe and feasible for patients with NAFLD. The program significantly improved the VO2peak and body composition. To influence the risk factor sedentariness sustainably and enable a long-term lifestyle change, an exercise program that can be integrated into everyday life is needed. Web-based communication as a connection between the patient and caregiver might be a useful and cost-effective monitoring tool. Close contact with the supervisor can immediately reduce sport-related doubts and anxieties as well as motivational barriers. The Web-based design is the first step to a new way of delivering services to patients with NAFLD and potentially, other diseases. Future studies are required to determine whether regular interaction between the patient and the study team can be maintained in long-term. Additionally, the intervention program presented here could be further supplemented with individualized, nutritional advice by a dietician to further improve the weight status. Finally, an expert should rework the page design and integrate missing features for a more pleasant experience with the webpage.
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Abstract

Background: Obesity is a highly prevalent condition with important health implications. Face-to-face interventions to treat obesity demand a large number of human resources and time, generating a great burden to individuals and health system. In this context, the internet is an attractive tool for delivering weight loss programs due to anonymity, 24-hour-accessibility, scalability, and reachability associated with Web-based programs.

Objective: We aimed to investigate the effectiveness of Web-based digital health interventions, excluding hybrid interventions and non-Web-based technologies such as text messaging, short message service, in comparison to nontechnology active or inactive (wait list) interventions on weight loss and lifestyle habit changes in adults with overweight and obesity.

Methods: We searched PubMed or Medline, SciELO, Lilacs, PsychNet, and Web of Science up to July 2018, as well as references of previous reviews for randomized trials that compared Web-based digital health interventions to offline interventions. Anthropometric changes such as weight, body mass index (BMI), waist, and body fat and lifestyle habit changes in adults with overweight and obesity were the outcomes of interest. Random effects meta-analysis and meta-regression were performed for mean differences (MDs) in weight. We rated the risk of bias for each study and the quality of evidence across studies using the Grades of Recommendation, Assessment, Development, and Evaluation approach.

Results: Among the 4071 articles retrieved, 11 were included. Weight (MD = −0.77 kg, 95% CI = −2.16 to 0.62; 1497 participants; moderate certainty evidence) and BMI (MD = −0.12 kg/m2; 95% CI = −0.64 to 0.41; 1244 participants; moderate certainty evidence) changes were not different between Web-based and offline interventions. Compared to offline interventions, digital interventions led to a greater short-term (<6 months follow-up) weight loss (MD = −2.13 kg, 95% CI = −2.71 to −1.55; 393 participants; high certainty evidence), but not in the long-term (MD = −0.17 kg, 95% CI = −2.10 to 1.76; 1104 participants; moderate certainty evidence). Meta-analysis was not possible for lifestyle habit changes. High risk of attrition bias was identified in 5 studies. For weight and BMI outcomes, the certainty of evidence was moderate mainly due to high heterogeneity, which was mainly attributable to control group differences across studies ($R^2$=79%).
Conclusions: Web-based digital interventions led to greater short-term but not long-term weight loss than offline interventions in overweight and obese adults. Heterogeneity was high across studies, and high attrition rates suggested that engagement is a major issue in Web-based interventions.

(J Med Internet Res 2019;21(1):e298) doi:10.2196/jmir.9609
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**Introduction**

Facing the global obesity epidemic is a major public health challenge [1]. The prevalence of obesity has nearly doubled over the last 30 years [1]. Obesity is associated with an increased risk for type 2 diabetes, hypertension, dyslipidemia, cardiovascular diseases, musculoskeletal disorders, psychological stress, and certain types of cancer. All these morbidities significantly increase mortality and reduce quality of life [2].

Obesity treatment involves a systemic approach with both individual and environmental strategies [3]. The individual interventions are usually delivered face-to-face, which generate high demands for individuals, due to their prolonged course, and a great burden to the health care system due to the high prevalence of obesity [4]. Despite such efforts, the effectiveness of obesity interventions on weight loss is only modest, particularly in the long-term [5].

In this context, Web-based digital technology can be a particularly interesting tool for the treatment of overweight and obesity due to its capacity for reaching a large number of people even in remote areas on a 24-hour per 7-day regimen. Delivering weight loss interventions on the Web allows targeting a larger number of people compared to face-to-face interventions and might be less time consuming and more cost-effective for professionals and patients [6]. Previous reviews have shown a modest superiority of digital interventions in comparison to offline interventions with regards to weight loss [7,8]. However, as these reviews included studies that investigated hybrid interventions both in the intervention (eg, Web-based plus short message service text messages) and control groups (ie, face-to-face plus technology-based interventions), the effect of interventions that use only Web-based delivery is not known.

Our aim was to conduct a systematic review and meta-analysis of randomized controlled trials to investigate the effect of Web-based digital interventions in comparison to real-world interventions on anthropometric measures and changes in dietary and physical activity habits in individuals with overweight and obesity.

**Methods**

**Systematic Review**

For the purpose of this review, PubMed or Medline, SciELO, Lilacs, PsychNet, and Web of Science electronic databases were searched up to July 1, 2018. No language restrictions were applied. We searched both for indexed terms and terms in titles or abstracts that corresponded to the following search pattern in PubMed or Medline: (overweight OR obes*) AND (web OR technology OR internet OR computers OR “social media” OR online).

Studies were eligible if they reported data on randomized controlled trials, which recruited adults (≥18 years) with obesity (body mass index [BMI] ≥25 kg/m²) into a Web-based digital intervention (accessed by browser or Web-based application, regardless of device) versus offline or in-person (face-to-face) interventions. Studies that did not apply any active interventions (wait list) in the control group were also included. Exclusion criteria comprised studies in which overweight and obesity were not a primary selection criterion or those in which the predefined outcomes were not reported. Additionally, studies that included children, adolescents, or pregnant women were excluded. Trials of hybrid interventions (Web-based digital interventions plus face-to-face interventions or other technology-based interventions, such as mobile short message service text messages or digital interventions plus offline interventions) and those that included digital interventions in the control group were also excluded. Moreover, studies evaluating the prevention of weight regain after a previous intervention and those that did not report the predefined outcomes of interest were not included. Multiple reports from the same study were considered as a single one. We considered changes in anthropometric measures and in dietary and physical activity habits as the outcomes of interest.

Two reviewers (AGC and MNLP) independently carried out the selection of the studies according to the predefined eligibility criteria. Any disagreement between them was evaluated by 2 other authors (AMB and AQA). AMB and AQA independently extracted data from reports based on a predefined data extraction form. Any disagreement between them was evaluated by either MdFHD or ALR. When some information was not clear in the report, authors were contacted by email. Hand search was performed in the references of previously published reviews.

**Quality of the Evidence**

We used the Grades of Recommendation, Assessment, Development and Evaluation (GRADE) methodology [9] to assess the quality of evidence retrieved by the systematic review. This consists of evaluating the risk of selection (randomization and allocation), performance (blinding of participants and personnel), detection (blinding of outcome assessment), attrition (incomplete outcome data), and reporting (selective reporting) bias of individual studies. In addition, the GRADE methodology suggests assessment of indirectness, inconsistency, imprecision and publication bias of the evidence overall in order to grade the level of the evidence retrieved.
Meta-Analysis

We used a random effects model to calculate summary mean differences (MDs) and 95% CIs for 1 unit change in weight (kg), BMI (kg/m²), waist (cm), or body fat (%). In cases where both “per protocol” and intention-to-treat results were provided, the latter were used to calculate summary MDs. For dietary and physical activity habits, we found a great diversity in the instruments used to measure changes among the groups. This finding precluded meta-analysis, and we performed only qualitative analysis of these outcomes. We used the Cochrane Review Manager software for these analyses [10].

A random effects meta-regression model was used to determine whether the type of control group (with and without active intervention) was a source of heterogeneity among studies. We performed sensitivity analyses according to the length of follow-up (<6 and ≥6 months) and the type of control intervention (presence or not of a nondigital intervention in the control group). We used Comprehensive Meta-Analysis software version 3 for this analysis [11].

Results

Systematic Review

The search strategy resulted in 4071 articles. After exclusions, as shown in Figure 1, a total of 11 studies [12-22] that analyzed data from 1525 participants were retrieved. Female sex was predominant in most of the studies. The age of the participants varied from 18 to 65 years. Most of the studies excluded participants with comorbidities and pregnancy as well as participants who were engaged in other weight loss programs. Unhealthy lifestyle habits were not an inclusion criterion in any of the retrieved studies. Recruitment settings varied among the studies and included community populations, physician-referred patients, company employees, and university students or staff. Other characteristics of the studies retrieved are depicted in Multimedia Appendix 1.

Interventions were predominantly delivered via internet browsers, except 2 that were delivered by a smartphone app [12,16]. Diverse behavioral strategies, such as goal setting, self-monitoring and management, social support, modeling, and feedback were applied in the studies. The control groups received either no intervention (wait list) or usual face-to-face interventions (Table 1).

Quality of the Evidence

With regard to the risk of bias of individual studies (Figures 2 and 3), all of the studies reported a sequence generation randomization process. Allocation was not concealed in 3 studies [12,18,20]. As expected in this type of intervention, blinding of participants and personnel was not feasible, whereas blinding of the assessor was not reported in 5 [15,17,19-22]. Moreover, high follow-up attrition rates were a common finding. Moreover, 7 of the 11 retrieved studies showed ≥20% losses to follow-up, and unbalanced losses (intervention>control group) were present in 5 of the 11 studies [12,14,16,18,19].

The quality of the evidence retrieved by the GRADE methodology was considered moderate for the primary outcomes of this review (weight and BMI change), as shown in the summary of findings table (Multimedia Appendix 2). Although indirectness, imprecision, and publication bias were not major issues in this body of evidence, heterogeneity ($I^2=94%$; $P<.001$, for weight loss as the outcome) was high and explained mainly ($R^2=0.79$) by differences in the type of control group as shown by meta-regression analysis.

Anthropometric Measures

Absolute weight and BMI changes were reported in 10 [12-15,17-22] and 9 [12-20] studies, respectively. Overall, changes in weight (MD $-0.77$ kg; 95% CI $-2.16$ to $0.62$; Figure 2) and MDs in BMI (MD $-0.12$ kg/m²; 95% CI $-0.64$ to $0.41$; Figure 3) were not significantly different between the digital interventions and the offline interventions. Only 2 studies reported results on waist circumference [12,14]. There was no difference between the intervention and control groups for this outcome ($-0.54$ cm; 95% CI $-5.17$ to $4.10$), as shown in Figure 4. Only 1 study reported changes in percent body fat and did not find a significant difference between the intervention and control groups ($-1.40$%; 95% CI $-2.93$ to $0.13$) [13].

Lifestyle Habits and Other Outcomes

Among the 11 studies, 8 reported outcomes on dietary or physical activity habit changes [12,14-17,19-21]. However, the instruments used to measure qualitative and quantitative dietary and physical activity characteristics were very different across the studies. This precluded us to perform a quantitative review of these outcomes. Most of the studies reported that there was no significant difference between the intervention and control groups, except for dietary habits in 3 of the studies (Table 2) [14,16,21]. Moreover, 5 studies [14,16,17,20,22] reported data on substitutive measures of cardiovascular morbidity—blood pressure, glucose metabolism, or cholesterol. None of them found any difference between the intervention and control groups. None of the 11 studies investigated hard endpoints, such as cardiovascular morbidity and mortality.

There was no difference between the groups in terms of quality of life in the 3 studies that assessed it [18-20]. The Web-based intervention was cost-effective in comparison to a 6-month in-person intervention in 1 [18] of the 3 studies that evaluated cost-effectiveness [18-20].

https://www.jmir.org/2019/1/e298/
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-analysis flowchart.

- **Identification**
  - Records identified through database searching (n=3812)
  - Additional records identified through other sources (n=259)

- **Screening**
  - Records after duplicates removed (n=1929)
  - Records screened (n=772)
  - Records excluded (n=1157)

- **Eligibility**
  - Full-text articles assessed for eligibility (n=206)
  - Studies included in qualitative synthesis (n=11)
  - Full-text articles excluded
    - Hybrid interventions (n=44)
    - Comparison group included technology intervention (n=43)
    - No predefined outcomes in the paper (n=56)
    - Inclusion not based on overweight or obesity or intervention not for weight loss (n=22)
    - Not randomized controlled trial (n=12)
    - Weight maintenance (n=12)
    - Duplicates (n=6)

- **Included**
  - Studies included in quantitative synthesis (meta-analysis) (n=11)
<table>
<thead>
<tr>
<th>Study</th>
<th>Behavioral theory</th>
<th>Behavioral strategy</th>
<th>Technology strategy</th>
<th>Type of control intervention</th>
<th>Behavioral strategy in control group</th>
<th>Tools used in control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al 2013 [12]</td>
<td>Social cognitive theory, behavioral self-management, and motivational interviewing counseling</td>
<td>Self-management, mindful empowerment, and feedback</td>
<td>Web-based smartphone app</td>
<td>In person</td>
<td>Coaching and goal setting</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Collins et al 2012 [14]</td>
<td>Social cognitive theory</td>
<td>Self-efficacy, goal setting, and self-monitoring of weight, body measurements, exercise, and diet; outcome expectations (knowledge-based web components); modeling; and social support</td>
<td>Website and telephone contact</td>
<td>Wait list</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Dunn et al 2016 [15]</td>
<td>Theory of planned behavior, mindfulness, and small steps to change</td>
<td>Web-based lessons of the Eat Smart, Move More, Weigh Less, an evidence-based, 15-week, adult weight management program</td>
<td>Website</td>
<td>Wait list</td>
<td>Theory of planned behavior, mindfulness, and small steps to change</td>
<td>Eat Smart, Move More, Weigh Less, an evidence-based, 15-week, adult weight management program</td>
</tr>
<tr>
<td>Hurkmans et al 2018 [16]</td>
<td>Not specified</td>
<td>Knowledge, self-monitoring, help button</td>
<td>Mobile app</td>
<td>In person</td>
<td>Self-monitoring, action planning, relapse prevention</td>
<td>N/A</td>
</tr>
<tr>
<td>Kraschnewski 2011 [17]</td>
<td>Positive deviance framework</td>
<td>Modeling, goal setting, knowledge, personalized feedback, self-monitoring</td>
<td>Videos</td>
<td>Wait list</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Krukowski et al 2011 [18]</td>
<td>Not specified</td>
<td>Knowledge, self-monitoring, stimulus control, problem solving, goal setting, relapse prevention, and assertiveness training</td>
<td>Chat group, pedometers, and website platform</td>
<td>In person</td>
<td>Knowledge, self-monitoring, stimulus control, problem solving, goal setting, relapse prevention, and assertiveness training</td>
<td>Group sessions and printed information on dietary intake and physical activity</td>
</tr>
<tr>
<td>McConnon et al 2007 [19]</td>
<td>Not specified</td>
<td>Counseling, personal feedback</td>
<td>Not specified</td>
<td>Primary-care based printed information</td>
<td>Not available</td>
<td>Printed information</td>
</tr>
<tr>
<td>Padwal et al 2017 [20]</td>
<td>Not specified</td>
<td>Knowledge, self-management, self-monitoring, goal setting, stress management</td>
<td>Website</td>
<td>In person</td>
<td>Knowledge, self-management, self-monitoring, goal setting, stress management</td>
<td>N/A</td>
</tr>
<tr>
<td>Steinberg et al 2013 [21]</td>
<td>Not specified</td>
<td>Self-monitoring, knowledge and skills (portion control, restaurant eating, structured exercise, problem solving, stimulus control, and relapse prevention)</td>
<td>Cellular-connected “smart” scale for daily weighing, website, and email</td>
<td>Wait list</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yardley et al 2014 [22]</td>
<td>Cognitive behavioral theory</td>
<td>Skills, self-regulation, and feedback</td>
<td>Website lessons, challenges, and email</td>
<td>In person</td>
<td>Not available</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
### Figure 2. Meta-analysis results for mean weight change (kg) in Web-based-only versus offline interventions. df: degrees of freedom; IV: interval variable; random: random effects model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Web-based only</th>
<th>Control</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
<td>Mean</td>
</tr>
<tr>
<td>Allen et al., 2013</td>
<td>-1.0</td>
<td>3.7</td>
<td>18</td>
<td>-2.6</td>
</tr>
<tr>
<td>Chung et al., 2014</td>
<td>-1.6</td>
<td>5.8</td>
<td>15</td>
<td>-2.6</td>
</tr>
<tr>
<td>Collins et al., 2012</td>
<td>-2.1</td>
<td>9.2</td>
<td>98</td>
<td>-0.6</td>
</tr>
<tr>
<td>Dunn, et al., 2016</td>
<td>-1.8</td>
<td>6.2</td>
<td>19</td>
<td>-2.3</td>
</tr>
<tr>
<td>Krasnowska et al., 2011</td>
<td>-1.4</td>
<td>2.7</td>
<td>43</td>
<td>0.6</td>
</tr>
<tr>
<td>Krasnowska et al., 2011</td>
<td>-5.5</td>
<td>5.6</td>
<td>151</td>
<td>-6.1</td>
</tr>
<tr>
<td>McCormack et al., 2007</td>
<td>-1.3</td>
<td>5.1</td>
<td>54</td>
<td>-1.9</td>
</tr>
<tr>
<td>Padovani et al., 2017</td>
<td>-2.0</td>
<td>6.7</td>
<td>225</td>
<td>-3.7</td>
</tr>
<tr>
<td>Steinberg et al., 2013</td>
<td>-8.2</td>
<td>3.6</td>
<td>47</td>
<td>-9.3</td>
</tr>
<tr>
<td>Yardley et al., 2014</td>
<td>-2.5</td>
<td>9.6</td>
<td>45</td>
<td>-2.4</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>738</td>
<td>758</td>
<td>100.0%</td>
<td>-0.77 (2.16, 0.62)</td>
</tr>
</tbody>
</table>

**Risk of bias legend:**

(A) Random sequence generation (selection bias)

(B) Allocation concealment (selection bias)

(C) Blinding of participants and personnel (performance bias)

(D) Blinding of outcome assessment (detection bias)

(E) Incomplete outcome data (attrition bias)

(F) Selectors reporting (reporting bias)

(G) Other bias

### Figure 3. Meta-analysis results for mean body mass index change (kg/m²) in Web-based-only versus offline interventions. df: degrees of freedom; IV: interval variable; random: random effects model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Web-based only</th>
<th>Control</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
<td>Mean</td>
</tr>
<tr>
<td>Allen et al., 2013</td>
<td>-0.7</td>
<td>1.3</td>
<td>17</td>
<td>-0.8</td>
</tr>
<tr>
<td>Chung et al., 2014</td>
<td>-0.5</td>
<td>1.4</td>
<td>19</td>
<td>-0.1</td>
</tr>
<tr>
<td>Collins et al., 2012</td>
<td>-0.7</td>
<td>1.1</td>
<td>90</td>
<td>0.15</td>
</tr>
<tr>
<td>Dunn, et al., 2016</td>
<td>-0.7</td>
<td>1.2</td>
<td>28</td>
<td>-0.4</td>
</tr>
<tr>
<td>Handa et al., 2013</td>
<td>-0.7</td>
<td>1.3</td>
<td>31</td>
<td>-1.1</td>
</tr>
<tr>
<td>Krasnowska et al., 2011</td>
<td>-1.1</td>
<td>3.3</td>
<td>43</td>
<td>-3.0</td>
</tr>
<tr>
<td>Krasnowska et al., 2011</td>
<td>-1.9</td>
<td>8.4</td>
<td>161</td>
<td>-2.8</td>
</tr>
<tr>
<td>Padoval et al., 2017</td>
<td>-1</td>
<td>2.2</td>
<td>226</td>
<td>-1.3</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>622</td>
<td>622</td>
<td>100.0%</td>
<td>-0.12 (0.64, 0.41)</td>
</tr>
</tbody>
</table>

### Figure 4. Meta-analysis results for mean waist change (cm) in Web-based-only versus offline interventions for studies with a specific intervention in the control group. df: degrees of freedom; IV: interval variable; random: random effects model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Web-based only</th>
<th>Control</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Risk of Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Total</td>
<td>Mean</td>
</tr>
<tr>
<td>Collins et al., 2012</td>
<td>-2.6</td>
<td>5.6</td>
<td>99</td>
<td>0.5</td>
</tr>
<tr>
<td>Allen et al.</td>
<td>-0.8</td>
<td>0.8</td>
<td>29</td>
<td>-3.19</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td>114</td>
<td>118</td>
<td>100.0%</td>
<td>-0.54 (1.17, 4.10)</td>
</tr>
</tbody>
</table>

**Risk of bias legend:**

(A) Random sequence generation (selection bias)

(B) Allocation concealment (selection bias)

(C) Blinding of participants and personnel (performance bias)

(D) Blinding of outcome assessment (detection bias)

(E) Incomplete outcome data (attrition bias)

(F) Selectors reporting (reporting bias)

(G) Other bias

---

https://www.jmir.org/2019/1/e298/
Table 2. Differences of lifestyle habits between the intervention and control groups.

<table>
<thead>
<tr>
<th>Study</th>
<th>Physical activity</th>
<th>Dietary caloric intake</th>
<th>Dietary quality</th>
<th>Physical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al 2013 [12]</td>
<td>No difference</td>
<td>N/A</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Chung et al [13]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Collins et al 2012 [14]</td>
<td>Lower in the intervention group</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Dunn et al 2016 [15]</td>
<td>No difference</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Hurkmans et al 2018 [16]</td>
<td>Lower in control group</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Krzakowski et al, 2011 [17]</td>
<td>No difference</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Krukowski et al [18]</td>
<td>N/A</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>McConnell et al [19]</td>
<td>No difference</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Padwal et al 2017 [20]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Steinberg et al 2013 [21]</td>
<td>Lower in the intervention group</td>
<td>No difference</td>
<td>No difference</td>
<td></td>
</tr>
<tr>
<td>Yardley et al 2014 [22]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

*N/A: not available.

Sensitivity Analyses

In the subgroup of studies in which there was an active intervention in the control group, there was a significant difference between Web-based interventions and nontechnology interventions regarding weight loss (MD 0.82 kg; 95% CI 0.06 to 1.59; Figure 5). When the analysis was restricted to the subgroup of studies that did not have any intervention in the control group, the Web-based intervention was superior to control (MD −2.14 kg; 95% CI −2.65 to −1.64; Figure 6).

Figure 5. Meta-analysis results for mean weight change (kg) in Web-based-only versus active nontechnology interventions in the control group. df: degrees of freedom; IV: interval variable; random: random effects model.

Figure 6. Meta-analysis results for mean weight change (kg) in Web-based-only versus nonactive interventions (wait list) in the control group. df: degrees of freedom; IV: interval variable; random: random effects model.

When studies were analyzed according to the length of follow-up, there was greater weight loss (MD −2.13 kg; 95% CI −2.71 to −1.55) in the Web-based intervention group than in the offline intervention group in the subgroup of studies with <6 months of follow-up, whereas there was no difference between the intervention and control groups in the subgroup of studies with ≥6 months of follow-up (MD −0.17 kg; 95% CI −2.10 to 1.76), as shown in Figures 7 and 8, respectively.
Discussion

Principal Findings

In this meta-analysis, we found that the use of Web-based digital interventions exclusively was not superior to the use of offline interventions in terms of weight or BMI loss in individuals with overweight and obesity except in the short-term. These findings were based on moderate-quality evidence. Changes in dietary and physical habits of overweight and obese individuals were not different between these 2 types of intervention either.

The findings of superiority of the intervention in comparison to the control for short-term but not long-term weight loss suggest that long-term use and adherence to digital interventions are important issues to consider when planning this kind of intervention. Moreover, the superiority of digital intervention in the subgroup of studies that had no specific intervention in the comparison group suggests that this tool might be more valuable to induce weight loss in patients who do not have access to any kind of in-person intervention.

Intervention-induced weight loss was of small clinical significance. This happened even in studies with a short-term follow-up. Low engagement to the interventions delivered by the Web-based tools might explain these modest results and might be a proxy for the low motivation of participants [23]. These modest results also highlight the need to investigate the components and tools of Web-based platforms that lead to the maintenance of users’ motivation, interest, and participation, which play a key role in enhancing adherence to healthy behaviors.

A great diversity of behavioral techniques was found in the intervention groups across studies. Behavioral strategies with multiple components comprised most of the intervention strategies. This makes it difficult to infer which components are more effective in promoting weight loss and change of health habits and precluded us from identifying whether the results were due to differences in the nature of the interface (Web-based vs face-to-face) or in the behavioral strategy. Additionally, the principles of the interventions applied in the control group were not similar to those applied in the intervention group within each study.

High risk of attrition bias was identified in 5 of the 11 studies. Although most of them followed up participants in the short-term (less than 6 months), loss of ≥20% of participants over the follow-up period was common both in the intervention and control groups. This suggests that Web-based interventions probably do not overcome the low adherence to treatments, which is commonly reported in obesity studies. Another issue of concern regarding the quality of the studies was the scarcity of data on hazardous outcomes related to the weight loss. Since appetite disorders as well as muscle and bone mass reduction may be consequences of weight loss, it was desirable that the studies had included these issues in the results. Differences in the type of control group (with and without intervention) explained a major part of the high heterogeneity found in the meta-analysis.

The thorough revision, which included 5 databases with no language restriction, is a major strength of this study. On the other hand, the high heterogeneity and high risk of attrition bias make recommendations of using Web-based interventions for individuals with overweight and obesity based on their effectiveness on weight loss of moderate certainty.

Conclusion

There is moderated certainty in our findings that Web-based digital health interventions are more effective than nontechnology interventions in promoting short-term but not long-term weight loss. Moreover, Web-based interventions do
not seem superior to nontechnology ones in terms of changes in dietary and physical activities. The high dropout rates in the retrieved studies contributed to a lowered quality of evidence and suggest that designing interventions that maintain participants’ engagement and motivation over time might be fundamental to the success of digital interventions.

Acknowledgments
This study was supported with grants from the National Institute of Science and Technology for Health Technology Assessment (IATS) – CNPq/Brazil. AMB was was funded by Programa de Pós Doutorado (Prêmio Capes de Teses em Medicina I-2013) from Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (Capes). ALR was supported by CNPq (research fellowship number 310679/2016–8) and FAPEMIG (PPM-00428-17).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Individual study characteristics.

Multimedia Appendix 2
Summary of findings table according to the GRADE methodology.

References


Abbreviations

BMI: body mass index
GRADE: Grades of Recommendation, Assessment, Development and Evaluation
MD: mean difference
of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Review

Identifying Brief Message Content for Interventions Delivered via Mobile Devices to Improve Medication Adherence in People With Type 2 Diabetes Mellitus: A Rapid Systematic Review

Hannah Long¹, MSc; Yvonne K Bartlett¹, PhD; Andrew J Farmer², DM; David P French¹, PhD

¹Manchester Centre for Health Psychology, School of Health Sciences, University of Manchester, Manchester, United Kingdom
²Nuffield Department of Primary Care Health Sciences, University of Oxford, Oxford, United Kingdom

Corresponding Author:
David P French, PhD
Manchester Centre for Health Psychology
School of Health Sciences
University of Manchester
Coupland 1 Building
Coupland Street
Manchester, M13 9PL
United Kingdom
Phone: 44 161 275 2605
Email: david.french@manchester.ac.uk

Abstract

Background: Current interventions to support medication adherence in people with type 2 diabetes are generally resource-intensive and ineffective. Brief messages, such as those delivered via short message service (SMS) systems, are increasingly used in digital health interventions to support adherence because they can be delivered on a wide scale and at low cost. The content of SMS text messages is a crucial intervention feature for promoting behavior change, but it is often unclear what the rationale is for chosen wording or any underlying mechanisms targeted for behavioral change. There is little guidance for developing and optimizing brief message content for use in mobile device–delivered interventions.

Objective: This review aimed to (1) identify theoretical constructs (ie, the targets that interventions aim to change) and behavioral strategies (ie, features of intervention content) found to be associated with medication adherence in patients with type 2 diabetes and (2) map these onto a standard taxonomy for behavior change techniques (BCTs, that is, active ingredients of interventions used to promote behavioral change, to produce an evidence-based set of approaches that have shown promise of improving adherence in previous studies and which could be further tested in digital health interventions.

Methods: A rapid systematic review of existing relevant systematic reviews was conducted. MEDLINE and PsycINFO databases were searched from inception to April 10, 2017. Inclusion criteria were (1) systematic reviews of quantitative data if the studies reviewed identified predictors of or correlates with medication adherence or evaluated medication adherence–enhancing interventions and included adult participants taking medication to manage a chronic physical health condition, and (2) systematic reviews of qualitative studies of experiences of medication adherence for adult participants with type 2 diabetes. Data were extracted on review characteristics and BCTs, theoretical constructs, or behavioral strategies associated with improved adherence. Constructs and strategies were mapped onto the BCT version 1 taxonomy.

Results: A total of 1701 references were identified; 25 systematic reviews (19 quantitative reviews, 3 qualitative reviews, and 3 mixed-method reviews) were included. Moreover, 20 theoretical constructs (eg, self-efficacy) and 19 behavioral strategies (eg, habit analysis) were identified in the included reviews. In total, 46 BCTs were identified as being related to medication adherence in type 2 diabetes (eg, habit formation, prompts or cues, and information about health consequences).

Conclusions: We identified 46 promising BCTs related to medication adherence in type 2 diabetes on which the content of brief messages delivered through mobile devices to improve adherence could be based. By using explicit systematic review methods and linking our findings to a standardized taxonomy of BCTs, we have described a novel approach for the development of digital message content. Future brief message interventions that aim to support medication adherence could incorporate the identified BCTs.
medication adherence; diabetes mellitus; systematic review; text messaging; mHealth; self-management

Introduction

Background

Diabetes mellitus affects an estimated 422 million people globally [1]. Approximately 90% of these cases are of type 2 diabetes [2,3]. Type 2 diabetes is typically managed through diet, physical activity, and oral medication. However, poor adherence to oral glucose-lowering medications in this population is common. The incidence of nonadherence is estimated to be between 38% and 93% [4-6], depending on the method used to define and measure adherence, and up to 37% of patients stop using oral glucose-lowering medications within 1 year of starting treatment [7]. This is a problem because medication nonadherence is associated with poorer clinical and health outcomes in patients with diabetes [8,9] and results in substantial financial burdens on Western health care systems because of higher rates of morbidity and mortality associated with the condition [10,11].

Effective interventions to increase medication adherence are needed to optimize health outcomes, quality of life, and cost-effective health care [12]. Despite the need, there is a lack of convincing evidence for interventions to improve patient adherence to prescribed medications for common chronic health problems. A Cochrane systematic review of 182 adherence-enhancing trials reported inconsistent effects on adherence, from highly heterogeneous interventions, and the majority of the lowest risk of bias trials (12 of 17) reported no improvements in adherence and clinical outcomes [13]. The interventions were generally multicomponent and complex, delivered by health care professionals and involving one-on-one education and counseling. Such interventions are time- and resource-intensive and, therefore, difficult to deliver to a large number of people or implement in usual practice settings. Similarly, complex interventions aimed at supporting medication adherence in patients with diabetes also report few improvements in adherence or clinical outcomes [14-18].

As of May 2014, 7 billion mobile phone subscriptions were in use worldwide [19]. In the United Kingdom, 65% to 92% of retired households own a mobile phone [20], and in 2017, 73% of adults accessed the internet through a smartphone or mobile device, which is double the rate recorded in 2011 [21]. The United States displays similar trends in increased mobile phone ownership; 77% and 95% of adults own a smartphone or mobile phone, respectively [22]. The increased use of mobile phone and modern technologies has created a new medium for digital health interventions delivered by mobile devices to support self-management of long-term conditions and potential solutions to problems such as medication nonadherence. Currently, the short message service (SMS) text message function of mobile phones offers a possible low-cost and wide-reaching means to deliver behavior change interventions. Brief messages delivered by SMS text message can be used in several ways: to send motivational and social support messages [23], to challenge maladaptive beliefs [24], or provide a cue to action [25]. This is important, as the impact on behaviors, such as medication adherence, is likely to differ depending on the message content.

A recent systematic review of brief messaging interventions for patients with type 2 diabetes concluded that these interventions may have the potential for supporting medication adherence [26]. However, the authors noted a widespread lack of explicit theoretical frameworks underpinning the included trials and called for greater use of theory in designing interventions to address the behavioral mechanisms through which changes to adherence may occur [26].

Behavior change theory can inform interventions by providing insight into factors that influence behavior, which can be targeted for behavioral change. This includes theoretical constructs (ie, those variables or constructs from theories that are targeted by interventions, eg, self-efficacy) and mechanisms underlying specific behavioral strategies (ie, techniques not necessarily linked to a single theory but incorporated in interventions because they predict behavior, eg, modeling). To translate these strategies into a standardized language, a comprehensive taxonomy of 93 behavior change techniques (BCTs) has been developed for use in behavior change interventions [27]. BCTs are discrete intervention components used to facilitate behavior change, such as problem solving and goal setting, and can be thought of as the active ingredients in interventions [27]. With this BCT taxonomy (BCTT), researchers can identify and evaluate specific techniques linked to intervention success, which facilitates the replication and optimization of existing or new interventions [27]. There is evidence that interventions that incorporate a greater number of BCTs tend to have larger effects on behavior than those incorporating a smaller number [28].

Grounding research in theory is crucial to progress understanding of which constructs need to change to, in turn, effectively change behavior. However, it is often unclear how message content has been developed, including what, if any, theory the messages are rooted in or how different types of messages may affect behavior. Without this, it is difficult to establish whether messages targeting constructs are effective or how to replicate these interventions. Toolkits for designing SMS-based interventions exist, but guidelines for developing the core message content are lacking (eg, The Center for Research in Implementation Science and Prevention [29]). An established process for developing brief message content, such as those delivered via SMS text message, is needed to optimize intervention effectiveness and facilitate evaluation of the most successful message types for changing behavior.

This review represents the first stage of a larger program of research to identify effective brief message content for use in interventions to support medication adherence in people with type 2 diabetes. We propose a novel approach to develop theory-based brief message content for use in interventions...
supporting medication adherence for people with type 2 diabetes. Given the lack of effectiveness of existing interventions [13], there is a need to determine promising novel intervention content for the future. For this reason, this rapid systematic review considered the factors related to adherence in 2 stages. First, we considered the factors found to affect adherence across a broad range of physical health conditions in previous systematic reviews of quantitative research. Second, we considered systematic reviews of qualitative research of adherence, specifically in people with diabetes to better understand the psychosocial context of and influences on adherence in our target population.

**Aims**

The aims of this rapid review were to (1) systematically search for systematic reviews of qualitative studies that focused on medication adherence in physical health conditions and systematic reviews of qualitative studies that focused on adherence in type 2 diabetes, (2) extract data on theoretical constructs and behavioral strategies associated with medication adherence, and (3) map these constructs and strategies to BCTs to generate a list of BCTs that may show promise in improving medication adherence. We propose using these BCTs, to inform intervention targets and content of brief messages in future digitally based adherence-enhancing interventions.

**Methods**

**Design**

We conducted a rapid systematic review of systematic reviews. Rapid systematic reviews use methods to accelerate and streamline traditional systematic review processes while preserving the quality and rigor of review methods [30]. A rapid review is an appropriate method, given our aim to identify new potential intervention targets, rather than to conduct a comprehensive appraisal of the evidence base.

**Search Strategy**

A systematic search of 2 electronic databases (MEDLINE and PsycINFO) was conducted from database inception to April 10, 2017. Search terms for medication adherence were chosen by adapting Medical Subject Headings (MeSH) and keywords previously used [13]. Search strategies were reviewed by the team. The search terms used in MEDLINE were “medication adherence [MeSH]” OR “medication compliance” OR “patient compliance [MeSH]” AND “review literature as topic [MeSH]” OR “systematic review” OR “meta-analysis” OR “meta-synthesis.” The search terms used in PsycINFO were “treatment compliance [MeSH]” OR “compliance [MeSH]” AND “literature review [MeSH]” OR “meta-analysis [MeSH]” OR “systematic review” OR “meta-synthesis.” EndNote reference software (Clarivate Analytics) was used to organize references.

**Inclusion and Exclusion Criteria**

**Scope of Included Reviews**

Systematic reviews of quantitative data, qualitative data, or mixed-method data (reporting quantitative and qualitative data) were included. Only papers written in English were included. Systematic reviews of adult (aged older than 18 years) samples taking medication to self-manage a diagnosed physical health condition were included. Review samples with children and adolescents (aged less than 18 years) were excluded, as were samples from exclusively nondeveloped countries.

Systematic reviews of quantitative studies had to report on (1) interventions to improve patients’ medication adherence or (2) predictors of or correlates with medication adherence in physical health conditions. Systematic reviews had to report subanalyses of medication adherence if adherence was not the primary outcome measure. Reviews had to include a behavioral measure of medication adherence or a combination of behavioral and clinical measures. Reviews that reported only clinical measures of adherence were excluded, as these measures may be affected by behaviors besides medication adherence. Reviews had to report data on patient adherence in chronic physical health conditions. We excluded reviews of patient samples with severe mental health or psychiatric conditions, substance abuse, acute-only conditions, contraceptive or sexual function medication, herbal remedies, vitamins, vaccinations, homeopathy, or conditions that could be chronic (eg, cancer) but for which the treatment medication is short-term (eg, oral chemotherapy). Reviews of acute physical health conditions and nonsevere mental health conditions (eg, diabetes with comorbid depression or depressive symptoms) were eligible if they also reviewed chronic conditions.

Systematic reviews of qualitative studies of adult samples in which diabetes was the main health condition were included. Participants with other physical health conditions were eligible if diabetes was the majority health condition in the sample. To be eligible, mixed-method systematic reviews had to report findings in line with the above criteria for either the quantitative reviews or the qualitative reviews.

**Theoretical Constructs and Behavioral Strategies**

To identify individual theoretical constructs or behavioral strategies that were associated with medication adherence, reviews of quantitative studies had to report distinct constructs or strategies and their relationship with medication adherence through pooling data across studies. Reviews of quantitative studies were excluded if they did not breakdown interventions and studies into the separate components and examine the effects. However, reviews of quantitative studies that analyzed similar behavioral strategies under an umbrella term were included and assessed as a single strategy (eg, self-monitoring of medication adherence using different methods of self-monitoring). Reviews of quantitative studies were excluded if they examined only the effects of (1) the form of the interventions or studies (eg, intervention duration and interventionist), (2) sociodemographic variables (eg, ethnicity and gender), or (3) different lifestyle behaviors (eg, dietary intake and alcohol consumption) on medication adherence.

Systematic reviews of qualitative studies had to report patients’ experiences of, or barriers and facilitators to, taking and adhering to medication for type 2 diabetes.
**Data Extraction**

Separate data extraction sheets were developed, piloted, and refined for quantitative and qualitative data. First, we extracted data from the systematic reviews of quantitative studies on a number of indicators (Multimedia Appendix 1) and the relationship between constructs and strategies with medication adherence.

Second, we extracted qualitative data in the form of the authors’ narrative results sections. Results pertaining only to patients’ experiences of adherence were extracted. The mixed-method reviews, and the data reported in these, were combined with either the pool of quantitative or qualitative reviews depending on whether the findings were more quantitative or qualitative in nature.

**Identifying and Mapping Theoretical Constructs and Behavioral Strategies to Applicable Behavior Change Techniques**

There were 2 stages involved in the process of identifying and mapping theoretical constructs and behavioral strategies to BCTs. First, we used the reviews of quantitative research to identify foundational constructs and strategies that were positively related to adherence in a range of physical health conditions. For each of the constructs and strategies identified in the reviews of quantitative studies, a judgment was made about which BCTs in the BCTT may be an applicable technique to change that particular construct or strategy. This process was completed iteratively, reviewing and refining judgments to ensure that all constructs and strategies had been paired with at least one BCT, and any relevant BCTs were captured. The process of mapping involved a degree of brainstorming and idea generation, a recognized early step in intervention mapping, with the aim of generating as many explanations as possible in response to a question. We have adapted this approach, generating answers, in the form of BCTs, to the constructs and strategies (the questions) extracted from the reviews.

Second, we took a diabetes-specific approach and used the reviews of qualitative research to consider the specific context of our target population and to ensure that we did not overlook constructs or strategies that were particularly relevant to adherence in patients with diabetes. In this stage, a different method was used to identify constructs and strategies in the qualitative data and link these to BCTs. The reviews of quantitative studies, by nature, were generally explicit in the reporting of constructs or strategies, but these were implicit in the qualitative review data. Given this, to identify which constructs or strategies may be related to patient adherence, a reviewer first familiarized herself by reading and rereading the extracted data. Inductive line-by-line coding was conducted, taking into consideration the meaning and context of different barriers and facilitators to adherence. The codes applied were the constructs and strategies identified from the quantitative findings or concepts from relevant psychological theory. The reviewer then followed the same process of mapping to BCTs as that used for the quantitative review data.

The initial findings and mapped BCTs from the quantitative and qualitative data were discussed within the research team to provide a sense check and to draw from additional expertise. In light of this, the first author further refined the associations between constructs and strategies and BCTs.

**Results**

**Search Results**

The electronic database searches identified 1701 references. After duplicates were removed, 1507 references remained. A reviewer screened all title or abstracts, and a second reviewer screened 29.86% (450/1507) of these (84% agreement). Moreover, 1296 references were excluded at the title-abstract stage. A reviewer read the full texts of the remaining 211 references, and the second reviewer read 29.9% (63/211) of these (71% agreement). Consensus on eligibility at both the title-abstract and full-text stage was reached through discussion. Any disagreements were resolved by discussing proposed reasons for inclusion and exclusion against the eligibility criteria. A total of 25 eligible systematic reviews (19 quantitative reviews, 3 qualitative reviews, and 3 mixed-methods reviews) published between 1995 and 2017 were included in this review—23 systematic reviews from database searches and 2 additional systematic reviews known to the researchers. (Figure 1 illustrates the study inclusion process). From this point, 2 mixed-method reviews [33,34] have been integrated with the reviews of quantitative studies and the third mixed-method review [35] has been integrated with the reviews of qualitative studies.

**Systematic Review Characteristics**

**Systematic Review Aims**

The reviews of quantitative studies examined interventions to promote medication adherence (k=16), predictivc studies, or correlates of medication adherence (k=4) or both (k=1). The reviews of quantitative studies identified a total number of 1930 studies. The reviews of qualitative studies examined patients’ understanding of barriers and facilitators to adherence in type 2 diabetes (k=2), medication adherence–related beliefs and decision-making processes regarding taking medication in diabetes and cardiovascular disease patients (k=1), and patients’ perceptions and experiences of taking oral medication for type 2 diabetes (k=1). The reviews of qualitative studies identified a total number of 140 studies.

**Patient Populations**

Of the reviews of quantitative studies, 5 examined medication adherence in multiple chronic conditions and 4 reviews were of multiple chronic and acute conditions. The remaining reviews examined adherence in single conditions: hypertension (k=3), HIV and AIDS (k=2), type 2 diabetes (k=2), cardiovascular disease (k=1), chronic pain (k=1), heart failure (k=1), psoriasis (k=1), and organ transplantation (k=1). Overall, 2 reviews examined interventions targeted at health care providers to promote patient medication adherence. In addition, 3 reviews of qualitative studies included samples of diabetes patients, and the fourth review included a combination of samples of diabetes and cardiovascular disease patients.
Characteristics of Primary Studies

The primary studies in the reviews of quantitative studies were of various study designs; 14 reviews assessed multiple primary study designs. The study designs (when reported by review authors) included randomized controlled trials (RCTs; \( k=17 \)), nonrandomized (\( k=8 \)), pre- and posttest (\( k=4 \)), prospective correlational (\( k=6 \)), and cross-sectional correlational (\( k=5 \)) designs (see Multimedia Appendix 1 for a summary table of review characteristics).

Quantitative Systematic Review Findings

In total, 14 theoretical constructs and 13 behavioral strategies were extracted from 18 of 21 systematic reviews of quantitative studies because they were related to medication adherence (Table 1). There was variation in the methods used by review authors to analyze the relationship of a construct or strategy to medication adherence. The different approaches to analysis included moderation analysis, correlation analysis, calculating a tally of the number of primary studies that had found a statistically significant effect when a particular construct or strategy was present and, where possible, associated effect sizes, and qualitative comparative analysis to determine the necessity or sufficiency of an individual construct or strategy to influence medication adherence.

The 14 theoretical constructs and 13 behavioral strategies were mapped to 34 BCTs (Table 2). Each construct or strategy was linked with between 1 and 13 associated BCTs.
Table 1. Theoretical constructs and behavioral strategies associated with improved medication adherence extracted from the quantitative reviews.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>TC(^a) and BS(^b)</th>
<th>Evidence summary</th>
</tr>
</thead>
</table>
| Broekmans et al (2009) [33] | • Medication-related concerns (TC)  
  • Poor patient-physician communication and satisfaction (TC) | • Concerns about side effects were a significant\(^c\) correlate of lower MA\(^d\) in k=1. Fewer concerns about withdrawal were a significant\(^c\) correlate of lower MA (k=1).  
  • Poor patient-physician communication and satisfaction were a significant\(^c\) correlate of lower MA (k=1). |
| Conn et al (2009) [36] | • Coping with side effects (BS)  
  • Stimulus to take medication (BS)  
  • Self-monitoring of symptoms related to medications (BS)  
  • Providing succinct written instructions (BS) | • Adding side-effect management as a moderator to a multiple-moderator model significantly\(^c\) improved the model (beta=.60).  
  • Interventions, including a stimulus to take medication were more effective at improving MA (ES\(^f\) 1.00) than interventions without these cues (ES 0.30).  
  • Interventions that directed participants to self-monitor symptoms related to medications (including symptom improvement from taking medications and medication side effects) were more effective (ES 1.18) at improving MA than interventions that lacked this component (ES 0.30).  
  • Interventions with succinct written instructions achieved better effects on MA (ES 0.61) than studies without succinct written instructions (ES 0.29). |
| Conn et al (2015a) [37] | • No TC or BS associated with MA | N/A\(^g\) |
| Conn et al (2015b) [38] | • No TC or BS associated with MA | N/A |
| Conn et al (2016) [39] | • Habit analysis (BS)  
  • Prompts or cues (BS) | Habit-focused interventions in which participants’ daily habits were linked to taking medications were more effective at increasing MA relative to interventions that lacked this component (0.57 vs 0.22\(^e\)).  
  • Studies that used prompts or cues for taking medications had larger ES than studies that did not (0.50 vs 0.23\(^e\)). |
| Conn et al (2017) [40] | • Habit analysis (BS) | Moderation analysis showed that interventions that included habit analysis were more effective (d=0.37) at improving MA than interventions that did not (d=0.28). |
| Cutrona et al (2010) [41] | • Reinforcement and reminding (BS) | The majority of k=16 showed small effects of reinforcement and reminding on MA, whereas k=3 yielded large effects. |
| Devine et al (1995) [42] | • Self-monitoring of medications (BS)  
  • Self-monitoring of symptoms related to medications (BS)  
  • Increasing health-related knowledge through education (BS) | Effect size values on MA by type of treatment were monitoring medications (d=0.43), monitoring blood pressure (d=0.37), and education (d=0.81). |
| Dew et al (2007) [43] | • Social support (BS) | Poorer social support was significantly associated with greater nonadherence (ES 0.10, CI 0.03-0.26\(^c\)) from k=11. |
| Farmer et al (2015) [26] | • Self-monitoring of medications (BS) | Overall, 3 of 6 self-monitoring trials observed significant\(^c\) improvements in MA. |
| Fogarty et al (2002) [34] | • Social support (BS)  
  • Scheduling demands (TC)  
  • Regimen complexity (TC) | Social support was statistically significantly associated with MA in 1 of 4 papers and 1 of 8 abstracts.  
  • A total of 2 of 15 abstracts and 2 of 5 papers reported a significant\(^c\) association between scheduling demands and MA.  
  • Overall, 2 of 17 abstracts and 3 of 4 studies reported a significant association between regimen complexity and MA. In total, 2 of 4 of these found the direction of the association to be as expected; more complex regimens were associated with decreased MA. |
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>TC(^a) and BS(^b)</th>
<th>Evidence summary</th>
</tr>
</thead>
</table>
| Holmes et al (2014) [44] | • Self-efficacy (TC)  
  • Perceived barriers (TC)  
  • Perceived adverse effects (TC)  
  • Perceived benefits (TC)  
  • Perceived severity (TC)  
  • Perceived susceptibility (TC)  
  • Attitude (TC)  
  • Intention (TC)  
  • Perceived behavioral control (TC)  
  • Necessity beliefs (TC)  
  • Medication-related concerns (TC) | • Self-efficacy was a significant\(^c\) predictor of MA in 7 of 7 studies of sociocognitive theory, 6 of 6 studies of self-regulation theory, and 4 of 6 studies of social support theory.  
  • Perceived barriers were significantly\(^c\) associated with MA in 11 of 17 studies.  
  • Perceived adverse effects were significantly\(^c\) associated with MA in 4 of 5 studies.  
  • Perceived benefits were significantly\(^c\) associated with MA in 5 of 11 studies.  
  • Perceived severity was significantly\(^c\) associated with MA in 3 of 7 studies.  
  • Perceived susceptibility was significantly\(^c\) associated with MA in 3 of 6 studies.  
  • Attitude was significantly\(^c\) associated with MA in 2 of 5 studies.  
  • Intention was significantly\(^c\) associated with MA in 2 of 5 studies.  
  • Perceived behavioral control was significantly\(^c\) associated with MA in 2 of 4 studies.  
  • Necessity beliefs were significantly\(^c\) associated with MA in 7 of 8 studies.  
  • Medication-related concerns were significantly\(^c\) associated with MA in 7 of 8 studies. |
| Kahwati et al (2016) [45] | • Self-efficacy (TC)  
  • Attitude (TC)  
  • Increasing health-related knowledge through education (BS)  
  • Motivational interviewing (BS) | • Enhancing self-efficacy was identified as individually sufficient for improving MA (consistency 90%).  
  • Improving attitude was identified as individually sufficient for improving MA (consistency 90%).  
  • Increasing knowledge was a necessary individual BCT for improved MA; it was present in 31 of 34 studies (consistency 91%).  
  • Motivational interviewing was identified as close to the consistency threshold for an individually sufficient technique for improving MA (consistency 78%). |
| Ruppar et al (2015) [46] | • No TC or BS associated with MA | N/A |
| Schedlbauer et al (2010) [47] | • Reinforcement and reminding (BS) | In total, 4 of 6 studies reported statistically\(^c\) improved MA following reminders in the form of written postal material (k=1), regular telephone calls (k=2), and a simple calendar reminder of medication taking (k=1). |
| Simoni et al (2006) [48] | • Interactive discussion of cognitions, motivations, and expectations about adherence (BS) | Interactive discussion of cognitions, motivations, and expectations about MA, ES 1.62 (CI 1.21-2.03; k=14) versus no discussion ES 0.99 (CI 0.55-1.79; k=4). |
| Takiya et al (2004) [49] | • Prompts or cues (BS)  
  • Increasing health-related knowledge through education (BS) | • Beeper: 1 of 1 study reported significant improvement in MA, ES 0.09 (CI –0.15 to 0.31).  
  • Phone reminder: 1 of 1 study reported significant improvement in MA, ES 0.03 (CI –0.09 to 0.15).  
  • Increasing health-related knowledge through education: 2 of 3 studies reported significant improvement in MA, ES 0.18 (CI –0.11 to 0.44), 0.03 (CI –0.26 to 0.30). |
<p>| Teeter et al (2014) [50] | • Motivational interviewing (BS) | Overall, 6 of 9 studies reported statistically significant(^c) differences between intervention and control groups for change in MA. |
| Thorneloe et al (2013) [51] | • Patient satisfaction with their treatment (TC) | k=1 reported patients being too busy or fed up was associated with reduced MA. |
| Xu et al (2014) [52] | • Tailoring care plan (BS) | Tailoring was the most common persuasive attribute; 76% of interventions that successfully improved MA included tailoring versus 33% of interventions in which MA did not improve(^c) (the number of included studies that incorporated tailoring was not reported). |</p>
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>TC(^a) and BS(^b)</th>
<th>Evidence summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zomahoun et al (2015) [53]</td>
<td>• Coping with side effects (BS)</td>
<td>• Interventions in which <em>cope with side effects</em> was applied had a pooled SMD(^b) of 0.64 (95% CI 0.31-0.96) versus 0.02 (95% CI −0.25 to 0.28) for those who did not (the subgroup differences(^e)).</td>
</tr>
</tbody>
</table>

\(^a\)TC: theoretical construct.  
\(^b\)BS: behavioral strategy.  
\(^c\)\(P<.05\).  
\(^d\)MA: medication adherence.  
\(^e\)\(P<.01\).  
\(^f\)ES: effect size.  
\(^g\)N/A: not applicable.  
\(^h\)SMD: standard mean difference.
Table 2. Theoretical constructs and behavioral strategies identified by the reviews of quantitative studies and behavior change techniques mapped to these by the research team.

<table>
<thead>
<tr>
<th>Theoretical constructs and behavioral strategies</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theoretical constructs</strong></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>Framing or reframing, pros and cons, information about emotional consequences, information about health consequences, information about social and environmental consequences, and salience of consequences.</td>
</tr>
<tr>
<td>Intention</td>
<td>Anticipated regret, comparative imagining of future outcomes, pros and cons, and verbal persuasion about capability.</td>
</tr>
<tr>
<td>Medication-related concerns</td>
<td>Comparative imagining of future outcomes, framing or reframing, information about emotional consequences, information about health consequences, information about social and environmental consequences, problem solving, prompts or cues, pros and cons, reduce negative emotions, salience of consequences, social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
<tr>
<td>Necessity beliefs</td>
<td>Anticipated regret, comparative imagining of future outcomes, framing or reframing, information about emotional consequences, information about health consequences, information about social and environmental consequences, pros and cons, and salience of consequences.</td>
</tr>
<tr>
<td>Patient satisfaction with their treatment</td>
<td>Framing or reframing, pros and cons, and reduce negative emotions.</td>
</tr>
<tr>
<td>Perceived adverse effects</td>
<td>Comparative imagining of future outcomes, framing or reframing, and incompatible beliefs.</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>Framing or reframing, pros and cons, restructuring the physical environment, restructuring the social environment, social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>Focus on past success, mental rehearsal of successful performance, self-talk, and verbal persuasion about capability.</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>Anticipated regret, comparative imagining of future outcomes, information about emotional consequences, information about health consequences, information about social and environmental consequences, pros and cons, and salience of consequences.</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>Anticipated regret, comparative imagining of future outcomes, feedback on outcomes of behavior, framing or reframing, incompatible beliefs, information about emotional consequences, information about health consequences, and information about social and environmental consequences.</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>Comparative imagining of future outcomes, framing or reframing, information about health consequences, and pros and cons.</td>
</tr>
<tr>
<td>Regimen complexity</td>
<td>Habit formation, problem solving, and prompts or cues.</td>
</tr>
<tr>
<td>Scheduling demands</td>
<td>Action planning and problem solving.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Focus on past success, identification of self as role model, mental rehearsal of successful performance, self-talk, social reward, valued self-identity, and verbal persuasion about capability.</td>
</tr>
<tr>
<td><strong>Behavioral strategies</strong></td>
<td></td>
</tr>
<tr>
<td>Coping with side effects</td>
<td>Problem solving, social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
<tr>
<td>Habit analysis</td>
<td>Behavioral practice or rehearsal, habit formation, habit reversal, and graded tasks.</td>
</tr>
<tr>
<td>Increasing health-related knowledge through education</td>
<td>Information about antecedents, information about emotional consequences, information about health consequences, information about social and environmental consequences, and instruction on how to perform a behavior.</td>
</tr>
<tr>
<td>Interactive discussion of cognitions and motivations and expectations about adherence</td>
<td>Anticipated regret, comparative imagining of future outcomes, framing or reframing, and pros or cons.</td>
</tr>
<tr>
<td>Motivational interviewing</td>
<td>Comparative imagining of future outcomes, framing or reframing, pros or cons, and social support (emotional).</td>
</tr>
<tr>
<td>Prompts and cues</td>
<td>Prompts or cues.</td>
</tr>
<tr>
<td>Providing succinct written instructions</td>
<td>Instruction on how to perform a behavior.</td>
</tr>
<tr>
<td>Reinforcement and reminding</td>
<td>Behavioral practice or rehearsal, habit formation, and prompts or cues.</td>
</tr>
<tr>
<td>Self-monitoring of medications</td>
<td>Self-monitoring of behavior.</td>
</tr>
<tr>
<td>Self-monitoring of symptoms related to medications</td>
<td>Self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Social support</td>
<td>Social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
</tbody>
</table>
Behavior change techniques

Theoretical constructs and behavioral strategies

<table>
<thead>
<tr>
<th>Theoretical constructs and behavioral strategies</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimulus to take medication</td>
<td>Prompts and cues.</td>
</tr>
<tr>
<td>Tailoring care plan</td>
<td>Information about health consequences and social support (emotional).</td>
</tr>
</tbody>
</table>

**Qualitative Systematic Review Findings**

In total, 17 theoretical constructs and 12 behavioral strategies were coded in the qualitative data [35,54-56] (Multimedia Appendix 2). Of these, 11 were not identified by the reviews of quantitative data, including 6 constructs: identity, motivation, negative emotions, response efficacy, social comparison, and social context and 6 strategies: credible source, demonstration of the behavior, problem solving, self-adjustment and experimentation with medication dose and frequency, self-management strategies, and self-monitoring of outcome(s) of behavior). The 17 constructs and 12 strategies were mapped to 46 BCTs; 12 BCTs were identified in addition to the 34 BCTs mapped from the quantitative review findings. Each construct or strategy had between 1 and 25 associated BCTs (Table 3).

**Selection of Candidate Behavior Change Techniques**

In total, a pool of 46 BCTs were mapped from the theoretical constructs and behavioral strategies identified in the included reviews (Textbox 1, see Multimedia Appendix 3 for BCT definitions from the study by Michie et al [27]).
Table 3. Theoretical constructs and behavioral strategies identified in the reviews of qualitative studies and the mapped behavior change techniques from the behavior change technique taxonomy.

<table>
<thead>
<tr>
<th>Theoretical construct</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>Anticipated regret, framing or reframing, information about health consequences, and pros and cons.</td>
</tr>
<tr>
<td>Identity</td>
<td>Identity associated with changed behavior, identification of self as a role model, incompatible beliefs, and valued self-identity.</td>
</tr>
<tr>
<td>Medication-related concerns</td>
<td>Adding objects to the environment, anticipated regret, behavioral experiments, comparative imagining of future outcomes, conserving mental resources, credible source, demonstration of behavior, feedback on outcome(s) of behavior, framing or reframing, habit formation, information about emotional consequences, information about health consequences, information about social and environmental consequences, instruction on how to perform the behavior, monitoring of emotional consequences, problem solving, prompts or cues, pros and cons, reduce negative emotions, restructuring the physical environment, salience of consequences, self-monitoring of outcome(s) of behavior, social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
<tr>
<td>Motivation</td>
<td>Anticipated regret, framing or reframing, salience of consequences, and self-talk.</td>
</tr>
<tr>
<td>Necessity beliefs</td>
<td>Anticipated regret, behavioral practice or rehearsal, comparative imagining of future outcomes, feedback on outcome(s) of behavior, framing or reframing, information about emotional consequences, information about health consequences, information about social and environmental consequences, habit formation, pros and cons, salience of consequences, self-monitoring of behavior, and self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>Framing or reframing, information about emotional consequences, monitoring of emotional consequences, reattribution, reducing negative emotions, social support - emotional, and verbal persuasion about capability.</td>
</tr>
<tr>
<td>Patient-physician relationship and communication</td>
<td>Credible source, framing or reframing, information about health consequences, social support - emotional, and social support - practical.</td>
</tr>
<tr>
<td>Perceived barriers</td>
<td>Avoidance or reducing exposure to cues for the behavior, conserving mental resources, credible source, demonstration of the behavior, framing or reframing, habit formation, identification of self as a role model, information about antecedents, information about emotional consequences, information about health consequences, information about others’ approval, instruction on how to perform the behavior, problem solving, prompts or cues, reducing negative emotions, restructuring the social environment, salience of consequences, social support - practical, social support - unspecified, and valued self-identity.</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>Anticipated regret, behavioral practice or rehearsal, focus on past success, framing or reframing, information about antecedents, mental rehearsal of successful performance, reattribution, social support - unspecified, and verbal persuasion about capability.</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>Anticipated regret, comparative imagining of future outcomes, feedback on outcomes of behavior, framing or reframing, incompatible beliefs, information about emotional consequences, information about health consequences, information about others’ approval, information about social and environmental consequences, instruction on how to perform the behavior, problem solving, prompts or cues, reducing negative emotions, and pros and cons.</td>
</tr>
<tr>
<td>Perceived seriousness</td>
<td>Anticipated regret, comparative imagining of future outcomes, feedback on outcome(s) of behavior, framing or reframing, information about emotional consequences, information about health consequences, information about others’ approval, information about social and environmental consequences, and pros and cons.</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>Anticipated regret, comparative imagining of future outcomes, information about health consequences, pros and cons, and reattribution.</td>
</tr>
<tr>
<td>Regimen complexity</td>
<td>Conserving mental resources, habit formation, problem solving, and prompts or cues.</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>Anticipated regret, credible source, feedback on outcome(s) of behavior, information about health consequences, pros and cons, and self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Behavioral practice or rehearsal, feedback on outcome(s) of behavior, focus on past success, graded tasks, identification of self as a role model, information about others’ approval, monitoring of social and environmental consequences, reduce negative emotions, self-talk, social reward, social support - emotional, and verbal persuasion about capability.</td>
</tr>
<tr>
<td>Social comparison</td>
<td>Anticipated regret, comparative imagining of future outcomes, information about others’ approval, social comparison, social support - emotional, social support - practical, and social support - unspecified.</td>
</tr>
<tr>
<td>Theoretical constructs and behavioral strategies</td>
<td>Behavior change techniques</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Social context (support, influence, and stigma)</td>
<td>Avoidance or reducing exposure to cues for the behavior, credible source, demonstration of the behavior, generalization of a target behavior, identification of self as role model, incompatible beliefs, information about antecedents, information about health consequences, information about others’ approval, restructuring the social environment, social comparison, social support - emotional, social support - practical, social support - unspecified, and valued self-identity.</td>
</tr>
</tbody>
</table>

**Behavioral strategy**

<table>
<thead>
<tr>
<th>Behavioral strategy</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coping with side effects</td>
<td>Anticipated regret, information about health consequences, problem solving, social support - emotional, social support - practical, and reattribution.</td>
</tr>
<tr>
<td>Credible source</td>
<td>Credible source.</td>
</tr>
<tr>
<td>Demonstration of the behavior</td>
<td>Demonstration of the behavior.</td>
</tr>
<tr>
<td>Habits</td>
<td>Action planning, behavioral practice or rehearsal, generalization of target behavior, graded tasks, habit formation, and habit reversal.</td>
</tr>
<tr>
<td>Health-related information and knowledge</td>
<td>Action planning, credible source, information about emotional consequences, information about health consequences, information about social and environmental consequences, instruction on how to perform the behavior, reattribution, salience of consequences, and social support - practical.</td>
</tr>
<tr>
<td>Problem solving</td>
<td>Action planning and problem solving.</td>
</tr>
<tr>
<td>Prompts and reminders</td>
<td>Adding objects to the environment, prompts or cues, and restructuring the physical environment.</td>
</tr>
<tr>
<td>Self-adjustment and experimentation with medication dose and frequency</td>
<td>Anticipated regret, behavioral experiments, comparative imagining of future outcomes, framing or re-framing, generalization of a target behavior, information about health consequences, reattribution, problem solving, pros and cons, self-monitoring of behavior, and self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Self-management strategies</td>
<td>Behavioral practice or rehearsal, generalization of a target behavior, graded tasks, and habit formation.</td>
</tr>
<tr>
<td>Self-monitoring of outcome(s) of behavior</td>
<td>Behavioral experiments, feedback on outcome(s) of behavior, self-monitoring of behavior, and self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Self-monitoring of symptoms</td>
<td>Information about health consequences, self-monitoring of behavior, and self-monitoring of outcome(s) of behavior.</td>
</tr>
<tr>
<td>Tailoring care plan</td>
<td>Action planning, information about health consequences, graded tasks, and problem solving.</td>
</tr>
</tbody>
</table>
**Textbox 1.** The 46 behavior change techniques (grouped according to the behavior change technique taxonomy version 1) identified from systematic reviews of quantitative and qualitative studies as being promising candidates for future brief message interventions.

1. Goals and planning
1.2. Problem solving
1.4. Action planning
2. Feedback and monitoring
2.3. Self-monitoring of behavior
2.4. Self-monitoring of outcome(s) of behavior
2.7. Feedback on outcome(s) of behavior
3. Social support
3.1. Social support (unspecified)
3.2. Social support (practical)
3.3. Social support (emotional)
4. Shaping knowledge
4.1. Instruction on how to perform the behavior
4.2. Information about antecedents
4.3. Reattribution
4.4. Behavioral experiments
5. Natural consequences
5.1. Information about health consequences
5.3. Information about social and environmental consequences
5.2. Salience of consequences
5.4. Monitoring of emotional consequences
5.5. Anticipated regret
5.6. Information about emotional consequences
6. Comparison of behavior
6.1. Demonstration of behavior
6.2. Social comparison
6.3. Information about others’ approval
7. Associations
7.1. Prompts or cues
8. Repetition and substitution
8.1. Behavioral practice or rehearsal
8.3. Habit formation
8.6. Generalization of target behavior
8.4. Habit reversal
8.7. Graded tasks
9. Comparison of outcomes
9.1. Credible source
9.2. Pros and cons
9.3. Comparative imagining of future outcomes
10. Reward and threat
10.4. Social reward
11. Regulation
11.2. Reduce negative emotions
11.3. Conserving mental resources
12. Antecedents
12.1. Restructuring the physical environment
12.2. Restructuring the social environment
12.3. Avoidance or reducing exposure to cues for the behavior
12.5. Adding objects to the environment
13. Identity
13.1. Identification of self as role model
13.2. Framing or reframing
13.3. Incompatible beliefs
13.4. Valued self-identity
13.5. Identity associated with changed behavior
14. Self-belief
14.1. Verbal persuasion about capability
14.2. Mental rehearsal of successful performance
14.3. Focus on past success
14.4. Self-talk

Discussion

Principal Findings
This rapid review identified 25 published systematic reviews of medication adherence in patients with physical health conditions and extracted a total of 20 theoretical constructs and 19 behavioral strategies associated with medication adherence. These constructs and strategies were mapped to 46 applicable BCTs from the BCTT version 1 [27], which can be used in future medication adherence interventions. In the first stage, the reviews of quantitative research gave rise to 34 BCTs related to adherence in a broad range of chronic physical health conditions. To ensure the specific context of adherence in type 2 diabetes was accounted for, 12 additional BCTs were identified following review of the diabetes-specific qualitative data.

Strengths
This review has several strengths. It is the first rapid review of systematic reviews that aimed to identify theoretical constructs and behavioral strategies related to medication adherence in patients with type 2 diabetes. We have followed established and explicit systematic review methodology for this rapid review; thus, minimizing bias in literature searching, retrieval, and appraisal [57]. Furthermore, taking a rapid systematic approach to synthesize an evidence base and using systematic review methods to consider existing systematic reviews are 2 relatively new approaches to evidence synthesis. In addition, this review proposes a novel approach to develop message content, which could be used to inform future brief message–based or other electronic health and mobile health (mHealth) interventions. Use of the methodology of this review may lead to the identification of promising BCTs for promoting alternative health behaviors, as it is likely that different BCTs will be relevant to different contexts. This has produced findings in line with the validated BCTT [27], a leading classification system by behavior change researchers. Finally, the use of theory is often missing or inadequately reported in interventions for enhancing adherence in patients with type 2 diabetes, which makes it difficult to interpret why, how, and where theory may have impacted intervention success [26]. This rapid review starts to address these issues, proposing why, how, and where to incorporate BCTs in brief message intervention design.

Limitations
This review has several limitations. We used a simple search strategy to facilitate a rapid review. Although this was appropriate for our aims, forward and backward citation searching may have improved the comprehensiveness of the literature identified. A number of systematic reviews were excluded because the independent relationship between theoretical constructs and behavioral strategies and medication adherence were not reported, and instead, the focus was on establishing the overall effectiveness of generally complex interventions. The quality of the included reviews was not assessed and, therefore, the possible risk of bias in the included systematic reviews is unknown. However, eligible reviews had to have been conducted systematically to maintain a minimum requirement of methodological rigor. Furthermore, consensus on the definition, and essential methodological processes, of rapid reviews has not been reached [58-60] and the necessity of the quality assessment stage has been debated [30]. We adhered to a set of defining characteristics proposed for rapid reviews by recent research [30]. In a modified Delphi consensus study, and based on the opinion of 66 literature experts, Kelly and colleagues [30] concluded that rapid reviews (1) are conducted in a shorter time frame than systematic reviews.
behavior in people with type 2 diabetes. It will be important to ensure that messages accurately reflect the BCTs with which they are associated. The process of content development may be improved by seeking expert input. This is the next planned step in our program of research: health care professionals and behavioral scientists will be asked to generate brief messages based on the target BCTs. These messages and associated BCTs will be further tested in people with type 2 diabetes to assess credibility and acceptability, and subsequently in behavioral scientists to assess fidelity. Following this, a feasibility trial and a full RCT will assess the effectiveness of the brief message intervention to support medication adherence in people with type 2 diabetes. The approach of this review may be particularly suited to the area of adherence, given that the need for new approaches has been identified by leading systematic reviews [13]. More broadly, other researchers may wish to adapt our approach to develop novel interventions for other behaviors or populations where there is a need.

This review is a starting point; we have cast a wide net to suggest new intervention content, given that existing interventions have been found to have little effect on medication adherence. Further research is needed to establish more precisely which BCTs might be most effective at supporting medication adherence in particular contexts as well as the factors that may influence effectiveness. In the context of diabetes, these factors could include health literacy, diabetes health competency, and numeracy. This is complex to establish, and such questions were beyond the scope of this review. When selecting BCTs, researchers should be guided by what they understand of the context and mode of intervention delivery and nominate BCTs that suit their particular setting, population, and research aims while considering any relevant disease-specific research. It will be important to achieve a balance between learning from previous evidence in the field and testing novel approaches to support adherence.

Implications and Future Research

The primary practical contribution of this review is the identification of promising intervention content in the form of a set of 46 BCTs. These could be used by researchers to form the basis for developing brief messages in interventions to promote medication adherence in people with type 2 diabetes. Such interventions are a promising avenue for improving adherence [26]. Given the aims of our wider program of research, we advocate this particular application of our findings, but our findings are not limited to brief messages or populations with type 2 diabetes. The comprehensive list of BCTs could be incorporated into other modes of intervention delivery, with a variety of interactive capabilities, for example, mobile phone apps. In addition, the 34 BCTs mapped solely from the quantitative review findings may be applied more broadly to medication adherence in chronic physical health conditions, provided unique social and contextual influences on adherence were taken into account.

The primary research implication of this review is that it facilitates the development of a body of brief messages based on the identified BCTs. Each message could incorporate a BCT and use it to frame and support different aspects of adherence.

Conclusions

This review has identified a range of theoretical constructs and behavioral strategies related to medication adherence and mapped these to 46 BCTs that may show promise in supporting adherence in people with type 2 diabetes. We propose developing and testing the effectiveness of brief message content in SMS text messages based on the 46 BCTs and have, thus, described a novel approach to designing the content of brief messages to optimize mHealth interventions.
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Abstract

Background: Social anxiety is both harmful and prevalent. It also currently remains among the most undertreated major mental disorders, due, in part, to socially anxious individuals’ concerns about the stigma and expense of seeking help. The privacy and affordability of computer-aided psychotherapy interventions may render them particularly helpful in addressing these concerns, and they are also highly scalable, but most tend to be only somewhat effective without therapist support. However, a recent evaluation of a new self-guided, 7-module internet-delivered cognitive behavioral therapy intervention called Overcome Social Anxiety found that it was highly effective.

Objective: The initial evaluation of Overcome Social Anxiety revealed that it led to significant reductions in symptom severity among university undergraduates. The aim of this study was to extend the results of the initial study and investigate their generalizability by directly evaluating the intervention’s effectiveness among a general community sample.

Methods: While signing up for Overcome Social Anxiety, users consented to the usage of their anonymized outcome data for research purposes. Before and after completing the intervention, users completed the Fear of Negative Evaluation Scale (FNE), which we employed as the primary outcome measure. Secondary outcome measures included the Depression Anxiety Stress Scales (DASS) and 2 bespoke questionnaires measuring socially anxious thoughts (Thoughts Questionnaire) and avoidance behaviors (Avoidance Questionnaire).

Results: Participants who completed the intervention (102/369, 27.7%) experienced significant reduction in symptom severity on all measures employed, including FNE (P<.001; Cohen d=1.76), the depression subscale of DASS (P<.001; Cohen d=0.70), the anxiety subscale of DASS (P<.001; Cohen d=0.74), the stress subscale of DASS (P<.001; Cohen d=0.80), the Thoughts Questionnaire (P<.001; Cohen d=1.46), and the Avoidance Questionnaire (P<.001; Cohen d=1.42).

Conclusions: Our results provide further evidence that Overcome Social Anxiety reduces the severity of social anxiety symptoms among those who complete it and suggest that its effectiveness extends to the general community. The completion rate is the highest documented for a fully automated intervention for anxiety, depression, or low mood in a real community sample. In addition, our results indicate that Overcome Social Anxiety reduces the severity of symptoms of depression, physiological symptoms of anxiety, and stress in addition to symptoms of social anxiety.

(J Med Internet Res 2019;21(1):e11566) doi:10.2196/11566
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Introduction

Background

Social anxiety disorder has a high lifetime prevalence of approximately 13% [1]. It causes considerable distress and functional impairment, even at a subclinical level of severity [2], and impacts both the private and professional lives of those affected by it [3,4]. It is persistent in the absence of treatment [5] and is related to other mental disorders such as mood and substance disorders [6]. Yet, social anxiety remains one of the most undertreated of all major mental disorders today [7]. Importantly, its relatively low treatment rate cannot be attributed to any lack of empirically supported treatment methods; research has shown that both psychotherapeutic treatments (eg, cognitive behavioral therapy, CBT) and pharmaceutical treatments (eg, selective serotonin reuptake inhibitors) for social anxiety are effective [8,9]. Rather, financial constraints and concerns about being judged or stigmatized for seeking help, among other issues, represent major barriers to treatment for socially anxious individuals [7].

Computerized cognitive behavioral therapy (CCBT), a promising and increasingly popular treatment for anxiety and depression [10], may be particularly useful in surmounting social anxiety’s unique barriers to treatment, as it is more affordable and can be accessed more privately than traditional psychotherapy. Most computer-aided psychotherapy (CP) interventions (a category of interventions including CCBT) involve some therapist support, and the effectiveness of CP interventions is related to the amount of therapist support users receive [11,12]. Accordingly, self-guided CCBT interventions—those designed to operate independently, without the necessity of therapist support—tend to be less effective than those involving therapist support [13].

Overcome Social Anxiety

A recent study suggests that a self-guided internet-delivered cognitive behavioral therapy (ICBT; CCBT delivered via the internet) intervention called Overcome Social Anxiety may represent a notable exception to the tendency for self-guided CCBT interventions to be less effective than those involving therapist support [14]. The study—a randomized controlled trial among undergraduate university students, which compared Overcome Social Anxiety with a wait-list control condition—revealed a between-groups effect size (Cohen $d=0.97$) similar to the average between-groups effect size of 19 trials of computer-aided interventions with therapist support found in a review (Cohen $d=0.96$) [11].

Overcome Social Anxiety arose from a program of research exploring the common limitations of other CCBT interventions [15] and was designed to address 5 such limitations in particular. First, where many other interventions do not adequately individualize treatment to individual participants’ needs, Overcome Social Anxiety employs a series of questionnaires to tailor each user’s treatment package to address their unique symptoms and the contexts in which those symptoms typically occur. Second, corrective feedback on important aspects of the CBT process is often lacking from CCBT interventions; Overcome Social Anxiety mitigates the need for corrective feedback by providing example responses to help ensure that users fully understand what they are required to do at each stage of the treatment process (eg, challenging maladaptive thoughts and designing behavioral experiments). Third, where some interventions do not adequately address low adherence rates [15], which remain common among CP interventions today [16], Overcome Social Anxiety employs 2 mechanisms to encourage users to make steady progress: (1) it hinders procrastination by limiting users to a 6-month window to complete the intervention and (2) it mitigates forgetfulness by sending users automated reminders to continue their work on the program following periods of inactivity. Fourth, although research shows that therapist-client interaction is an important aspect of successful CBT [17], it is by definition lacking from stand-alone CCBT interventions. Overcome Social Anxiety addresses this challenge by employing voice recordings of 2 clinical psychologists to guide users through the treatment process, more closely mirroring a traditional course of human-delivered therapy. A recent study found that the patient-program alliance, similar to the therapeutic alliance, is associated with greater adherence and more favorable clinical outcomes in CCBT [18], indicating that such efforts at improving how users relate to interventions themselves are unlikely to be misguided. Finally, many other interventions have failed to provide users with a sufficient dose of treatment to effect lasting positive change [15], despite research attesting to the importance of an appropriate dose of treatment to CBT’s success [19]. Overcome Social Anxiety was designed to deliver a more robust treatment package than many other programs and includes all established elements of modern CBT.

Overcome Social Anxiety comprises an assessment battery and 7 core modules. The intervention begins with a prequestionnaires module, which is designed both to take a pretreatment measure of users’ symptom severity and to individualize the treatment to each user. Module 1, Thinking exercises, introduces users to the program and their virtual psychologists, informs users of common cognitive errors, and explains the relationship between cognitions, behaviors, and emotions. Module 2, Challenging your thinking, presents users with personally relevant anxious thoughts (based on prequestionnaire responses) and asks users to challenge those thoughts through writing exercises. In module 3, Creating your model, users select symptoms and anxiety-inducing situations and cognitions, which the intervention then uses to individualize the treatment to users’ unique experiences of social anxiety. This model is then applied to module 4, Behavioral experiments, wherein users are guided through a series of behavioral experiments to target safety behaviors and avoidance. Module 5, Challenge your thinking further, continues to help users adjust their negative beliefs, with a particular emphasis on anger. Module 6, Self-processing, targets biased attentional processes through skills-based attention training [20] and rescripting of faulty and negative imagery [21]. Module 7, Relapse prevention, reviews the material covered in the first 6 core modules and provides users with psychoeducation to help them maintain treatment gains. Finally, users complete the postquestionnaires module, which the program uses to create histograms to show users the difference between their pre- and posttreatment symptom severity. The program then provides users with an...
individualized PDF containing all program materials, which users can employ to help maintain treatment gains into the future.

Each module was designed to achieve a particular clinical goal and not necessarily to be completed in a single sitting. Indeed, some require substantially more time and effort than others. For example, when users are taught how to change their thinking in module 2, they are encouraged to target 1 thought they are working on changing per day. Please see the initial trial [14] for more detailed information about the content of the program and Multimedia Appendix 1 for a screenshot.

The results of the initial trial indicate that the 5 design features discussed above may be collectively very useful, potentially contributing enough to bridge the effectiveness gap between self-guided and therapist-assisted interventions. Overcome Social Anxiety—if it is indeed as effective as the initial trial suggests—may have important implications not only for reducing the severity of symptoms and increasing the well-being of people who struggle with social anxiety but also for the development of future interventions.

Although the initial study was a randomized controlled trial with high internal validity, it did not explicitly investigate the generalizability of its findings to the general community of individuals with social anxiety. The purpose of this study was to attempt to replicate the findings of the initial trial with high external validity by employing Overcome Social Anxiety’s general user base as its sample. Our rationale for conducting this study was that—to the extent that the intervention was found to be similarly effective among its general user base as it was among the initial trial’s student sample—consumers, mental health professionals, researchers, and developers of future ICBT interventions would be able to place more confidence in the intervention’s effectiveness.

Hypothesis

We hypothesized that among those who completed all modules of the intervention (including its prequestionnaires module, its 7 core modules, and its postquestionnaires module), referred to throughout this study as completers, posttreatment scores on the Fear of Negative Evaluation Scale (FNE) [22] would be significantly lower than pretreatment scores. The results from the initial trial [14], which also employed FNE and found a large pretreatment-to-posttreatment effect size for that measure (Cohen $d=0.82$), suggested that this difference could be large.

A power analysis suggested that, for within-subjects comparisons of pre- and posttreatment FNE scores, a sample of 40 completers would have been required to achieve a power level of 0.99 at the $P<.01$ level of significance, two-tailed, assuming the effect size of Cohen $d=0.82$ found in the initial trial [14]. Even given a conservative estimate of an effect half this size (i.e., Cohen $d=0.41$) for this study’s population, we would have achieved a power level of 0.93 at the $P<.01$ level of significance, two-tailed, with the 102 users who completed the intervention.

All past and present users of Overcome Social Anxiety consented to the collection, anonymization, and later analysis of their data for research purposes during registration. The protocol for this study was approved by the University of British Columbia’s Behavioural Research Ethics Board (Human Ethics Application ID: H16-00319).

Outcome Measures

Overcome Social Anxiety begins with a prequestionnaires module, which is included both to individualize the course of treatment to each user’s needs and to measure each user’s pretreatment symptom severity. The intervention concludes with a postquestionnaires module, which allows users to quantify changes in the severity of their symptoms. Both these modules contain 4 measures. First, they contain the FNE scale [22], a well-validated measure of social anxiety symptoms [22,23]. The brief FNE scale, whose scores have been found to share a Pearson correlation coefficient of .96 with the original FNE ($r=.96$) [24], correlates with other measures of social anxiety and yields significantly higher scores among those diagnosed with social anxiety disorder than those without [25]. The FNE comprises 30 statements (e.g., “I worry that others will think I am not worthwhile”) that respondents mark as true or false and yields a total score between 0 and 30. Scores of 7 (1 SD below the mean for a large student sample) and 8 (lower quartile) have been recommended as cut-off scores to indicate low social anxiety, whereas scores of 22 (1 SD above the mean) and 20 (upper quartile) have been recommended as cut-off scores to indicate high social anxiety [23].

Second, both these modules include the Depression Anxiety Stress Scales (DASS) [26], a 42-item questionnaire designed to discriminate between depression (e.g., “I felt sad and depressed”), anxiety (e.g., “I was aware of dryness of my mouth”), and stress (e.g., “I was in a state of nervous tension”), despite their shared symptoms. Research has attested to its reliability and validity [27,28].

Finally, these modules include 2 bespoke questionnaires, which ask users about the frequency with which they experience 37 socially anxious thoughts (e.g., “I can’t speak to authority figures”) and avoid 23 anxiety-provoking situations (e.g., “Making small talk with strangers/colleagues”). The items on these 2 questionnaires—titled the Thoughts Questionnaire and the Avoidance Questionnaire, respectively—were retrieved from a file audit of decades of clinical psychology practice with individuals diagnosed with social anxiety. Both questionnaires are scored on 5-point Likert scales and are intended to capture the patterns of thinking and behavior characteristic of real experience with social anxiety symptoms. Cronbach alphas for

Methods

Participants

In this study, we retrospectively analyzed data from past users of Overcome Social Anxiety. These data were automatically collected from users between August 2012 and April 2018. Thus, no new data collection was necessary. Our sample ($n=369$) consisted of all former, paying users of Overcome Social Anxiety. We excluded (1) those whose usage of the program was ongoing as of April 2018, (2) the university undergraduates who participated in the initial trial [14], and (3) all other users who were given free access to the intervention (e.g., through the private practices of its creators).
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the Thoughts Questionnaire and the Avoidance Questionnaire were .94 and .89, respectively. In our sample, participants’ scores on FNE were related to their scores on both bespoke questionnaires, with Pearson correlation coefficients of .58 (n=369; P<.001) for the Thoughts Questionnaire and .36 (n=369; P<.001) for the Avoidance Questionnaire.

Procedure

Users from around the world found Overcome Social Anxiety independently and chose to sign up for US $149.99. The intervention was advertised through Google Adwords between August 2012 and August 2014, has received media coverage, and has seen mention in blog posts, which likely helped users to discover it. During registration, users consented to the use of their data for research. After signing up, users first completed the prequestionnaires module, consisting of FNE, DASS, the Thoughts Questionnaire, and the Avoidance Questionnaire. They then began working through the 7 core modules of the program (see Figure 1 for content outline and the initial trial [14] for details). On completing all the program’s core modules, users responded to FNE, DASS, the Thoughts Questionnaire, and the Avoidance Questionnaire again during the postquestionnaires module. At the end of this module, they were also asked to leave feedback for the creators of the intervention. Users were given a limit of 6 months from the date of their registration to complete the intervention. They were sent automated emails reminding them to continue using the program after 3, 7, 10, 14, 21, and 28 days of inactivity. On completing each module, users were also sent automated emails summarizing that module’s contents. As this study involved only the retrospective analysis of data from past users of Overcome Social Anxiety, there was no contact with participants throughout the course of the study.

Analyses

This study’s primary dependent variable was pretreatment-to-posttreatment change in the severity of social anxiety symptoms, as measured by FNE. We selected FNE as a primary measure because it is a well-established and validated measure of social anxiety symptoms and because our other measure of anxiety, the anxiety subscale of DASS, measures primarily physiological symptoms of anxiety and does not specifically measure social anxiety symptoms. However, we also analyzed changes in scores on 5 secondary measures—the 3 factors of DASS, the Thoughts Questionnaire, and the Avoidance Questionnaire. For each of these measures, within-subjects t tests were conducted to determine whether posttreatment scores differed from pretreatment scores among users who completed the intervention.

We tested for attrition bias by exploring differences between completers and noncompleters. Specifically, we conducted between-subjects t tests to check for differences between completers and noncompleters in age and pretreatment scores on all questionnaire measures. We also conducted Chi-square analyses for sex and whether users reported having previously seen a therapist for anxiety, seen a therapist for other reasons, or taken medication for anxiety. Finally, after imputing missing posttreatment data from noncompleters using a last observation carried forward approach, we conducted between-subjects t tests to check for pretreatment-to-posttreatment changes in symptoms on all outcome measures among all users, completers and noncompleters alike.

At the end of the postquestionnaires module, completers were asked to leave positive and negative feedback about the intervention. Employing a conventional content analysis approach [29] and QSR NVivo 11 software, we used both qualitative methods (coding participants’ responses and grouping them into themes) and quantitative methods (counting comments reflecting each theme and calculating descriptive statistics) to analyze participants’ responses [30]. Two researchers (KG—see Acknowledgments below—and author HM) carefully read each comment and collaboratively created a coding guide. KG used this guide to code each response and then met HM again to discuss potential inconsistencies in the application of the coding guide to the analysis of participants’ comments. Finally, an expert coder (author HH) conducted a final review of the coded comments, counted comments reflecting each theme, and calculated descriptive statistics.
Results

Program Usage

Of the 369 users who signed up for Overcome Social Anxiety between August 2012 and April 2018, 102 users (102/369, 27.7%) fully completed the intervention. The number of users who completed each module of the intervention is displayed in Figure 1. The average time taken for completion of each module, in minutes, was 14.70 for the prequestionnaires, 34.60 for module 1, 83.70 for module 2, 43.10 for module 3, 103.72 for module 4, 15.02 for module 5, 25.05 for module 6, 8.05 for module 7, and 19.10 for the postquestionnaires. Completers spent a mean of 5 hours and 34 min (SD 211 min) using the intervention, whereas noncompleters spent a mean of 2 hours and 11 min (SD 86 min). However, these data represent only the amount of time users spent logged in to the intervention. Important components of CBT, including homework exercises...
such as exposure activities, occur between sessions, and the overall amount of time spent is likely to be considerably higher. On average, completers logged in 25.06 times (SD 17.25) over a period of 138.07 days (SD 126.07), whereas noncompleters logged in 9.93 times (SD 8.14) over a period of 58.02 days (SD 83.27).

User Characteristics
Out of the 102 completers, 39 (38.2%) identified as female, 58 (56.9%) identified as male, and 5 (4.9%) did not report their sex. The mean age of completers was 35.47 (SD 13.64). When asked about their clinical history, many completers reported having previously seen a therapist for anxiety (45/94, 48%), seen a therapist for another reason (43/95, 45%), and taken medication for anxiety (36/96, 38%). These data, in addition to those of noncompleters, are displayed in Table 1. The most common countries of residence users reported during registration were the United States (105/369, 28.5%), the United Kingdom (56/369, 15.2%), Australia (55/369, 15.0%), Iceland (30/369, 8.1%), and Canada (28/369, 7.6%). The remaining users were spread across 25 other countries around the world (60/369, 16.3%) or did not report their countries of residence (35/369, 9.5%).

Pretreatment Questionnaire Scores
The mean pretreatment FNE score among completers was 25.91 (SD 3.99), indicating very high levels of social anxiety. This score approached the FNE’s maximum score of 30 and exceeded cut-off scores defining high anxiety (20 and 22) by a considerable margin [23]. For DASS, completers had pretreatment scores of 14.07 (SD 10.07) on the depression subscale, 9.93 (SD 6.84) on the anxiety subscale, and 16.28 (SD 8.05) on the stress subscale. Finally, completers’ mean pretreatment scores on the Thoughts Questionnaire and Avoidance Questionnaire were 79.72 (SD 23.4) and 51.37 (SD 14.85), respectively.

Comparison of Completers and Noncompleters
A between-subjects t test revealed that completers had lower scores than noncompleters on the anxiety subscale of DASS (equal variances not assumed; t_{217.66}=2.95; P=.003; Cohen d=-0.33). Between-subjects t tests of DASS’s depression and stress subscales, FNE, the Thoughts Questionnaire, the Avoidance Questionnaire, and age revealed no further differences between completers and noncompleters (all P >.07). In addition, Chi-square analyses revealed no differences between completers and noncompleters in sex ratio or whether users reported having previously seen therapists for anxiety, seen therapists for other reasons, or taken medication for anxiety (all P values>.15).

Effectiveness of the Intervention
Completers experienced significant pretreatment-to-posttreatment reductions in symptom severity on all measures employed: FNE (t_{101}=13.61; P<.001; Cohen d=1.76), the depression subscale of DASS (t_{101}=7.42; P<.001; Cohen d=0.70), the anxiety subscale of DASS (t_{101}=8.24; P<.001; Cohen d=0.74), the stress subscale of DASS (t_{101}=9.57; P<.001; Cohen d=0.80), the Thoughts Questionnaire (t_{101}=16.47; P<.001; Cohen d=1.46), and the Avoidance Questionnaire (t_{101}=15.40; P<.001; Cohen d=1.42). Demographic characteristics and pretreatment questionnaire scores for all users, in addition to posttreatment questionnaire scores and symptom change analyses for completers, are summarized in Table 1.

For each outcome measure, some completers reported a worsening in symptom severity from pre- to posttreatment. These changes were all less than 1 SD (ie, 1 pretreatment SD among completers for each measure) in magnitude, except for those of 3 (3/102, 3.0%) participants for FNE, 4 (4/102, 4.0%) for the depression subscale of DASS, 1 (1/102, 1.0%) for the anxiety subscale of DASS, and 1 (1/102, 1.0%) for the stress subscale of DASS.

As discussed above in outcome measures, FNE threshold scores of 20 and 22 have been recommended to distinguish between high anxiety and moderate or low anxiety individuals [23]. According to these thresholds, 96 (96/102, 94.1%) or 90 (90/102, 88.2%) completers reported high anxiety before beginning the clinical content of the intervention, whereas 33 (33/102, 32.4%) or 28 (28/102, 27.5%) reported high anxiety after completing it. One completer began the intervention below 1 of the thresholds (with a score of 20) and ended it above that threshold (with a score of 24). All other participants either remained in the same category of anxiety or experienced a reduction in their FNE score, which moved them past a threshold and into a lower category of anxiety.
Table 1. User characteristics and questionnaire scores.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Completers (n=102)</th>
<th>Noncompleters (n=267)</th>
<th>Total (N=369)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>39 (40.2)</td>
<td>98 (38.4)</td>
<td>137 (39.0)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>35.47 (13.64)</td>
<td>33.88 (11.93)</td>
<td>34.31 (12.42)</td>
</tr>
<tr>
<td>Seen therapist for anxiety, n (%)</td>
<td>45 (47.9)</td>
<td>129 (52.0)</td>
<td>174 (50.9)</td>
</tr>
<tr>
<td>Seen therapist for other reasons, n (%)</td>
<td>43 (45.3)</td>
<td>96 (38.9)</td>
<td>139 (40.6)</td>
</tr>
<tr>
<td>Taken medication for anxiety, n (%)</td>
<td>36 (37.5)</td>
<td>120 (48.6)</td>
<td>156 (45.5)</td>
</tr>
<tr>
<td><strong>Fear of negative evaluation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>25.91 (3.99)</td>
<td>25.53 (5.05)</td>
<td>25.63 (4.78)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>15.06 (8.32)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>13.61 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cohen d</td>
<td>1.76</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>DASS (depression subscale)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>14.07 (10.07)</td>
<td>16.34 (11.28)</td>
<td>15.72 (10.99)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>7.57 (8.60)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>7.42 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cohen d</td>
<td>0.70</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>DASS (anxiety subscale)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>9.93 (6.84)</td>
<td>12.42 (8.212)</td>
<td>11.73 (7.93)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>5.32 (5.64)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>8.24 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cohen d</td>
<td>0.74</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>DASS (stress subscale)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>16.28 (8.05)</td>
<td>18.14 (9.40)</td>
<td>17.63 (9.08)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>10.01 (7.63)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>9.57 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cohen d</td>
<td>0.80</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Thoughts Questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>79.72 (23.40)</td>
<td>80.66 (23.68)</td>
<td>80.40 (23.57)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>44.93 (24.17)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>16.47 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Completers (n=102)</td>
<td>Noncompleters (n=267)</td>
<td>Total (N=369)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------------</td>
<td>-----------------------</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Cohen d</strong></td>
<td>1.46</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Avoidance Questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment, mean (SD)</td>
<td>51.37 (14.85)</td>
<td>52.35 (15.59)</td>
<td>52.08 (15.37)</td>
</tr>
<tr>
<td>Posttreatment, mean (SD)</td>
<td>29.54 (15.97)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t test (df)</td>
<td>15.40 (101)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cohen d</td>
<td>1.42</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aSome users did not respond to certain questions. The 5 rows beneath this heading display responses from 97 completers and 255 noncompleters who reported their sex, 92 completers and 246 noncompleters who reported their age, 94 completers and 248 noncompleters who reported whether or not they had previously seen a therapist for anxiety, 96 completers and 247 noncompleters who reported whether or not they had previously seen a therapist for another reason, and 95 completers and 247 noncompleters who reported whether or not they had previously taken medication for anxiety. The percentages given represent percentages of respondents, not percentages of participants overall.
bAge was measured by year of birth, and our statistics on users’ ages represent their ages at the end of the calendar years during which they began the intervention.
cThis row displays the results of a within-subjects t test comparing completers’ pre- and posttreatment scores.
dDASS: Depression Anxiety Stress Scales.

**Imputation of Missing Data**

It has been suggested that where dropout rates exceed 20%—and this study’s dropout rate (267/369, 72.4%) did so by far—“no adequate recommendation [for replacing missing data] can be provided” [31]. However, research has demonstrated that partial completion of ICBT interventions for anxiety and depression leads to symptom reduction [32], and noncompleters in our sample spent an average of over 2 hours using Overcome Social Anxiety, suggesting that noncompleters may have benefited from the intervention. For this reason, imputation of missing data from noncompleters using a last observation carried forward approach may be conservative. A within-subjects t test comparing pre- and posttreatment FNE scores for all users, assuming no pretreatment-to-posttreatment change in FNE scores for noncompleters, indicated that the program was moderately effective in reducing symptoms among all users ($t_{368}=8.95; P<.001; Cohen d=0.48$). Even in the hypothetical and unlikely event that noncompleters experienced an increase in social anxiety symptoms equivalent to half an SD on FNE (ie, a score increase of 2.52; Cohen d=0.5), our results would show a small but statistically significant reduction in FNE scores among all users ($t_{368}=3.08; P=.002; Cohen d=0.18$).

Furthermore, within-subjects t tests comparing pre- and posttreatment scores on secondary outcome measures—again, assuming no change in score for noncompleters from pre- to posttreatment—showed significant, small-to-moderate reductions in symptom severity on all secondary outcome measures: the depression subscale of DASS ($t_{368}=6.31; P<.001; Cohen d=0.16$), the anxiety subscale of DASS ($t_{368}=6.78; P<.001; Cohen d=0.16$), the stress subscale of DASS ($t_{368}=7.46; P<.001; Cohen d=0.19$), the Thoughts Questionnaire ($t_{368}=9.63; P<.001; Cohen d=0.37$), and the Avoidance Questionnaire ($t_{368}=9.41; P<.001; Cohen d=0.35$).

**Acceptability of the Intervention**

Analysis of user feedback identified 9 positive themes and 8 areas for improvement. These themes, the number of participants whose comments reflected them, and examples of these comments are displayed in Table 2. It is worth noting that feedback was only obtained from users on their completion of the program and that users were asked about both what they liked and what they did not like about the intervention. Out of 102 completers, 35 users left comments. The mean number of comments coded as positive feedback was 1.77 (SD 1.17), whereas the mean number of comments coded as areas for improvement was 0.80 (SD 0.83).
anxious thoughts and avoidance behaviors, as measured by the symptoms of depression, physiological symptoms of anxiety, symptoms, as measured by FNE, but also in the severity of experienced reductions not only in the severity of social anxiety. Our results also show that those who completed the intervention rather than to spontaneous remission. The results for the waitlist control condition of our initial trial, reported that it has a mean duration of 10 to 24 years [34]. Given that social anxiety is related to depression [35], general anxiety [35], and stress [36] and the 2 bespoke questionnaires measured social anxiety symptoms, these results were unsurprising. Nevertheless, they were pronounced; according to Cohen guidelines for interpreting Cohen $d$ [37], all these changes were large (Cohen $d$>0.8) except for the changes on the depression and anxiety subscales of DASS, which were medium (Cohen $d$>0.5) in magnitude. We must advise caution in interpreting these results, however, as they exclude data from noncompleters and there is no control condition with which to compare them.

The completion rate (102/369, 27.7%) was high in comparison with community completion rates of other self-guided CP interventions. Data from community users show lower completion rates than data from trials [16], and self-guided CP interventions have lower completion rates than therapist-assisted CP interventions [38]; it is, therefore, unsurprising that community adherence to self-guided CP is typically low. For example, the highest completion rate found in a recent review examining community usage of self-guided CP interventions for depression, anxiety, and mood enhancement was 19.5% [16], and the intervention that achieved this completion rate, CBT Psych, was actually an earlier version of Overcome Social Anxiety targeted toward stuttering populations. Other research has shown that for self-guided internet psychotherapy interventions, over 90% of users withdraw after only 2 sessions [39]. In comparison, less than one-third of users in our sample (112/369, 30.4%) withdrew before completing the 2 bespoke questionnaires, module 1, and module 2, which together took

### Table 2. Feedback from completers.

<table>
<thead>
<tr>
<th>Feedback theme</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive feedback</strong></td>
<td></td>
</tr>
<tr>
<td>General praise (eg, I loved this program.)</td>
<td>26 (25.5)</td>
</tr>
<tr>
<td>Specific symptom improvement (eg, this program truly did help me overcome a lot of the thoughts I was having.)</td>
<td>18 (17.6)</td>
</tr>
<tr>
<td>Content quality (eg, shows deep understanding of the problems of social anxiety.)</td>
<td>12 (11.8)</td>
</tr>
<tr>
<td>Components (eg, I find the e book invaluable...)</td>
<td>9 (8.8)</td>
</tr>
<tr>
<td>Presentation (eg, Liked A variety of pictures, sound and interaction.)</td>
<td>9 (8.8)</td>
</tr>
<tr>
<td>Convenience or accessibility (eg, Good to be able to do things completely at your own speed.)</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td>Cost (eg, Not too expensive.)</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Privacy (eg, Al Therapy’s anonymous and confidential form of treatment has been wonderful...)</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Ease of use (eg, Easy to use. Great format. Very user friendly.)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td><strong>Areas for improvement</strong></td>
<td></td>
</tr>
<tr>
<td>Components (eg, I found some of the content helpful, but there were some bits that I didn’t find help nor did it relate to me.)</td>
<td>10 (9.8)</td>
</tr>
<tr>
<td>Presentation (eg, I wish it was a little more visually interesting.)</td>
<td>7 (6.9)</td>
</tr>
<tr>
<td>Content quality (eg, Would be good for anxious teenagers, but somewhat too simple for adults.)</td>
<td>4 (3.9)</td>
</tr>
<tr>
<td>Research considerations (eg, questionnaires were a bit long.)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Technical problems (eg, Little bit glitchy on an iPad.)</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Cost (eg, Not much more help provided than self-help books which cost a lot less.)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Specific lack of symptom improvement (eg, I liked it even though i dont feel much improvement in my overall case...)</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Length (eg, it was a little 'longer' than I expected due to having to go out and face our fears...)</td>
<td>1 (1.0)</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Our primary hypothesis was that those who completed the intervention would experience a significant reduction in the severity of their social anxiety symptoms, as measured by FNE [22]. This hypothesis was clearly supported by our results. In fact, the effect size for this reduction (Cohen $d$=1.76) was larger than the mean uncontrolled pretreatment-to-posttreatment effect size of human-delivered CBT for social anxiety found in a meta-analysis (effect size=1.04) [33]. By comparison, although this study lacked a control condition, participants in the waitlist control condition of our initial trial experienced a mean reduction in FNE scores of 0.46 (Cohen $d$=0.14) over a similar length of time [14]. Social anxiety is widely considered to have a chronic course, and clinical and epidemiological studies have reported that it has a mean duration of 10 to 24 years [34]. Given this typical time course of social anxiety, in combination with the results for the waitlist control condition of our initial trial, we infer that the reduction in severity of social anxiety symptoms in this study is attributable primarily to the intervention rather than to spontaneous remission.

Our results also show that those who completed the intervention experienced reductions not only in the severity of social anxiety symptoms, as measured by FNE, but also in the severity of symptoms of depression, physiological symptoms of anxiety, and stress, as measured by DASS, and self-reported socially anxious thoughts and avoidance behaviors, as measured by the Thoughts Questionnaire and the Avoidance Questionnaire.
users an average of 2 hours and 13 min. It should be noted, however, that there is some experimental evidence suggesting that adding a financial cost to ICBT interventions increases adherence [32]. Some proportion of Overcome Social Anxiety’s comparatively high adherence rate may, therefore, be attributable to its cost. Indeed, it would appear reasonable to expect that users who are willing to make financial sacrifices to access ICBT interventions are also more willing to sacrifice the time and effort necessary to complete those interventions, whereas those who are less committed may tend to opt for free ICBT instead.

Finally, user feedback was generally positive. For example, of the 35 completers who left feedback, 26 (26/35, 74%) left general praise and 18 (18/35, 51%) specifically stated that they had experienced a reduction in symptom severity. However, because feedback was solicited only at the end of the intervention, users who enjoyed and benefited from the intervention may be overrepresented, whereas users who did not enjoy or benefit from it may have tended to drop out before reaching the user feedback questions.

Limitations and Future Research

There remain a number of important questions for future research to address. First, although it has been shown that a therapist’s assistance increases adherence, 26 (26/35, 74%) left general praise and 18 (18/35, 51%) specifically stated that they had experienced a reduction in symptom severity. However, because feedback was solicited only at the end of the intervention, users who enjoyed and benefited from the intervention may be overrepresented, whereas users who did not enjoy or benefit from it may have tended to drop out before reaching the user feedback questions.

Second, it is a limitation of this study that we have no posttreatment data from noncompleters and therefore cannot report changes in their symptom severity following their partial completion of the intervention. Although past research shows that partial completion of ICBT interventions is beneficial [32], and some participants may indeed have ceased using the intervention after experiencing a satisfactory reduction in the severity of their symptoms, future research measuring symptoms periodically over the course of the treatment would be required to clarify the effects of partially completing Overcome Social Anxiety. Third, the intervention’s apparent success cannot currently be attributed to any particular elements of its design. Overcome Social Anxiety was created to address 5 limitations of other ICBT interventions, but it remains unclear which of these limitations are most crucial for designers of future ICBT interventions to address. Fourth, although Overcome Social Anxiety has now been evaluated as an intervention for university undergraduates [14] and members of its general user base, future research would be required to evaluate the intervention in a clinical setting or to compare its effectiveness with human-delivered CBT. On a related note, although high FNE scores among our participants indicate that many of them may have met diagnostic criteria for social anxiety disorder, our lack of diagnostic interviews leaves us unable to draw any conclusions about the intervention’s efficacy among those who did. Fifth, additional research exploring the predictors of program completion and symptom reduction could be useful in targeting the program toward those most likely to benefit from it or in establishing a screening mechanism to help prospective users decide whether it is an appropriate treatment for them. To this end, given our finding that completers had lower scores than noncompleters on the anxiety subscale of DASS, research examining that measure as a predictor of program outcomes could be considered. Sixth, the fact that the majority of users were men is interesting as a number of studies have shown that social anxiety is more prevalent among women [40]. Future research could explore the possibility that men value the privacy afforded by stand-alone ICBT programs more highly than women do. Finally, there is currently no data indicating whether and for what length of time users maintain reductions in symptom severity following their completion of the intervention.

Conclusions

Overcome Social Anxiety was initially evaluated through a randomized controlled trial, which indicated that the intervention reduces the severity of social anxiety symptoms among university undergraduates [14]. Although our study’s lack of a control condition leaves us unable to draw causal inferences, we believe that it is reasonable to suppose that a considerable proportion of the pretreatment-to-posttreatment reduction in symptom severity may be attributable to the intervention, as this was a very large effect (Cohen $d=1.76$) and research shows that social anxiety tends to be persistent when it remains untreated [5]. Given this assumption, this study reinforces the findings of the initial trial [14] in 4 ways. First, it supports the finding that Overcome Social Anxiety is effective in reducing the severity of social anxiety symptoms. Second, its high external validity extends the initial trial’s results to indicate that the intervention is highly effective among community users who complete it. Third, it suggests that the intervention’s benefits are not limited to reducing the severity of social anxiety symptoms; the program appears to alleviate symptoms of depression, physiological symptoms of anxiety, and stress among its users as well. Finally, this study suggests that Overcome Social Anxiety has a high completion rate compared with other self-guided CP interventions. In summary, the results of this study converge with those of the initial trial’s, attesting to Overcome Social Anxiety’s effectiveness as a self-guided ICBT intervention and providing further indication that future interventions may be able to draw from elements of its design.
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Abstract

Background: Degenerative cervical myelopathy (DCM) is a common debilitating condition resulting from degeneration of the cervical spine. While decompressive surgery can halt disease progression, existing spinal cord damage is often permanent, leaving patients with lifelong disability. Early surgery improves the likelihood of recovery, yet the average time from the onset of symptoms to correct diagnosis is over 2 years. The majority of delays occur initially, before and within primary care, mainly due to a lack of recognition. Symptom checkers are widely used by patients before medical consultation and can be useful for preliminary triage and diagnosis. Lack of recognition of DCM by symptom checkers may contribute to the delay in diagnosis.

Objective: The aims of this study were to investigate whether Web-based symptom checkers were able to recognize relevant symptoms of DCM, to characterize the DCM differential they returned, and to evaluate the diagnostic performance of recognized DCM symptoms.

Methods: We pooled classical DCM symptoms from leading review articles. These symptoms were entered into the algorithms used by the top 20 symptom checker websites (N=4; Google Search). The most widely cited symptom checker, WebMD, was used to characterize the differential diagnosis for DCM.

Results: A total of 31 classical DCM symptoms were identified, of which 45% (14/31) listed DCM as a differential and 10% (3/31) placed DCM in the top third of the differential. The mean differential rank for motor symptoms was significantly better than that for arthritic symptoms ($P=.01$) and the average differential rank for all symptoms ($P=.048$). The symptom checker WebMD performed best at recognizing DCM, placing the condition nearer to the top of the differential list (mean rank of 5.6) than either Healthline (rank of 12.9, $P=.02$) or Healthtools.AARP (rank of 15.5, $P=.001$). On WebMD, only one combination of symptoms resulted in DCM as the primary differential: neck, shoulder, and arm pain with hand weakness. Moreover, 151 differential diagnoses for DCM symptoms were recorded on WebMD. Multiple sclerosis and peripheral neuropathy were the most common differentials, shortlisted for 52% (16/31) and 32% (10/31) of the DCM symptoms, respectively.

Conclusions: DCM symptoms are poorly identified by Web-based symptom checkers, which leads to a large differential of many other common conditions. While a diagnosis becomes more likely as the number of symptoms increases, this represents more advanced disease and will not support much-needed earlier diagnosis. Symptom checkers remain an attractive concept with potential. Further research is required to support their optimization.
Introduction

Degenerative cervical myelopathy (DCM) is a debilitating and progressive condition that occurs when the cervical spinal cord is compressed by degenerative changes in surrounding structures. These degenerative changes, previously referred to as cervical spondylosis, include degeneration of intervertebral discs, osteophyte formation, ligamentous hypertrophy, spinal subluxation, and uncovertebral and facet joint hypertrophy [1,2].

The epidemiology of DCM is poorly characterized and has been reliant on “operative incidence” alone. This has contributed to misconceptions that it is a “rare” condition [3], whereas in fact it is estimated to be the most common spinal cord disorder [4]. For example, Kovalova et al identified that 59% (108/183) of patients from a randomly selected cohort of 40-80 year olds had magnetic resonance imaging signs of cervical cord compression and 1.1% (2/183) had undiagnosed DCM [5]. In the first prospective study of its kind, Bednarik et al showed that 8% of individuals with asymptomatic cord compression will develop DCM after 1 year and 22% over the total observation period (median follow-up, 44 months; range 2-12 years) [6]. Another more recent study has echoed these findings, with 10% of asymptomatic cord compression patients developing DCM at follow-up (median follow-up, 21 months; range 3-27 months) [7]. Given the association between DCM and age, as well as our aging population, its incidence is expected to rise.

Current treatment for DCM is limited to surgery that aims to relieve compression of the spinal cord. While most patients make a meaningful recovery, it is usually incomplete as existing damage is irreversible [8,9]. As such, treatment within 6 months of symptom onset has been shown to offer the best chance of making a full recovery [10,11].

Unfortunately, most patients wait much longer for a diagnosis; in the only study of its kind to date, Behrbalk et al found that the average time from onset of symptoms to correct diagnosis was 2.2 years [12]. Moreover, many patients go undiagnosed: in a series of neck of femur fracture patients, undiagnosed DCM was found in 18% of patients [13]. As a result, presently, most patients retain lifelong disabilities. This has a major socioeconomic impact on their lives, with unemployment, dependency, and a reduced quality of life. A recent study has demonstrated that patients with DCM have one of the lowest Short Form-36 scores among those with chronic diseases, lower than those with diabetes, cancer, chronic lung disease, and depression [14]. Thus, to improve the outcomes for such patients, an early diagnosis is needed.

Patients with DCM typically enter the health care system via primary care, and it is this interplay, between the onset of symptoms, patient presentation to primary care, consultation(s), and onward specialty referral, that makes up the majority of diagnostic delays [12]. The factors driving missed and delayed diagnosis are poorly characterized at present and difficult to investigate. However, the problem is likely multifactorial, including nonspecific and subtle early features often occurring in isolation initially, which may overlap with other conditions; incomplete neurological assessments by professionals; and poor awareness of the disease [1]. For example, in the Netherlands, a general practitioner is consulted 7 times a week for neck or upper extremity complaints (possible symptoms of DCM) of various causes [15], so distinguishing DCM can be difficult. In addition, the aforementioned Behrbalk et al series identified that 43% of patients with DCM were diagnosed and sometimes treated for carpal tunnel syndrome initially [12].

Web-based symptom checkers are websites that allow patients to select or enter a number of symptoms and using proprietary diagnostic algorithms produce a list of potential diagnoses, usually ranked in order of likelihood. These are popular with the general public; the leading engine, WebMD, receives 22 million unique visitors a month [16]. They are also frequently used prior to medical consultations; 45% of patients attending a genitourinary clinic, 47% of patients presenting to a rheumatology clinic, 53.5% of patients enrolled in a primary care practice, 52% of orthopedic outpatients, 51% of gastroenterology outpatients, 24% of adults accompanying children to a pediatric orthopedics clinic, 29% of patients referred to a medical genetics clinic, and 18% of oto-laryngology outpatients with internet access had used the internet to research their symptoms prior to consultation [17–24]. Consequently, it is likely that symptom checkers are consulted when symptoms of DCM appear.

The results obtained from such websites may guide further searches and information seeking of patients. This may in turn influence their narration of symptoms and aid or obstruct diagnosis when they are seen in primary care.

This study therefore sought to investigate the recognition of DCM in Web-based symptom checkers.

Methods

Reported Degenerative Cervical Myelopathy Symptoms

DCM symptoms were compiled from 4 leading review articles (cited by an average of 25 PubMed Central articles) published since 2000, taken from journals spanning a range of medical expertise: rehabilitation [25], neurology [2], neurosurgery [26], and primary care [27]. Reported symptoms were extracted from the articles and consolidated into a single list by removing duplicates or overlapping symptoms. In this article, these symptoms are referred to as “classical” symptoms.
Web-Based Symptom Checkers
From a Google Search of “Symptom Checker” (returning over 4 million results), we selected the unique symptom checker search engines powering the top 20 symptom checkers. Checkers unable to make a diagnosis of DCM based upon symptoms or which did not list differential results in the order of likelihood were excluded (Figure 1). Consequently, we included the symptom checkers WebMD, Healthline, Healthtools.AARP, and NetDoctor. The estimated monthly visits for these websites were as follows: WebMD, 22 million [16]; Healthline, 11 million [28]; Healthtools.AARP, 3 million [29]; and NetDoctor, 1 million [30]. These symptom checker websites all described DCM under the umbrella term of (cervical) cord stenosis; however, for the purposes of this article, the term DCM will continue to be used.

Each literature-recognized DCM symptom was entered, either directly (NetDoctor) or by selecting the best match from a list of options (WebMD, Healthline, and Healthtools.AARP), into each symptom checker. When demographic information was required (WebMD and NetDoctor), the average age (57 years) and gender (male) from a recent DCM study were used [14]. If a region was required (NetDoctor), Western Europe was entered.

Analysis
The results of the symptom checkers were combined for analysis. Metrics of performance included (1) differential rank for DCM (the position of DCM in a list of differentials, eg,
fifth); (2) total number of differentials returned; and (3) mean percentile rank for DCM (percentage of conditions that were ranked below DCM in the differential list).

Additionally, WebMD, as the most widely cited and visited symptom checker (4 of the top 20 symptom checkers are powered by WebMD) with the best condition match for DCM, was selected to investigate the specificity of different combinations of symptoms and the overall differential for DCM.

To identify the most specific combination of symptoms, the symptoms that had yielded DCM as a differential were searched again in paired combinations using 2x2 probability tables, such that every combination was assessed. Symptom combinations that improved their mean ranking were carried forward into further 2x2 probability tables until no more improvements in differential rank could be achieved.

To identify the overall differential for DCM, we recorded the entire list of differential conditions for each search symptom. The number of times each of these conditions was a differential for any DCM symptom was recorded to allow a frequency chart to be plotted and the overall differential identified.

Statistics
The Shapiro-Wilk test was used to assess for parametric distribution of data sets. The Mann-Whitney U test was then used to compare the means of nonparametric distributions, while a two-tailed t test was used to compare the means of parametric distributions. The Pearson correlation coefficient was used to assess relationships between mean differential ranks, mean percentile ranks, and mean number of differentials.

Results
From the 4 review articles, 31 unique DCM symptoms were identified. These were grouped into motor, sensory, autonomic, and arthritic categories (Table 1) based on the domains of common outcome assessments [10]. Only abnormal gait, Lhermitte’s sign, and urinary incontinence were listed by all 4 of the articles.

Accordingly, 45% (14/31) of the symptoms entered into the Web-based symptom checkers listed DCM as a possible diagnosis. No individual symptom placed DCM as a differential in all 4 Web-based symptom checkers or as the primary differential in any one (Table 1). Of the 3 ubiquitous DCM symptoms from the literature, abnormal gait and Lhermitte’s sign did not yield DCM as a differential in the Web-based symptom checkers, and urinary incontinence had a mean rank of 15 out of 23 (percentile rank, 35). Of the symptoms which returned a differential of DCM, 14% (2/14) ranked DCM in the bottom third of differentials (percentile rank, 0-33.3), 64% (9/14) in the middle third of differentials (percentile rank, 33.3-66.6), and 21% (3/14) in the top third of differentials (percentile rank, 66.6-100). Upper limb or arm paresthesia, upper limb or arm pain (brachialgia), and hand paresthesia (with percentile ranks of 71.4, 66.7, and 70.6, respectively) were the only symptoms placing DCM in the top third of the differentials (Table 1).

The mean differential rank for all symptoms entered individually was 10.3, while that for the separate symptom categories were as follows: motor symptoms, 5.0; sensory symptoms, 9.8; autonomic symptoms, 14.5; and arthritic symptoms, 13.7 (Figure 2). A value of 1 would represent DCM as the top differential. The error bars indicate 95% CI. The N numbers for each category are indicated at the bottom of their respective bars.

The mean differential rank for motor symptoms was significantly better than that for arthritic symptoms (P=0.01) and the average differential rank for all symptoms (P=0.048). There were no other significant differences between the different symptom categories for the differential ranks, the number of differentials per symptom, or the percentile ranks.

Out of all the symptom checkers, WebMD placed DCM nearer to the top of the differential list (mean rank of 5.6) than either Healthline (rank of 12.9, P=0.02) or Healthtools.AARP (rank of 15.5, P=0.001). WebMD also returned fewer differential conditions for DCM symptoms (14.5) than Healthline (29.5, P=0.01) and Healthtools.AARP (19.8, P=0.0496). Unfortunately, comparisons with NetDoctor were not possible due to the low N number.

When symptoms were combined, on WebMD, the differential rank for DCM improved in the majority of circumstances. However, only a combination of neck pain, shoulder pain, upper limb or arm pain (brachialgia), and hand weakness placed DCM as the primary differential. There were 5 pairs of symptoms that gave DCM as the second differential and were as follows: (1) upper limb or arm weakness (paresthesia) and hand weakness; (2) upper limb or arm weakness (paresthesia) and hand numbness or sensory loss; (3) upper limb or arm weakness (paresthesia) and hand paresthesia; (4) hand weakness and hand numbness or sensory loss; (5) hand weakness and hand paresthesia.

For each of these pairs of symptoms, the condition ahead of DCM in the differential list was always peripheral neuropathy.

Overall, WebMD listed 151 differentials for DCM symptoms (Multimedia Appendix 1) with multiple sclerosis and peripheral neuropathy as the most common differentials (Figure 3). The list was collated by combining all the differential lists for each individual literature DCM symptom. DCM was listed for 10 symptoms and cervical spondylosis also for 10 symptoms. Carpal tunnel syndrome was only listed as a differential for DCM symptoms once (for clumsy hands).

The number of times a symptom was referenced in the literature did not differ between symptoms that identified and did not identify DCM. In fact, there was a trend between the number of times a symptom was referenced in the literature and the mean differential rank for DCM (R=0.49, P=0.08), meaning that the symptoms referenced more often in the literature tended to rank DCM lower down the differential list.
Table 1. Degenerative cervical myelopathy (DCM) symptoms compiled from the 4 review articles (if DCM was given as a differential [italicized rows], the mean rank and percentile rank in the differential list was recorded).

<table>
<thead>
<tr>
<th>DCM symptom&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Reviews in which symptom was mentioned, n (%)</th>
<th>Symptom checkers in which DCM was listed as a differential, n (%)</th>
<th>Mean differential rank for DCM</th>
<th>Mean total number of differentials</th>
<th>Mean percentile rank in differential list&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motor symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal gait</td>
<td>4 (100)</td>
<td>0 (0)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>22</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Loss of balance</strong></td>
<td>1 (25)</td>
<td>1 (25)</td>
<td>8</td>
<td>14</td>
<td>42.9</td>
</tr>
<tr>
<td>General weakness</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>94</td>
<td>N/A</td>
</tr>
<tr>
<td>Lack of coordination</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>13</td>
<td>N/A</td>
</tr>
<tr>
<td>Upper limb or arm weakness (paresis)</td>
<td>2 (50)</td>
<td>1 (25)</td>
<td>4</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>Upper limb or arm spasticity</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>22</td>
<td>N/A</td>
</tr>
<tr>
<td>Clumsy hands</td>
<td>3 (75)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>17</td>
<td>N/A</td>
</tr>
<tr>
<td>Loss of hand dexterity</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Hand weakness</td>
<td>1 (25)</td>
<td>1 (25)</td>
<td>4</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>Lower limb or leg weakness (paresis)</td>
<td>3 (75)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>14</td>
<td>N/A</td>
</tr>
<tr>
<td>Lower limb or leg spasticity</td>
<td>1 (25)</td>
<td>2 (50)</td>
<td>5</td>
<td>19.5</td>
<td>61.2</td>
</tr>
<tr>
<td>Lower limb or leg jerking</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>24</td>
<td>N/A</td>
</tr>
<tr>
<td>Lower limb or leg stiffness</td>
<td>2 (50)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>15</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Sensory symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper limb or arm numbness or sensory loss</td>
<td>2 (50)</td>
<td>3 (75)</td>
<td>10</td>
<td>27.3</td>
<td>57.1</td>
</tr>
<tr>
<td>Upper limb or arm paresthesia</td>
<td>2 (50)</td>
<td>1 (25)</td>
<td>4</td>
<td>14</td>
<td>71.4</td>
</tr>
<tr>
<td>Upper limb or arm pain (brachialgia)</td>
<td>2 (50)</td>
<td>1 (25)</td>
<td>4</td>
<td>12</td>
<td>66.7</td>
</tr>
<tr>
<td>Hand numbness or sensory loss</td>
<td>2 (50)</td>
<td>3 (75)</td>
<td>12</td>
<td>22</td>
<td>40.7</td>
</tr>
<tr>
<td>Hand paresthesia</td>
<td>1 (25)</td>
<td>1 (25)</td>
<td>5</td>
<td>17</td>
<td>70.6</td>
</tr>
<tr>
<td>Lower limb or leg numbness or sensory loss</td>
<td>2 (50)</td>
<td>2 (50)</td>
<td>14</td>
<td>34</td>
<td>49.9</td>
</tr>
<tr>
<td>Lower limb or leg paresthesia</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>Lhermitte's sign or phenomenon</td>
<td>4 (100)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Autonomic symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fecal incontinence</td>
<td>3 (75)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>16</td>
<td>N/A</td>
</tr>
<tr>
<td>Urgency of defecation</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>22</td>
<td>N/A</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>4 (100)</td>
<td>2 (50)</td>
<td>15</td>
<td>24.5</td>
<td>40.5</td>
</tr>
<tr>
<td>Urinary urgency</td>
<td>2 (50)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>18</td>
<td>N/A</td>
</tr>
<tr>
<td>Urinary frequency</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>28</td>
<td>N/A</td>
</tr>
<tr>
<td>Urinary hesitancy</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>13</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Arthritic symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neck stiffness</td>
<td>2 (50)</td>
<td>1 (25)</td>
<td>7</td>
<td>12</td>
<td>41.7</td>
</tr>
<tr>
<td>Neck pain</td>
<td>3 (75)</td>
<td>3 (75)</td>
<td>15</td>
<td>21.7</td>
<td>33.0</td>
</tr>
<tr>
<td>Neck crepitus or clicking</td>
<td>1 (25)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>16</td>
<td>N/A</td>
</tr>
<tr>
<td>Shoulder pain</td>
<td>1 (25)</td>
<td>3 (75)</td>
<td>15</td>
<td>27</td>
<td>43.4</td>
</tr>
</tbody>
</table>

<sup>a</sup>For each symptom, the number of reviews mentioning it and the number of symptom checkers that give DCM as a differential for that symptom were
recorded.

b The mean percentile rank for DCM in the differential list represents the percentage of conditions that were ranked below DCM in the differential list (the higher the percentile rank, the more predictive the symptom). This allowed for comparison of DCM ranking among differential lists of differing lengths.

c N/A: not applicable.

Figure 2. The mean differential rank for all individual degenerative cervical myelopathy symptoms, as well as the mean differential rank of the individual symptoms grouped in the motor, sensory, autonomic, and arthritic categories. Asterisk denotes a statistically significant difference between motor and arthritic categories ($P = .01$); double asterisk denotes a statistically significant difference between motor and all categories ($P = .048$).
Figure 3. The number of degenerative cervical myelopathy (DCM) symptoms which produced the listed conditions in the differential list on WebMD.

Discussion

Principal Findings

Of each of the 31 DCM symptoms identified by the 4 review articles, only 45% (14/31) reported DCM as a differential in the Web-based symptom checkers. Additionally, key or prevalent literature symptoms fared no better. Of the symptoms identified by the symptom checkers, the majority (11/14, 79%) resulted in DCM being ranked in the bottom two-thirds of differentials. Multiple sclerosis and peripheral neuropathy were the most common differentials for DCM symptoms.

Therefore, based on the current classical descriptions of DCM, symptom checkers do not perform well at diagnosing the condition; moreover, if they did, DCM appeared toward the bottom of the differential list.

Can Symptom Checkers Have a Diagnostic Role in Degenerative Cervical Myelopathy?

Various studies have assessed the accuracy of Web-based symptom checkers with regard to linking symptoms with the correct diagnosis. For example, a recent study investigated the diagnostic accuracy of 23 symptom checkers, using 45 standardized patient vignettes, covering common and uncommon conditions (26 and 19 vignettes, respectively), as well as a range of triage urgencies (15 vignettes required emergency care, 15 required nonemergency care, and 15 required self-care) [31]. Each vignette was simplified into a core set of symptoms and entered into each symptom checker by an author with no clinical training. They found that the correct diagnosis was ranked first in 34% of patient cases and that the correct diagnosis was listed within the top 3 and top 20 differentials 51% and 58% of the time, respectively. Performance varied by the urgency of condition. The correct diagnosis was listed first for 24% of emergency cases, 38% of nonemergency cases, and 40% of self-care cases. Moreover, the correct diagnosis was listed first more often for common diagnoses than for uncommon diagnoses (38% vs 28%). Additional studies focusing on WebMD found that patients using the symptom checker in a hand surgery clinic correctly guessed a diagnosis matching that of the hand surgeon 33% of the time [32] and that with ear, nose, and throat patient cases, the symptom checker was correct 16% of the time, although the correct diagnosis was listed within the differential list 70% of the time [33].

Kobayashi et al had developed a screening questionnaire based solely on symptoms for the detection of DCM and demonstrated a sensitivity of 93.5% and specificity of 67.3% [34]. There are a number of limitations in this study, including its assessment on patients attending a neurosurgical clinic wherein the pretest probability will be greater than that in primary care, with more advanced and symptomatic patients with DCM, based on current practice. To our knowledge, this screening tool has not yet been...
tested elsewhere and was unfortunately unable to be tested in this study due to the complex nature of several of the questions.

The diagnostic accuracy of symptom checkers in other fields and the successful development of a symptom screening tool by Kobayashi et al [34] suggest that their accuracy in DCM could improve. As proprietary tools, their algorithms could not be interrogated, but one assumes that their performance will be limited by the poorly populated diagnostic and epidemiological evidence base in DCM [1,4].

This is acceptable as supporting early diagnosis in DCM is a major research priority, particularly in primary care where the majority of diagnostic delays occur, and the growing popularity and penetration of symptom checkers in public health-seeking behavior [17-24] suggests they are here to stay. However, the usability of symptom checkers may have some limitations. For instance, patients are required to have a reasonable level of language and computer proficiency in order to accurately input their symptoms, and the algorithms used may be less accurate in non-Western populations, where the prevalence of certain conditions may differ. Nevertheless, as single entities accessed by potential patients with some pretest probability and accessible by professionals as decision support tools, their optimization is more attractive as an intervention than standard alternatives, such as widespread education programs.

Apparent Degenerative Cervical Myelopathy Knowledge Gaps in Symptom Checkers

When considering the performance of symptom checkers with clinical practice, a number of deficiencies or knowledge gaps were identified, which if resolved, could optimize their diagnostic performance.

The symptom checkers generated a large differential for DCM, exemplifying the nonspecific nature of the symptoms and the diagnostic challenge. Of these differentials, alongside multiple sclerosis, peripheral neuropathy was predominant. In the only study so far to consider diagnostic practice in DCM, Behrbalk et al identified that 43% of patients were initially misdiagnosed with carpal tunnel syndrome [12]. The distinction of DCM from neuropathy is clearly a common pitfall.

The focus of symptom checkers is skewed to the upper limb, with neurological dysfunction. Furthermore, pain is a key symptom for the detection of DCM, particularly upper limb pain combined with neck and shoulder pain, which was required to promote DCM to the top of the differential list in WebMD. This is an interesting finding, as pain is neither always present in DCM nor an indication for treatment [35] and in fact often not recorded in many DCM clinical trials [10,36]. It is possible that this is a result of cervical radiculopathy, of which pain is typically a feature, being included by the term “cord stenosis” on the symptoms checkers. However, conversely focusing on diagnostic practice, Mizer et al found that upper limb pain had the best diagnostic odds ratio for DCM, with a value of 29.00, out of a long list of symptoms [37]. Therefore, while pain has not been a focus for treatment research, its significance in early diagnosis requires further evaluation.

DCM also affects the lower limb and autonomic nervous system, yet these symptoms demonstrated poor diagnostic utility in symptom checkers. This is significant, as some recent work suggests that lower limb symptoms and signs may in fact be the earliest clinical presentation of DCM, with gait disturbance being the most frequently presenting symptom in a prospective study of patients with initially nonmyelopathic cervical cord compression [38].

DCM only comes to the forefront of a differential diagnosis when multiple symptoms are reported. Unfortunately, this is likely to reflect more advanced disease, as assessed by the modified Japanese Orthopaedic Association scale and signs of cord compression on magnetic resonance imaging [39-42]; further research is required for early disease detection.

Potential Directions for Optimization of Symptom Checkers in Degenerative Cervical Myelopathy

Clearly generating the necessary epidemiological and early presentation data confounding standard clinical practice is likely to be helpful. However, this is not straightforward, and its current absence more likely reflects the difficult practicalities of conducting such research [4]. However, the lack of specificity of classical DCM symptoms may always be a limitation, and avenues to improve this would also be helpful.

An interesting finding from the aforementioned Kobayashi et al study was the predictive power of symptoms we would consider “atypical,” for example, chest tightness. This was not identified in this study as a “classical” symptom, yet in their series, the odds ratio of chest tightness in myelopathy patients compared with controls was 22.9 [34]. Other atypical symptoms reported as prevalent among patients with DCM include the following: respiratory dysfunction, with a reduction in both forced vital capacity and forced expired volume in 1 second in patients with DCM compared with that in controls (65% vs 88% and 72% vs 96%, respectively) [43]; hypertension (47% vs 30%, respectively) [44]; and headaches (88% of patients with DCM undergoing surgery) [45]. In these studies, all of these symptoms improved with surgical treatment of DCM, and none of these symptoms are typical of many of the identified DCM differentials. The prevalence of atypical symptoms therefore warrants more attention, as their combination with “classical” symptoms might help improve the specificity of screening tools.

Clinical examination is an important component of medical diagnosis. Moreover, it may be that symptoms alone are insufficient for screening of DCM and physical examination findings could help. This is not straightforward as, similar to symptoms, examination findings are inconsistent. Rhee et al found that although myelopathic physical signs were significantly more common in patients with DCM than in controls with neck-related complaints (79% vs 57%, respectively), the signs were not highly sensitive for diagnosing DCM, with 21% of patients with DCM having no myelopathic signs at all [46]. However, similar to symptoms, combinations of examination findings may improve diagnostic accuracy. Tejus et al showed that a combination of the finger flexion, Hoffman’s reflex, and plantar reflex could be effectively used as a marker of cervical spinal cord compression in patients with neck-related complaints, with a sensitivity of 91.7% and a specificity of 87.5%, and their absence had a negative predictive value of 77.8% [47]. While examination findings would be limited to
professional use, they could be a helpful addition to diagnostic algorithms, and their predictive power with symptoms requires further assessment.

Conclusions

Classical DCM symptoms perform poorly in Web-based symptom checkers, in particular lower limb and autonomic symptoms. While combinations of symptoms improve the diagnostic accuracy, this will not be useful for early diagnosis. With over 150 potential differentials listed, detecting DCM early is difficult. The development of accurate diagnostic strategies is needed to support earlier diagnosis and improve patient outcomes. Symptom checkers remain an attractive concept with potential. Further research in this area is required.
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[PDF File (Adobe PDF File), 23KB - jmir_v21i1e10868_app1.pdf]

References


Abbreviations

DCM: degenerative cervical myelopathy
Internet-Delivered Acceptance and Commitment Therapy for Anxiety Treatment: Systematic Review

Joshua Kelson¹, PhD; Audrey Rollin¹, BS, MS; Brad Ridout¹, PhD; Andrew Campbell¹, PhD
Cyberpsychology Research Group, Faculty of Health Sciences, The University of Sydney, Sydney, Australia

Corresponding Author:
Joshua Kelson, PhD
Cyberpsychology Research Group
Faculty of Health Sciences
The University of Sydney
City Road
Sydney, 2006
Australia
Phone: 61 2 9351 7089
Email: joshnkelson@gmail.com

Abstract

Background: Anxiety conditions are debilitating and prevalent throughout the world. Acceptance and Commitment Therapy (ACT) is an effective, acceptance-based behavioral therapy for anxiety. However, there are treatment barriers (eg, financial, geographical, and attitudinal), which prevent people from accessing it. To overcome these barriers, internet-delivered ACT (iACT) interventions have been developed in recent years. These interventions use websites to deliver ACT information and skill training exercises on the Web, either as pure self-help or with therapist guidance.

Objective: This systematic review aimed to examine the therapeutic impact of iACT on all anxiety conditions.

Methods: The EMBASE, MEDLINE, ProQuest Central, PsycINFO, Scopus, and Web of Science databases were searched up to September 2018. The titles and abstracts of remaining records after deduplication were screened by 2 authors with a total of 36 full-text articles being retained for closer inspection next to eligibility criteria. Empirical studies of all designs, population types, and comparator groups were included if they appraised the impact of iACT treatment on any standardized measure of anxiety. Included studies were appraised on methodological quality and had their data extracted into a standardized coding sheet. Findings were then tabulated, and a narrative synthesis was performed because of the heterogeneity found between studies.

Results: A total of 20 studies met inclusion criteria. There were 11 randomized controlled trials (RCTs) and 9 uncontrolled pilot studies. Participants across all studies were adults. The anxiety conditions treated were as follows: generalized anxiety disorder (GAD), social anxiety disorder (SAD), illness anxiety disorder (IAD), and general anxiety symptoms, with or without comorbid physical and mental health problems. A total of 18 studies reported significant anxiety reduction after iACT treatment. This was observed in studies that delivered iACT with (n=13) or without (n=5) therapist guidance. The average attrition rate across all included studies during the active iACT treatment phase was 19.19%. In the 13 studies that assessed treatment satisfaction, participants on average rated their iACT experience with above average to high treatment satisfaction.

Conclusions: These findings indicate that iACT can be an efficacious and acceptable treatment for adults with GAD and general anxiety symptoms. More RCT studies are needed to corroborate these early iACT findings using empirical treatments in active control groups (eg, internet-delivered cognitive behavioral therapy). This would potentially validate the promising results found for SAD and IAD as well as address the full spectrum of anxiety disorders.

(J Med Internet Res 2019;21(1):e12530) doi:10.2196/12530
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Introduction

Background

Anxiety and its related conditions are highly prevalent on a global scale [1]. The Diagnostic and Statistical Manual of Mental Disorders—Fifth Edition (DSM-5) describes multiple anxiety disorders such as specific phobia, generalized anxiety disorder (GAD), social anxiety disorder (SAD), illness anxiety disorder (IAD), panic disorder, agoraphobia, separation anxiety disorder, substance or medication-induced anxiety disorder, and selective mutism [2]. These disorders can start early in life [3], persist long after onset [4], and be highly debilitating from even subclinical symptomatology [5,6]. They are often comorbid with other mental health issues [7], and risk factors for suicide [8].

A potential solution for people with anxiety is Acceptance and Commitment Therapy (ACT)—a psychological treatment that teaches mindfulness skills to help people accept their anxiety and commit to living in accordance with personal values [9]. The primary aim of ACT is not to eliminate anxiety symptoms but rather to improve psychological flexibility which refers to a person’s ability to contact the present moment more fully as a conscious human being, and engage in values-based action [9,10]. This is accomplished in therapy by targeting 6 core processes of change: acceptance, contact with the present moment, cognitive defusion, self-as-context, values, and committed action [9]. ACT delivery is not constrained to one specific method or technology, but can make use of a host of methods and modalities to facilitate these processes [10]. Even though anxiety symptom reduction is not the primary focus of ACT, substantial evidence has accrued showing that it can significantly reduce anxiety symptoms and put anxiety disorders into remission [11-15]. In contrast to other established treatments for anxiety, such as cognitive behavioral therapy (CBT) [16,17] and pharmacotherapy [18], the ACT model provides a unique transdiagnostic approach [19] that emphasizes acceptance, mindfulness, and values-guided behavioral exercises, rather than control, logical analysis, and cognitive disputations exercises [10].

To make psychological treatment accessible to the broader population, researchers have developed Web-based therapy interventions [20]. This therapy involves using websites to provide mental health information and skill training online [21]. These interventions can overcome many of the structural and attitudinal barriers of face-to-face treatment such as therapist worker shortages, geographical distance, wait-lists, social stigma, financial cost, and work commitments [22], which are especially pronounced in rural areas [23]. Evidence indicates that Web-based interventions can be an effective, an acceptable, and a practical health care option for anxiety sufferers when used as pure self-help or as an adjunct to treatment-as-usual.

Methods

Eligibility Criteria

This systematic review was performed using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. A PRISMA checklist is available in Multimedia Appendix 1. To be included in the review, articles needed to report on empirical data obtained from iACT treatment on any standardized measure of anxiety. This criterion was set to ensure the validity and reliability of the anxiety symptom scores obtained at pre- and post-iACT treatment. Furthermore, to ensure that the review was comprehensive, all empirical research designs were included, as well as all population and comparator types. The iACT intervention under investigation needed to be delivered through a website and be based on at least 2 of the 6 core ACT processes: acceptance, contact with the present moment, cognitive defusion, self-as-context, values, and committed action. This criterion was set in accordance with Swain et al’s [14] reasoning that setting a minimum of 2 ACT processes will include interventions that address multiple aspects of the ACT model (rather than just a stand-alone technique), while simultaneously avoiding the reiteration of earlier review research on single processes (eg, pure mindfulness). Furthermore, studies emphasizing stress reduction (rather than anxiety reduction) or cognitive restructuring techniques were excluded in the present review [14]. Only articles written in the English language and published in peer-reviewed journals were included.

Search Strategy

The following electronic databases of scientific research were searched: EMBASE, MEDLINE, ProQuest Central, PsycINFO, and a practical health care option for anxiety sufferers when used as pure self-help or as an adjunct to treatment-as-usual.
Scopus, and Web of Science. Keywords used to search each database were ((Anxiety) AND ((ACT) OR (acceptance and commitment therapy) OR (iACT)) AND (Internet) OR online) OR (web-based) OR (etherapy))). The search was limited to peer-reviewed papers published in English up to the month of September 2018. The reference lists of included papers were manually searched. The Association for Contextual Behavioral Science (ACBS) website [35] was also surveyed for iACT research. The ACBS organization is a worldwide online learning and research community for ACT.

**Article Selection**

Upon removal of duplicate citations, article titles and abstracts were then independently screened and appraised next to the eligibility criteria by 2 researchers (JK and AR). Full text review was again conducted by both reviewers, and divergent views were resolved through discussion and mutual agreement.

**Data Extraction**

Data from included studies were extracted by one reviewer (JK) into a standardized coding sheet and then checked by a second reviewer (AC). Data items extracted for synthesis included the following:

1. Reference source: first author surname and year of publication.
2. Anxiety-related problem/disorder under investigation.
3. Study design: methodology, comparator trial arms, and measurement points.
4. Population: country, participants, sample size, age, and gender breakdown.
5. iACT intervention details: intervention name, manual protocol, number of modules, treatment length, therapist guidance, and educational content.
7. Adherence: attrition rate, treatment satisfaction, and intention-to-treat analysis.

Attrition in this review was defined and measured as the relative number of participants who commenced but did not complete the active iACT treatment phase.

**Quality Assessment**

Öst’s [36] psychotherapy outcome study methodology rating form (POMRF) was used to appraise the quality of the reviewed iACT articles. It is a 22-item questionnaire that addresses key methodological issues pertinent to psychotherapy intervention studies such as research design, participant details, psychotherapy implementation, therapist characteristics, user adherence, statistical analyses, and clinical significance [36]. It can be used to assess study quality across multiple research designs, including RCTs, and has been used in an earlier systematic review by Swain et al [14] on ACT for anxiety. Each item in the POMRF is rated on a 3-point scale ranging from 0 (poor) to 2 (good), with the total POMRF score calculated as the sum of all points. The total score for any given study can range from 0 to 44 points, with higher scores indicating greater overall methodological quality. Öst [36] found the POMRF questionnaire to demonstrate high internal consistency (Cronbach alpha of 0.86) and interrater reliability (kappa coefficient mean of 0.75). In this systematic review, the included iACT studies were independently assessed next to the POMRF items by 2 reviewers (JK and AC) who individually calculated the overall POMRF scores. On completion, these scores were compared between reviewers, and the discrepancies were resolved by discussion and mutual agreement.

**Narrative Synthesis**

A narrative synthesis approach was chosen for this systematic review due to a paucity of iACT papers and the heterogeneity found between studies (eg, populations, designs, comparators, and anxiety outcomes). Results are presented as descriptive data with no further analyses performed.

**Results**

**Study Selection**

The literature search yielded 566 papers. A total of 186 records remained after duplicate removal. Of these records, 20 met the eligibility criteria (see Figure 1).

**Participant Characteristics**

Table 1 shows that the majority of studies and their participants were from Sweden (35%, 7/20) and the United States (35%, 7/20), with the remaining studies from Australia (10%, 2/20), the Netherlands (10%, 2/20), Finland (5%, 1/20), and Denmark (5%, 1/20). All participants were adults with mean ages ranging from 18.37 to 59 years. Sample sizes ranged from 13 to 238 participants, with a median of 76 participants. Participants were mainly female with an average sample proportion of 72.62% (range 43.4%-100%). Both clinical (65%, 13/20) and nonclinical (35%, 7/20) studies were conducted. Anxiety symptom reduction was typically measured as a secondary outcome with 15 out of 20 studies (75%) targeting people with a general health issue and/or comorbid anxiety problem. Several studies (25%, 5/20) targeted a specific anxiety disorder. Diagnoses of GAD and SAD were obtained by clinical interviews delivered in person or by phone, whereas IAD diagnoses were obtained by videoconferencing.

**Research Designs**

Table 2 shows that just over half of the studies were RCTs (55%, 11/20). Control groups consisted of wait-lists (n=8), online discussion forums (n=2), expressive writing (n=2), iCBT program (n=1), and a mental health education website (n=1). The remaining studies in the review were uncontrolled pilot studies (45%, 9/20). There were 12 studies that reported between-group analyses, and 14 that reported within-group analyses, on their respective anxiety measures. Pretest, posttest, and follow-up assessments were used in 14 out of 20 studies (70%). The follow-up assessments ranged from 2 weeks to 1 year, with a median of 3 months.
Figure 1. Flowchart of systematic review search results. ACT: Acceptance and Commitment Therapy.

Internet-Delivered Acceptance and Commitment Therapy Interventions

Educational content was typically presented in multimedia formats (ie, audio, video, text, images, and animations) with interactive exercises, worksheets, quizzes, and homework assignments provided (see Table 3). Several studies (40%, 8/20) based their content directly upon a detailed treatment manual that is publicly available. Every study appraised the iACT treatment of individuals, as no group-based approaches were adopted. Treatment lengths ranged from 2 to 12 weeks, with a mode of 8. The number of treatment modules ranged from 2 to 9, with a mode of 7. Most studies (70%, 14/20) tested iACT with therapist guidance, except for several (30%, 6/20) which delivered iACT as pure self-help.

Attrition and Treatment Satisfaction

Attrition in the active iACT treatment phase varied between the studies, with a mean of 19.19% and a range of 0 to 60.77% (see Table 4). To handle missing data, 18 out of 20 studies reported the use of an intention-to-treat analysis (90%). Several studies (55%, 9/20) used a standardized measure to collect treatment satisfaction ratings from participants after iACT completion. These measures included the Client Satisfaction Questionnaire-8 items (CSQ-8) and System Usability Scale (SUS). Several studies (35%, 7/20) incorporated nonstandardized questions (NSQ) on treatment satisfaction. Participants’ mean rating of their iACT experience ranged from above average to high satisfaction.

Anxiety Measures

Details of the standardized anxiety measures used are summarized in Table 5. The anxiety subscales of the Depression Anxiety Stress Scales-21 items and Hospital Anxiety and Depression Scale were the most frequently used measures (7 and 5 studies, respectively). Most studies (70%, 14/20) used a single anxiety measure, whereas the remaining 6 studies (30%) used multiple measures.

Anxiety Outcomes

Nearly all studies (90%, 18/20) reported small-to-large improvement on anxiety symptoms after treatment (see Table 5). Two studies on GAD found large anxiety reductions immediately after iACT, and at the 3- [40] and 6-month [39]
follow-up points. Two studies on SAD found large reductions in anxiety symptoms after 8 weeks of iACT and at 3-month follow-up [42,43]. Hoffmann et al [45] found large effect sizes on both anxiety measures at posttest and 3-month follow-up for IAD. Anxiety symptoms also reduced for people with fibromyalgia [51], tinnitus [44], chronic pain [37,55], major depression [38], a history of interpersonal trauma [41], and mild to moderate symptoms of depression, anxiety, and stress [46-48,50,53,54,56].

However, the study by Levin et al [49] found no significant subclinical anxiety reduction after 3 weeks of self-help iACT treatment. Similarly, Räsänen et al [54] detected no significant difference between an iACT and a wait-list control group on anxiety symptoms among university students. Furthermore, Molander et al [52] found no significant difference in anxiety between their iACT and wait-list control group at post-treatment.

Quality Assessment

Total POMRF scores for each study are presented in Table 5. Out of a possible total of 44 points, the mean score for the reviewed iACT studies was 19 (SD 5.7), with a range of 10 to 29. The included studies gave either fair (65%, 13/20) or good (35%, 7/20) descriptions on their research participants in terms of inclusion/exclusion criteria, demographics, and comorbidity.

Table 1. Description of participants in reviewed internet-delivered Acceptance and Commitment Therapy (iACT) studies.

<table>
<thead>
<tr>
<th>Source</th>
<th>Country</th>
<th>Problem/diagnosis</th>
<th>Clinical</th>
<th>( N^a )</th>
<th>Age (years), mean (SD)</th>
<th>Females in total sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buhrman [37]</td>
<td>Sweden</td>
<td>Chronic pain</td>
<td>Yes</td>
<td>76</td>
<td>49.1 (10.34)</td>
<td>45 (59)</td>
</tr>
<tr>
<td>Carlbring [38]</td>
<td>Sweden</td>
<td>Major depression</td>
<td>Yes</td>
<td>80</td>
<td>44.4 (13.5)</td>
<td>66 (82)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>Sweden</td>
<td>GAD(^b)</td>
<td>Yes</td>
<td>103</td>
<td>39.48 (10.73)</td>
<td>86 (83.5)</td>
</tr>
<tr>
<td>Dahlin [40]</td>
<td>Sweden</td>
<td>GAD</td>
<td>Yes</td>
<td>14</td>
<td>32 (10)</td>
<td>11 (78)</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>United States</td>
<td>Interpersonal trauma</td>
<td>Yes</td>
<td>25</td>
<td>39.12 (16)</td>
<td>25 (100)</td>
</tr>
<tr>
<td>Gershkovich [42]</td>
<td>United States</td>
<td>SAD(^c)</td>
<td>Yes</td>
<td>13</td>
<td>33.2 (10.04)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Gershkovich [43]</td>
<td>United States</td>
<td>SAD</td>
<td>Yes</td>
<td>42</td>
<td>31.5 (9.95)</td>
<td>27 (64)</td>
</tr>
<tr>
<td>Hesser [44]</td>
<td>Sweden</td>
<td>Tinnitus</td>
<td>Yes</td>
<td>99</td>
<td>48.5 (14.7)</td>
<td>43 (43)</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>Denmark</td>
<td>IAD(^d)</td>
<td>Yes</td>
<td>15</td>
<td>38.8 (NR(^e))</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Kelson [46]</td>
<td>Australia</td>
<td>DAS(^f) symptoms</td>
<td>No</td>
<td>40</td>
<td>21.62 (2.4)</td>
<td>21 (52)</td>
</tr>
<tr>
<td>Levin [47]</td>
<td>United States</td>
<td>DAS symptoms</td>
<td>No</td>
<td>76</td>
<td>18.37 (.54)</td>
<td>41 (54)</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>United States</td>
<td>DAS symptoms</td>
<td>No</td>
<td>82</td>
<td>21.88 (3.50)</td>
<td>62 (75)</td>
</tr>
<tr>
<td>Levin [49]</td>
<td>United States</td>
<td>DAS symptoms</td>
<td>No</td>
<td>234</td>
<td>21.61 (5.48)</td>
<td>180 (77)</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>United States</td>
<td>DAS symptoms</td>
<td>No</td>
<td>79</td>
<td>20.51 (2.73)</td>
<td>52 (66)</td>
</tr>
<tr>
<td>Ljötsson [51]</td>
<td>Sweden</td>
<td>Fibromyalgia</td>
<td>Yes</td>
<td>41</td>
<td>52 (9)</td>
<td>41 (100)</td>
</tr>
<tr>
<td>Molander [52]</td>
<td>Sweden</td>
<td>Hearing problems</td>
<td>Yes</td>
<td>61</td>
<td>59 (11)</td>
<td>41 (67.2)</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>The Netherlands</td>
<td>Depressive symptoms</td>
<td>Yes</td>
<td>236</td>
<td>46.85 (12.06)</td>
<td>179 (75.8)</td>
</tr>
<tr>
<td>Räsänen [54]</td>
<td>Finland</td>
<td>DAS symptoms</td>
<td>No</td>
<td>68</td>
<td>24.29 (3.28)</td>
<td>58 (85.3)</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>The Netherlands</td>
<td>Chronic pain</td>
<td>Yes</td>
<td>238</td>
<td>52.8 (12.37)</td>
<td>181 (76)</td>
</tr>
<tr>
<td>Viskovich [56]</td>
<td>Australia</td>
<td>DAS symptoms</td>
<td>No</td>
<td>130</td>
<td>26.3 (7.96)</td>
<td>98 (75)</td>
</tr>
</tbody>
</table>

\(^a\)Refers to total number of participants.  
\(^b\)GAD: generalized anxiety disorder.  
\(^c\)SAD: social anxiety disorder.  
\(^d\)IAD: Illness anxiety disorder.  
\(^e\)NR: not reported.  
\(^f\)DAS: depression, anxiety, and stress.
Table 2. Description of research designs in reviewed internet-delivered Acceptance and Commitment Therapy (iACT) studies.

<table>
<thead>
<tr>
<th>Source</th>
<th>RCT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Trial arms (n)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Design</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buhrman [37]</td>
<td>Yes</td>
<td>iACT (38); forum (38)</td>
<td>BG&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Pre&lt;sup&gt;d&lt;/sup&gt;, Post&lt;sup&gt;e&lt;/sup&gt;, 6-month FU&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Carlbring [38]</td>
<td>Yes</td>
<td>iACT (40); WLC&lt;sup&gt;g&lt;/sup&gt; (40)</td>
<td>BG</td>
<td>Pre, Post, 3-month FU</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>Yes</td>
<td>iACT (52); WLC (51)</td>
<td>WG&lt;sup&gt;h&lt;/sup&gt;; BG</td>
<td>Pre, Post, 6-month FU</td>
</tr>
<tr>
<td>Dahlin [40]</td>
<td>No</td>
<td>iACT (14)</td>
<td>WG</td>
<td>Pre, Post, 2 to 3-month FU</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>No</td>
<td>iACT (25)</td>
<td>WG</td>
<td>Pre, Post</td>
</tr>
<tr>
<td>Gershkovich [42]</td>
<td>No</td>
<td>iACT (13)</td>
<td>WG</td>
<td>Pre, Mid&lt;sup&gt;i&lt;/sup&gt;, Post, 3-month FU</td>
</tr>
<tr>
<td>Gershkovich [43]</td>
<td>No</td>
<td>iACT (22); iACT + TS&lt;sup&gt;j&lt;/sup&gt; (20)</td>
<td>WG, BG</td>
<td>Pre, Mid, Post</td>
</tr>
<tr>
<td>Hesser [44]</td>
<td>Yes</td>
<td>iACT (35); iCBT&lt;sup&gt;k&lt;/sup&gt; (32); forum (32)</td>
<td>BG</td>
<td>Pre, Post, 1-year FU</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>No</td>
<td>iACT (15)</td>
<td>WG</td>
<td>Pre, Post, 3-month FU</td>
</tr>
<tr>
<td>Kelson [46]</td>
<td>No</td>
<td>iACT (40)</td>
<td>WG</td>
<td>Pre, Post, 2-week FU</td>
</tr>
<tr>
<td>Levin [47]</td>
<td>Yes</td>
<td>iACT (37); WLC (39)</td>
<td>WG; BG</td>
<td>Pre, Post, 3-month FU</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>No</td>
<td>iACT (82)</td>
<td>WG</td>
<td>Pre, Post</td>
</tr>
<tr>
<td>Levin [49]</td>
<td>Yes</td>
<td>iACT (114); website (120)</td>
<td>WG; BG</td>
<td>Pre, Post, 3-month FU</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>Yes</td>
<td>iACT (40); WLC (39)</td>
<td>WG; BG</td>
<td>Pre, Post</td>
</tr>
<tr>
<td>Ljötsson [51]</td>
<td>No</td>
<td>iACT (41)</td>
<td>WG</td>
<td>Pre, Post, 6-month FU</td>
</tr>
<tr>
<td>Molander [52]</td>
<td>Yes</td>
<td>iACT (31); WLC (30)</td>
<td>BG</td>
<td>Pre, Post</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>Yes</td>
<td>iACT (82); EW&lt;sup&gt;l&lt;/sup&gt; (67); WLC (87)</td>
<td>BG</td>
<td>Pre, Post, 3 and 6-month FU</td>
</tr>
<tr>
<td>Räsänen [54]</td>
<td>Yes</td>
<td>iACT (33); WLC (35)</td>
<td>WG; BG</td>
<td>Pre, Post, 1-year FU</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>Yes</td>
<td>iACT (82); EW (79); WLC (77)</td>
<td>BG</td>
<td>Pre, Post, 3-month FU</td>
</tr>
<tr>
<td>Viskovich [56]</td>
<td>No</td>
<td>iACT (130)</td>
<td>WG</td>
<td>Pre, Post</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.
<sup>b</sup>Refers to number of participants.
<sup>c</sup>BG: between-groups.
<sup>d</sup>Pre: pretest.
<sup>e</sup>Post: posttest.
<sup>f</sup>FU: follow-up.
<sup>g</sup>WLC: wait-list control.
<sup>h</sup>WG: within-groups.
<sup>i</sup>Mid: midtest.
<sup>j</sup>TS: therapist support.
<sup>k</sup>iCBT: internet-delivered cognitive behavioral therapy.
<sup>l</sup>EW: expressive writing.

All studies’ participants were either somewhat or very representative of people seeking treatment for their respective anxiety-related issue. Diagnostic reliability was obtained in all 13 clinical studies with a structured interview from a trained assessor. Several studies (40%, 8/20) recruited participants with anxiety conditions inclusive of both acute chronicity (ie, less than one year duration) and low severity. Of the remaining studies, 5 consisted of chronic anxiety sufferers with at least moderate severity [37,41,45,51,55], and the other 7 included people with subthreshold symptoms [46-48,50,54,56].

Most studies (70%, 14/20) were rated poorly on research design because of being uncontrolled or only making use of a wait-list control group (see Table 2). The control for concomitant treatments outside of iACT was also generally poor (65%, 13/20). Several studies (45%, 9/20) reported a power analysis. Just over half of the studies (60%, 12/20) randomly assigned participants to treatment conditions, with 6 of these also randomly assigning therapists [38,39,44,53-55]. Assessment points were typically conducted at pretest, posttest, and follow-up of less than a year (60%, 12/20). Two studies had follow-up of a year or more [44,54]. All iACT studies employed adequate statistical analyses and presented results fully with means and SDs.

All studies incorporated moderate or very specific anxiety outcome measures with good psychometric properties for their targeted conditions. Details on the clinical significance of
therapy outcomes were provided in several studies (45%, 9/20), 5 of which used Jacobson and Truax’s [57] criteria for clinically significant change [39,41,43,44,53]. There was no blinding of assessors across any included iACT studies. Outcome measures were collected via the internet in the form of self-report questionnaires.

About 8 of the iACT interventions under investigation were based on manual treatment programs (see Table 3). All therapist-guided iACT studies (70%, 14/20) deployed at least 2 therapists. Graduate psychology students were often used to guide participants through the iACT interventions (55%, 11/20). Therapist competence was checked either somewhat or frequently in all guided iACT studies. The equality of therapy hours between conditions was good in the 3 studies that had an active treatment control [44,53,55]. Treatment adherence checks were made in all studies and proportions of attrition rates were provided. Intent-to-treat analyses were performed in all but 2 studies (see Table 4).

Table 3. Details of the internet-delivered Acceptance and Commitment Therapy (iACT) interventions studied.

<table>
<thead>
<tr>
<th>Source</th>
<th>Name</th>
<th>Manual</th>
<th>Modules</th>
<th>Length (weeks)</th>
<th>Guided</th>
<th>System features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buhrman [37]</td>
<td>Not specified</td>
<td>No</td>
<td>7</td>
<td>7</td>
<td>Yes</td>
<td>Audio, text, interactive exercises</td>
</tr>
<tr>
<td>Carlbring [38]</td>
<td>The Depression Help</td>
<td>No</td>
<td>7</td>
<td>8</td>
<td>Yes</td>
<td>Multimedia, animations, interactive exercises, homework, CD</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>The Worry Help</td>
<td>No</td>
<td>7</td>
<td>9</td>
<td>Yes</td>
<td>Multimedia, animations, interactive exercises, homework, CD</td>
</tr>
<tr>
<td>Dahlin [40]</td>
<td>The Worry Help</td>
<td>No</td>
<td>7</td>
<td>8-10</td>
<td>Yes</td>
<td>Multimedia, animations, interactive exercises, homework, CD</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>Not specified</td>
<td>Yes</td>
<td>6</td>
<td>6</td>
<td>No</td>
<td>Multimedia, interactive exercises, worksheets</td>
</tr>
<tr>
<td>Gershkovich [42]</td>
<td>Not specified</td>
<td>Yes</td>
<td>8</td>
<td>8</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, homework, quizzes</td>
</tr>
<tr>
<td>Gershkovich [43]</td>
<td>Not specified</td>
<td>Yes</td>
<td>8</td>
<td>8</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, homework, quizzes</td>
</tr>
<tr>
<td>Hesser [44]</td>
<td>Not specified</td>
<td>Yes</td>
<td>8</td>
<td>8</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, homework</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>Not specified</td>
<td>Yes</td>
<td>7</td>
<td>12</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, homework</td>
</tr>
<tr>
<td>Kelson [46]</td>
<td>FearLess</td>
<td>No</td>
<td>9</td>
<td>2</td>
<td>No</td>
<td>Text, images, interactive exercises, quizzes</td>
</tr>
<tr>
<td>Levin [47]</td>
<td>ACT on College Life</td>
<td>No</td>
<td>2</td>
<td>3</td>
<td>No</td>
<td>Multimedia, animations, interactive exercises, worksheets, quizzes</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>ACT on College Life</td>
<td>No</td>
<td>3</td>
<td>4</td>
<td>Yes</td>
<td>Multimedia, animations, interactive exercises, worksheets, quizzes</td>
</tr>
<tr>
<td>Levin [49]</td>
<td>ACT on College Life</td>
<td>No</td>
<td>2</td>
<td>3</td>
<td>No</td>
<td>Multimedia, animations, interactive exercises, worksheets, quizzes</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>Not specified</td>
<td>No</td>
<td>6</td>
<td>4</td>
<td>No</td>
<td>Multimedia, interactive exercises, homework, worksheets,</td>
</tr>
<tr>
<td>Ljötsson [51]</td>
<td>Not specified</td>
<td>Yes</td>
<td>5</td>
<td>10</td>
<td>Yes</td>
<td>Text, interactive exercises, worksheets,</td>
</tr>
<tr>
<td>Molander [52]</td>
<td>Not specified</td>
<td>No</td>
<td>8</td>
<td>8</td>
<td>Yes</td>
<td>Text, images, audio, interactive exercises, homework</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>Not specified</td>
<td>Yes</td>
<td>9</td>
<td>12</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, diary</td>
</tr>
<tr>
<td>Räsänen [54]</td>
<td>The Student Compass</td>
<td>No</td>
<td>9</td>
<td>7</td>
<td>Yes</td>
<td>Multimedia, interactive exercises, journal</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>Living with Pain</td>
<td>Yes</td>
<td>9</td>
<td>12</td>
<td>Yes</td>
<td>Text, interactive exercises, diary</td>
</tr>
<tr>
<td>Viskovich [56]</td>
<td>You Only Live Once</td>
<td>No</td>
<td>4</td>
<td>4</td>
<td>No</td>
<td>Multimedia, interactive exercises, animations</td>
</tr>
</tbody>
</table>

Multimedia: combined use of audio, video, text, and images.
Table 4. Details of attrition rates and treatment satisfaction.

<table>
<thead>
<tr>
<th>Source</th>
<th>Attrition (%)</th>
<th>ITT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Satisfaction measures</th>
<th>Satisfaction outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buhrman [37]</td>
<td>17.14</td>
<td>Yes</td>
<td>NSQ&lt;sup&gt;c&lt;/sup&gt;</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Carlbring [38]</td>
<td>0</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>19.2</td>
<td>Yes</td>
<td>CSQ-8&lt;sup&gt;d&lt;/sup&gt;</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>16</td>
<td>Yes</td>
<td>CSQ-8</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>16</td>
<td>Yes</td>
<td>SUS&lt;sup&gt;e&lt;/sup&gt;</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Gershkovitch [42]</td>
<td>0</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Gershkovitch [43]</td>
<td>31</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Hesser [44]</td>
<td>8.57</td>
<td>Yes</td>
<td>NSQ</td>
<td>—</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>20</td>
<td>No</td>
<td>SUS</td>
<td>Above average satisfaction</td>
</tr>
<tr>
<td>Levin [47]</td>
<td>8</td>
<td>Yes</td>
<td>SUS</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>56</td>
<td>Yes</td>
<td>SUS</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>56</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Levin [49]</td>
<td>30</td>
<td>Yes</td>
<td>SUS</td>
<td>Above average satisfaction</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>20</td>
<td>Yes</td>
<td>SUS</td>
<td>Above average</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>20</td>
<td>Yes</td>
<td>NSQ</td>
<td>Adequate satisfaction</td>
</tr>
<tr>
<td>Ljohsson [51]</td>
<td>2</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Molander [52]</td>
<td>16.13</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>15</td>
<td>Yes</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Rassinen [54]</td>
<td>12</td>
<td>Yes</td>
<td>NSQ</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>28.05</td>
<td>Yes</td>
<td>CSQ-8</td>
<td>High satisfaction</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>28.05</td>
<td>Yes</td>
<td>NSQ</td>
<td>More than adequate satisfaction</td>
</tr>
<tr>
<td>Viskovich [56]</td>
<td>60.77</td>
<td>Yes</td>
<td>SUS</td>
<td>Above average satisfaction</td>
</tr>
</tbody>
</table>

<sup>a</sup>ITT: intention-to-treat analysis.

<sup>b</sup>not applicable.

<sup>c</sup>NSQ: nonstandardized questions.

<sup>d</sup>CSQ-8: Client Satisfaction Questionnaire-8 items.

<sup>e</sup>SUS: System Usability Scale.
Table 5. Details on study quality, anxiety measures, outcomes, and effect sizes (Cohen d) for internet-delivered Acceptance and Commitment Therapy (iACT).

<table>
<thead>
<tr>
<th>Source</th>
<th>POMRF&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Measures</th>
<th>WG&lt;sup&gt;b&lt;/sup&gt; effect size</th>
<th>BG&lt;sup&gt;c&lt;/sup&gt; effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bihurman [37]</td>
<td>23</td>
<td>HADS-A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.18 (iACT vs WLC&lt;sup&gt;f&lt;/sup&gt;)</td>
</tr>
<tr>
<td>Carlbring [38]</td>
<td>22</td>
<td>BAI&lt;sup&gt;g&lt;/sup&gt;</td>
<td>—</td>
<td>0.45 (iACT vs WLC)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>23</td>
<td>PSWQ&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.35 (pre&lt;sup&gt;i&lt;/sup&gt; to post&lt;sup&gt;j&lt;/sup&gt;)</td>
<td>0.87 (iACT vs WLC)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>23</td>
<td>GAD-7&lt;sup&gt;k&lt;/sup&gt;</td>
<td>1.89 (pre to post)</td>
<td>0.98 (iACT vs WLC)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>23</td>
<td>GAD-Q-IV&lt;sup&gt;l&lt;/sup&gt;</td>
<td>1.5 (pre to post)</td>
<td>0.70 (iACT vs WLC)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>23</td>
<td>BAI</td>
<td>0.92 (pre to post)</td>
<td>0.55 (iACT vs WLC)</td>
</tr>
<tr>
<td>Dahlin [39]</td>
<td>20</td>
<td>PSWQ</td>
<td>2.14 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Fiorillo [41]</td>
<td>20</td>
<td>DASS-A&lt;sup&gt;m&lt;/sup&gt;</td>
<td>0.89 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Gershkovich [42]</td>
<td>18</td>
<td>SPAI-SP&lt;sup&gt;n&lt;/sup&gt;</td>
<td>1.47 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Gershkovich [42]</td>
<td>18</td>
<td>LSAS&lt;sup&gt;o&lt;/sup&gt;</td>
<td>0.92 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Gershkovich [43]</td>
<td>22</td>
<td>SPAI-SP</td>
<td>1.07 (pre to post)</td>
<td>NS&lt;sup&gt;p&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gershkovich [43]</td>
<td>22</td>
<td>LSAS</td>
<td>0.77 (pre to post)</td>
<td>NS</td>
</tr>
<tr>
<td>Gershkovich [44]</td>
<td>22</td>
<td>SIAS&lt;sup&gt;q&lt;/sup&gt;</td>
<td>1.01 (pre to post)</td>
<td>NS</td>
</tr>
<tr>
<td>Hesser [44]</td>
<td>29</td>
<td>HADS-A</td>
<td>—</td>
<td>0.59 (iACT vs Forum)</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>22</td>
<td>WI-7&lt;sup&gt;r&lt;/sup&gt;</td>
<td>1.63 (pre to post)&lt;sup&gt;s&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Hoffmann [45]</td>
<td>22</td>
<td>SCL-92 Anx&lt;sup&gt;t&lt;/sup&gt;</td>
<td>0.73 (pre to post)&lt;sup&gt;s&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Kelson [46]</td>
<td>11</td>
<td>DASS-A</td>
<td>0.42 (pre to FU&lt;sup&gt;u&lt;/sup&gt;)</td>
<td>—</td>
</tr>
<tr>
<td>Kelson [46]</td>
<td>11</td>
<td>GAD-7</td>
<td>0.66 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Levin [47]</td>
<td>13</td>
<td>DASS-A</td>
<td>0.95 (pre to FU)</td>
<td>0.81 (iACT vs WLC)</td>
</tr>
<tr>
<td>Levin [48]</td>
<td>14</td>
<td>DASS-A</td>
<td>0.55 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Levin [49]</td>
<td>11</td>
<td>DASS-A</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>13</td>
<td>CCAPS-Anx&lt;sup&gt;v&lt;/sup&gt;</td>
<td>0.39 (pre to post)</td>
<td>NS</td>
</tr>
<tr>
<td>Levin [50]</td>
<td>13</td>
<td>CCAPS-Social</td>
<td>0.69 (pre to post)</td>
<td>0.78 (iACT vs WLC)</td>
</tr>
<tr>
<td>Ljötsson [51]</td>
<td>18</td>
<td>HADS-A</td>
<td>0.75 (pre to post)</td>
<td>—</td>
</tr>
<tr>
<td>Molander [52]</td>
<td>17</td>
<td>GAD-7</td>
<td>—</td>
<td>NS</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>27</td>
<td>HADS-A</td>
<td>—</td>
<td>0.49 (iACT vs WLC)</td>
</tr>
<tr>
<td>Pots [53]</td>
<td>27</td>
<td>HADS-A</td>
<td>—</td>
<td>0.41 (iACT vs EW&lt;sup&gt;w&lt;/sup&gt;)</td>
</tr>
<tr>
<td>Räsänen [54]</td>
<td>19</td>
<td>DASS-A</td>
<td>0.42 (pre to post)</td>
<td>NS (iACT vs WLC)</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>28</td>
<td>HADS-A</td>
<td>—</td>
<td>0.39 (iACT vs WLC)</td>
</tr>
<tr>
<td>Trompetter [55]</td>
<td>28</td>
<td>HADS-A</td>
<td>—</td>
<td>NS (iACT vs EW)</td>
</tr>
<tr>
<td>Viskovich [56]</td>
<td>10</td>
<td>DASS-A</td>
<td>0.32 (pre to post)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>POMRF: psychotherapy outcome study methodology rating form.
<sup>b</sup>WG: within-group.
<sup>c</sup>BG: between-group.
<sup>d</sup>HADS-A: Hospital Anxiety and Depression Scale-Anxiety subscale.
<sup>e</sup>N/A: not applicable.
<sup>f</sup>WLC: wait-list control.
<sup>g</sup>BAI: Beck Anxiety Inventory.
<sup>h</sup>PSWQ: Penn State Worry Questionnaire.
<sup>i</sup>pre: pretest.
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**Discussion**

**Overview**

In total, 18 of the 20 studies found in this systematic review reported small-to-large anxiety reductions among participants after iACT on standardized measures. Studies typically aimed to treat a primary issue other than an anxiety disorder. Just over half were RCTs, with a fewer number of randomized or uncontrolled pilot studies of new iACT interventions. The interventions were typically rich in multimedia information content and interactive exercises that were provided to participants with therapist guidance over a period of several weeks. Attrition rates were commensurate to other website interventions based on other therapy models [32], and treatment satisfaction was rated above average to high among participants who completed their respective iACT program. There is still considerable need to test iACT on all anxiety conditions with studies of greater methodological quality to corroborate extant findings.

**Participant Characteristics**

The delivery of iACT for anxiety is a new field as all studies identified in this review were published from 2012 onward. Many studies were pioneering new iACT programs for people in their respective countries, with Sweden and the United States featured prominently. There were few to no identified studies from other major Western countries such as the United Kingdom, Australia, New Zealand, and Canada. Participants in the included iACT studies were primarily young to middle-aged adults with a high representation of females, indicating that there is substantial need to improve the generalizability of results by creating or applying existing iACT interventions to the wider population across other demographics (eg, children, adolescents, the elderly, and male participants).

**Research Designs**

Nine of the iACT studies were uncontrolled pilot studies. Preliminary intervention testing with open and uncontrolled research designs has merit for cost-effectively recruiting participants and demonstrating feasibility of the program on key issues of usability, safety, and limited efficacy [34]. Future creators of iACT programs can also glean insight from these studies on how to design, develop, and test their new interventions for phase I clinical trials. However, uncontrolled pilot studies do not allow for solid conclusions on the efficacy of treating anxiety with iACT because of the lack of control for confounding factors, such as concomitant treatments. For instance, the effect sizes of the uncontrolled studies may be inflated as they are susceptible to threats of internal validity such as maturation, history, and regression to the mean [17]. Therefore, the magnitude of the reported effect sizes in this review cannot be compared across uncontrolled and controlled studies. The remaining studies had stronger research designs that used wait-list control and active treatment groups for comparators. Overall, more RCTs are required to corroborate the promising findings of the uncontrolled pilot studies.

**Internet-Delivered Acceptance and Commitment Therapy Interventions**

Presently, there is no single or leading iACT intervention for anxiety. Multiple programs have been developed and tested with key differences. For instance, some iACT programs were tailored with information and exercises to people from specific groups such as university students [47], or chronic pain sufferers [55]. Few iACT interventions had more than one study investigating their therapeutic impact. Due to the heterogeneity between programs, it is not clear what modules were well received by participants and facilitated therapeutic change. Future correlative and component analytical studies on which modules/exercises are better suited for certain populations could help identify optimal features and predictors of success between interventions [13].

Despite the differences between iACT interventions, there were still commonalities. This included the multimedia representation of content, proposed mechanisms of change underlying exercises (eg, acceptance and mindfulness), number of intervention modules, and overall treatment length of several weeks. Another key shared factor was therapist guidance, with most studies having used therapists to varying extents. Research has reported that therapist-guided interventions, in general, produce larger effects than unguided interventions [20]. However, Gershkovich et al [43] found equal anxiety reductions delivering iACT with or without therapist support. Furthermore, RCT studies by Levin et al [47,50] found significant reductions in subclinical anxiety symptoms with unguided iACT. These outcomes should be examined in further research. If the findings hold across studies.
with greater methodological rigor, then unguided iACT could potentially help address therapist worker shortages [22,23].

**Attrition and Treatment Satisfaction**

Attrition rates in the active treatment phase of iACT varied considerably between studies. Three studies in particular had a high percentage of participants not completing the entire program [38,48,56]. Carlbring et al. [38] used no treatment satisfaction measures for their iACT program, so it was not possible to gauge the extent to which this impacted upon adherence. In contrast, Levin et al. [48] had high system usability and treatment satisfaction ratings from program completers despite a high attrition rate. Similar positive ratings were also received across all other studies that included treatment satisfaction, measures regardless of attrition rate. This suggests that iACT may not be suitable for everyone but can be particularly well received by some as an online treatment modality. The mean attrition rate across all included studies (19.19%) was lower than the median dropout rate of 24% identified across other Web-based interventions, and lower than the weighted average of 35% [32]. Future research would need to make equivalency comparisons on attrition rates between iACT programs and mainstream iCBT programs to help determine if iACT has superior user retention.

**Anxiety Outcomes**

**Generalized Anxiety Disorder**

Two studies indicated that iACT can be efficacious and acceptable for adults with GAD [39,40]. The first study by Dahlin et al. [40] found a large reduction on GAD symptomatology across 14 participants. However, this uncontrolled pilot study had a small sample, which limits conclusions on the true efficacy of The Worry Help program because of possible treatment confounds. However, large reductions across multiple measures of GAD were also found in a subsequent RCT study by Dahlin et al. [39]. There was no clinically significant deterioration throughout this study, with GAD symptoms improving beyond the acute treatment phase [40]. A key limitation of this study, however, was the use of only a wait-list control rather than an active treatment group. Nevertheless, both of these studies still provide early support for treating adults with GAD using therapist-guided iACT over a period ranging from 8 to 10 weeks. This pattern of results mirrors the large GAD anxiety reductions of face-to-face ACT treatment [12], which implicates the potential of guided iACT to provide adjunctive clinical care.

**Social Anxiety Disorder**

Two studies indicate that iACT can be efficacious and acceptable for adults with SAD [42,43]. The first study by Gershkovich et al. [42] found large effects on multiple measures of SAD symptoms across 13 participants. However, this uncontrolled pilot study had a small sample, which limits conclusions on the true efficacy of this iACT program because of possible treatment confounds. The other study by Gershkovich et al. [43] investigated the same iACT program with participants randomized to 1 of 2 conditions: treatment with or without therapist support. Once more there were large reductions in SAD anxiety symptoms found in both groups at posttest with 14 out of 26 (53.8%) participants no longer meeting SAD criteria. Key limitations of this study were the lack of a non-iACT control group, and no participant follow-up assessments. These foundational studies provide tentative support for treating adults with SAD using iACT over an 8-week period. This pattern of results mirrors the large SAD anxiety reductions found with face-to-face ACT treatment [12], which further implicates the potential of iACT to provide adjunctive clinical care.

**Illness Anxiety Disorder**

It appears that iACT holds promise as an efficacious treatment for IAD, a condition of severe health anxiety that was previously known as hypochondriasis before the DSM-5 [45]. Significantly large reductions on both measures of anxiety were found at post-treatment that were also sustained at 3-month follow-up. This implies that therapist-guided iACT over 12 weeks is a feasible treatment approach for severe health anxiety among adults. However, this study was an uncontrolled pilot study with a small sample size of 15 self-referred patients. Therefore, these preliminary results must be validated in further larger-scale RCT research to control for treatment confounds.

**General Anxiety Symptoms**

Small-to-large improvements in general anxiety symptoms were reported across most studies that evaluated iACT on various physical and mental health issues. These outcomes were found across several different Western countries, which indicate the capacity for iACT to transcend national and cultural borders. Furthermore, the highest quality RCT evidence in this review revealed that iACT was just as efficacious as iCBT [44], and expressive writing [53,55]. These studies had the highest POMRF scores in the review with a range of 27 to 29. These scores are all well above the average POMRF score of 18.1 reported earlier for face-to-face ACT treatment RCTs [36]. Additionally, iACT outcomes were maintained at follow-up for all studies that found significant reductions. The primary implication is that iACT can provide a transdiagnostic, efficacious, and acceptable treatment option for people with general anxiety symptoms.

However, the results of studies that investigated the benefit of iACT for general anxiety symptoms, specifically among young adult university students, were mixed. Several studies indicated that iACT can be efficacious for reducing anxiety symptoms in this population with moderate-to-large effects [46-48,50]. Results in 2 of these studies [47,48] were procured from online treatment using fewer ACT-based modules (2 to 3) than the other iACT studies (5 to 9). This suggests that it could be possible to streamline iACT content to produce equivalent results to programs with more content. Furthermore, 2 of these studies [46,47] had no therapist guidance, and the pilot study by Kelson et al. [46] found significant subclinical anxiety reduction after 2 weeks. These findings hold promise for delivering unguided iACT interventions in the form of self-help, or stepped care, to the “worried well” to procure rapid anxiety relief [6].

However, while the RCT by Räsänen et al. [54] found a moderate within-group effect of guided iACT treatment on anxiety
reduction in young adults, there was no significant difference between the iACT condition and the wait-list control group at posttest. Furthermore, an RCT by Levin et al [49] did not find a significant anxiety reduction after delivering 2 modules of unguided iACT treatment over a 3-week period. This outcome contradicts the significant results of the earlier RCT study by Levin et al [47] that delivered the same iACT intervention without therapist guidance over 3 weeks. Together, these results imply that iACT may not be efficacious for all young adults, or that possible confounds occurred, such as wait-list participants using concomitant treatments, or natural fluctuations in subclinical symptomatology.

It is important to note that all of the unguided iACT studies that included participants with subclinical anxiety had low POMRF ratings. Therefore, methodological issues limit conclusive interpretations of these early stage outcomes. For instance, the first study by Levin et al [47] was a small feasibility trial that used a less conservative alpha level to determine significance (P < 0.10). The studies by Kelson et al [46] and Levin et al [48] made use of single-group, uncontrolled open-trial designs. The third study by Levin et al [49] had low power and did not use a dosage equivalent treatment condition to help control for nonspecific confounds. Pilot study recruitment issues of university students may also have affected results. For instance, most participants in the most recent study by Levin et al [50] reportedly sought the incentive of psychology course credits more so than mental health treatment which could have impacted upon observed program engagement, satisfaction, and self-report outcomes. Therefore, subsequent studies would need to appraise the impact of iACT in university settings among a pure treatment seeking a sample that does not receive any inducements such as money or course credits. Despite these limitations, there is still a need for more iACT research on people suffering from subclinical general anxiety symptoms, as they can be quite debilitating [5]. Therefore, more methodologically rigorous RCT studies are needed to clarify the utility of unguided iACT for subclinical anxiety.

Future Research

Presently, there is substantial need to test iACT interventions on all anxiety-related problems. There were no iACT studies on separation anxiety disorder, selective mutism, specific phobia, panic disorder, agoraphobia, substance/medication-induced anxiety disorder, or anxiety disorders due to medical conditions [2]. Questions also remain regarding the capacity of iACT interventions to enact therapeutic change in vein of established treatments, such as iCBT, on multiple factors (eg, cost-effectiveness, credibility, brevity, outcome longevity, and integration with clinical services). Therefore, further investigation into the impact of individual ACT-based modules, with or without therapist guidance, using RCT designs that incorporate an active positive control is warranted. This could help pinpoint optimal treatment time lengths, clarify the quality of content, and elucidate the utility of unguided treatment protocols. Future research should also consider quality appraisal guidelines such as Öst’s [36] POMRF criteria when designing iACT studies. This would help address gaps in the current literature, such as concomitant treatment confounds, lack of clinical significance reporting, and anxiety outcome sustainability beyond a year. As most of the iACT programs were researched by the people who developed them, independent investigation would clarify the validity of extant findings.

Review Limitations

This systematic review has several limitations. Owing to the inclusion of only peer-reviewed English-language journal articles, there may potentially be more anxiety iACT studies in the public domain available in other languages or formats (eg, conference proceedings). Even among the English language–based literature reviewed, there were studies found which met inclusion criteria, yet were not self-described as iACT. For example, several studies used terms such as “acceptance-based” or “acceptance and values-based behavior therapy” in their article titles [38-40,51]. It is possible that a study may have been overlooked because of obscure nomenclature. Also, this systematic review only focused on Web-based interventions and did not include in its scope other online modalities, such as mobile phone apps, social media, and virtual reality systems. Furthermore, there were no subgroup analyses performed on the impact of iACT on anxiety. Thus, insight was lacking into the applicability of iACT to people with specific demographic characteristics (eg, gender, age, or education level).

With regard to quality appraisal limitations, all types of studies were included in this review to reduce publication bias. Although non-RCT studies can provide insight into iACT on anxiety, there is a greater risk of bias that needs to be accounted for when interpreting the validity of the reported effects. This risk of bias was addressed with Öst’s [36] POMRF questionnaire in this review, yet there is still room for subjectively interpreting POMRF criteria. For example, a study may have actually met certain criteria in its execution, yet scored lower on an item in our quality appraisal because of the authors omitting that information in the publication text. Although the subjective interpretation of risk of bias is an issue with any quality appraisal method, it is still a limitation to consider that may impact on the capacity to replicate the findings of this systematic review.

Conclusions

Nearly all studies reported the beneficial impact of iACT on anxiety. Small to large reductions in anxiety symptoms among populations suffering from GAD, SAD, IAD, and anxiety-related health problems were found in all but 2 studies. More research is required to establish outcomes on iACT for other anxiety relevant conditions such as panic disorder, agoraphobia, separation anxiety, selective mutism, and specific phobias [2]. An important aspect of this is making direct comparisons of iACT treatments with established active interventions (eg, iCBT) on key standardized measures of anxiety, adherence, usability, and treatment satisfaction. Further research on iACT for anxiety on untested demographics (eg, children, adolescents, and the elderly), as well as in countries and cultural settings outside of Sweden and the United States, is also warranted. Overall, the current findings indicate that iACT can be an effective and acceptable treatment for some anxiety conditions among young to middle aged adults in Western societies.
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Abstract

Background: Long-term recovery takes longer than expected despite improved surgical techniques and Enhanced Recovery After Surgery programs. An electronic health (eHealth) care program ("ikherstel") was developed to partially substitute perioperative care for patients undergoing colorectal surgical procedures. Successfully tested eHealth programs are not always implemented in usual care, and it is, therefore, important to evaluate the process to optimize future implementation.

Objective: The aim of this study was to evaluate whether the eHealth intervention was executed as planned.

Methods: A mixed-methods process evaluation was carried out alongside a multicenter randomized controlled trial (RCT). This evaluation was performed using the Linnan and Steckler framework for the quantitative part of this study, measuring the components reach, dose delivered, dose received, fidelity, and participants’ attitudes. Total implementation scores were calculated using the averaging approach, in which the sum of all data points is divided by the number of data points and the total adherence to the protocol is measured. For the qualitative part, the Unified Theory of Acceptance and Use of Technology framework was used. The quantitative data were based on participants’ questionnaires, a logistic database, a weblog, and participants’ medical files and were obtained by performing semistructured interviews with participants of the RCT.

Results: A total of 151 participants of 340 eligible patients were included in the RCT, of which 73 participants were allocated to the intervention group. On the basis of the quantitative process data, total implementation scores for the website, mobile app, electronic consult, and activity tracker were 64%, 63%, 44%, and 67%, respectively. Participants in the qualitative part experienced the program as supportive and provided guidance on their recovery process after colorectal surgery. Most frequently mentioned barriers were the limited interaction with and feedback from health care professionals and the lack of tailoring of the convalescence plan in case of a different course of recovery.

Conclusions: The intervention needs more interaction with and feedback from health care professionals and needs more tailored guidance in case of different recovery or treatment courses. To ensure a successful implementation of the program in daily practice, some adjustments are required to optimize the program in a blended care form.

Trial Registration: Netherlands Trial Registry NTR5686: http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=5686 (Archived by WebCite at http://www.webcitation.org/75LrJaHrr)
Introduction

Background

In-hospital stay after colorectal surgical procedures has shortened enormously attributable to improved surgical techniques and Enhanced Recovery After Surgery programs, but further recovery at home still takes longer than expected by health care professionals [1-4]. Electronic health (eHealth) can be a suitable tool to optimize perioperative care including at-home recovery by providing tailored information, increasing patients’ self-management, and by delivering interactive communication features. Patients can become their own empowered and motivated health managers [5-8].

To partially substitute guiding and monitoring of long-term recovery including resumption of normal activities and work of colorectal patients, an eHealth intervention called “ikherstel” or “I recover” was developed using the intervention mapping protocol. This innovative eHealth program consists of, among others, a website, a mobile app, an activity tracker, and the possibility of an electronic consult (eConsult). The program will be evaluated in a multicenter single blinded randomized controlled trial (RCT) [9].

Many eHealth care programs are developed and tested in health care; however, successful eHealth programs will not automatically be implemented in usual daily care in all cases. An integral part of evaluating successful eHealth interventions is measuring the adherence to the intervention protocol, as this will play an important role in interpreting the results regarding the effectiveness and it might improve further implementation [10-12]. Measuring adherence and compliance to perioperative care processes is a fundamental aspect in improving the quality of surgical care [13]. It is also desirable for optimal implementation to evaluate how well the intervention was appreciated by participants, and a process evaluation can contribute to this [14]. The quantitative data in a mixed-methods approach contribute to understanding why a (complex) intervention has its intended impact, if any, and in which domain this went as planned or not [15]. In addition, by using qualitative data, patients’ experiences including barriers and facilitators may be reviewed in more detail to adjust the eHealth care program for future implementation.

Objectives

The aim of this study was to evaluate whether the recovery-orientated eHealth intervention was executed as planned. This can help to conduct per protocol analyses, to assist with interpreting the future trial outcomes, and to determine important factors for program scale up in this specific cancer-dominated study population.

Methods

Trial Design

A mixed-methods process evaluation of quantitative data obtained from participants’ questionnaires, a logistic database, a weblog, and participants’ medical files and a qualitative analysis of semi-constructed interviews were conducted. This evaluation was carried out alongside a multicenter, single-blinded RCT in 10 teaching hospitals in the Netherlands and is reported in accordance with the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and onLine TeleHealth (CONSORT-EHEALTH) [16]. The intervention development including trial protocol has been published previously [17]. This RCT was approved by the Medical Ethics Committee of the VU University medical center under registration number 2014.301. Under registration number NTR5686, this study was also registered at the Netherlands Trial Registry.

Participants

Patients aged between 18 and 75 years who were scheduled for a laparoscopic or abdominal colorectal resection or hysterectomy were eligible to participate in the RCT. This process evaluation describes all participants who underwent a colorectal resection with malignant and benign indications. Exclusion criteria were (1) surgery without a curative intention, (2) concomitant surgical procedures, (3) not able to use the internet, (4) unable to understand Dutch questionnaires, and (5) receiving neoadjuvant treatment. For the interviews, purposeful sampling was used including participants with both a positive and a negative rating of the program.

Intervention

Participants were randomized and allocated to the intervention or control group in a 1:1 ratio by a researcher who was independent from the recruitment, data collection process, or analyses. Study participants were blinded to the allocation. Participants in the control group received usual care and access to a placebo website, which contained a patient information brochure about the surgical procedure. Participants in the intervention group received access to an innovative eHealth care program (called “ikherstel”-intervention or “I recover”-intervention). This program consisted, among others, of a website, a mobile phone app, an activity tracker, and the possibility to ask questions to health care professionals of their own hospital via an eConsult. All included functionalities can be found in the intervention mapping study [17].

Data Collection

Participants filled out an adherence and satisfaction questionnaire 3 months after the surgical procedure. In addition, a logistic database, a weblog, and participants’ medical files were used to collect quantitative data. Semistructured interviews were conducted in October and November 2017, which was...
approximately 1 year after inclusion of the first patient in the RCT who participated in the qualitative part of this study. The topics were created to gather information about patients’ barriers and facilitators for use of the intervention. In the preparation phase, topics and questions were created based on literature, the theoretical framework, and discussion with the project team. All interviews were recorded with a voice recorder. Informed consent was obtained initially when patients participated in the RCT.

Theoretical Frameworks and Process Outcomes

The Linnan and Steckler model was used for the quantitative part of the process evaluation [18]. This is a commonly used model and has the potential to systematically evaluate the process of implementation. The adherence to the intervention is described in 5 terms: (1) the proportion of intended target audience that participated in the study—reach, (2) the number of intended units of each component that was delivered to the intervention group—dose delivered, (3) the number of participants from the intervention group that actively engaged the delivered components of the intervention—dose received, (4) the extent of the intervention that was delivered as planned—fidelity, and (5) participants’ satisfaction and usage barriers of the intervention—participants’ attitudes. The components were assessed for each function separately, except the component participants’ attitudes for eConsult. Operationalization per component per process outcome is further explained in the Results section. Total implementation scores were calculated by using the averaging approach, in which the sum of all data points is divided by the number of data points and the total adherence to the protocol is measured. The Unified Theory of Acceptance and Use of Technology framework (UTAUT) was used for the qualitative part of this evaluation [19]. This framework integrates fragmented theories and research on individual acceptance of information technology into 1 model with 4 core constructs to help gain insight into (1) the degree patients believe that using the “ikherstel” program will help in their recovery—performance expectancy, (2) the ease of use patients experienced when using the “ikherstel” program—effort expectancy, (3) the degree to which patients perceive that it is important others believe that he or she should use the “ikherstel” program—social influence, and (4) other external factors that facilitate or inhibit the use of the “ikherstel” program—facilitating conditions. These constructs measure the impact of behavioral intention and use behavior. These can play a role as determinants of user acceptance. Overall, 4 moderators (gender, age, experience, and voluntariness of use) were incorporated into this framework. However, it was decided to not measure these moderators, given the qualitative nature of this part of the study. A detailed description of this framework is provided in Figure 1.

Data Analysis

IBM SPSS Statistics version 22.0 was used for analyzing the quantitative data. These data were analyzed using descriptive statistics such as frequencies, means, and SDs. The semistructured interviews for the qualitative part were recorded and transcribed verbatim. Each participant was allocated a study number, and all names were removed from the transcripts to ensure an anonymous analysis. After transcription, the researchers first familiarized themselves with the data and read the transcripts thoroughly. Subsequently, the verbatim transcripts were analyzed comprising open, axial, and selective coding.

Figure 1. The Unified Theory of Acceptance and Use of Technology framework (UTAUT) for the qualitative part of the study.
Overall, 25% of the transcripts were coded and analyzed by a second independent researcher to reduce investigator bias and improve validity and inter-rater reliability. Furthermore, the level of data saturation was systematically studied. The frequency of quotes within each theme and their distribution across the interviews were explored, based on a data saturation approach as described by Guest et al [20]. Cited quotes were translated directly from Dutch and were added to illustrate the themes. The qualitative data analysis ATLAS.ti software (version 7.0, Scientific Software Development) was used.

Results

Quantitative Part

Reach

During February 2016 and September 2017, a total of 426 patients scheduled for a colorectal resection were invited to participate in the RCT. Of these patients, 62 patients were ultimately not eligible to participate and 24 patients did not reach on time. Of the 340 suitable patients, 151 patients agreed to participate in the trial (44.4%) and gave informed consent. A total of 73 colorectal participants were allocated to the intervention group and received the recovery-orientated eHealth program. The flow diagram of the inclusion process is presented in Figure 2. Moreover, 69% (50/73) of the patients were male and their mean age was 62.6 years, and 56 patients (77%, 56/73) had a colon or rectal carcinoma. All baseline characteristics are presented in Table 1. A total of 61 participants completed the quantitative evaluation questionnaire 3 months after surgery, which is considered a representative sample with respect to all baseline characteristics. All other scores per domain per intervention functionality and how this has been operationalized in this study are presented in Table 2.

Figure 2. Flow diagram of the inclusion process.
Table 1. Baseline characteristics (N=73).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23 (32)</td>
</tr>
<tr>
<td>Male</td>
<td>50 (69)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>62.6 (7.8)</td>
</tr>
<tr>
<td><strong>Nationality, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>73 (100)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>20 (27)</td>
</tr>
<tr>
<td>Medium</td>
<td>31 (43)</td>
</tr>
<tr>
<td>High</td>
<td>22 (30)</td>
</tr>
<tr>
<td><strong>Work status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>36 (49)</td>
</tr>
<tr>
<td>Not employed</td>
<td>37 (51)</td>
</tr>
<tr>
<td><strong>Type of surgery, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Abdominal procedure</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Laparoscopic procedure</td>
<td>69 (95)</td>
</tr>
<tr>
<td><strong>Indication, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Benign</td>
<td>17 (23)</td>
</tr>
<tr>
<td>Malignant</td>
<td>56 (77)</td>
</tr>
</tbody>
</table>

Table 2. Results of the quantitative part of the study according to Linnan and Steckler. 151 (44.4%) patients who met the inclusion criteria signed informed consent and were randomized to the intervention or control group.

<table>
<thead>
<tr>
<th>Reach</th>
<th>Website</th>
<th>App</th>
<th>Electronic consult</th>
<th>Activity tracker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose delivered</td>
<td>73 (100%, 73/73) patients who received an account/all patients of the intervention group</td>
<td>59 (81%, 59/73) patients who received an account for the app/all patients of the intervention group</td>
<td>73 (100%, 73/73) patients who received an account/all patients of the intervention group</td>
<td>57 (78%, 57/73) patients who received an activity tracker/all patients of the intervention group</td>
</tr>
<tr>
<td>Dose received</td>
<td>Logistic database</td>
<td>Logistic database</td>
<td>Logistic database</td>
<td>Logistic database</td>
</tr>
<tr>
<td>Data collection</td>
<td>60 (82%, 60/73) patients who made a convalescence plan/patients who received an account</td>
<td>39 (66%, 39/59) patients who installed the app/patients who received an account and completed the questionnaire</td>
<td>4 (6%, 4/73) patients who asked a question about the Web portal/patients who received an account for the Web portal</td>
<td>39 (68%, 39/57) patients who connected the activity tracker to their phone/all patients that received an activity tracker</td>
</tr>
<tr>
<td>Data collection</td>
<td>Weblog</td>
<td>Weblog</td>
<td>Weblog</td>
<td>Weblog</td>
</tr>
<tr>
<td>Fidelity</td>
<td>17 (28%, 17/60) patients who used the website/patients who made a convalescence plan</td>
<td>24 (62%, 24/39) patients who used the app/patients who installed the app and completed the questionnaire</td>
<td>1 (25%, 1/4) questions that are answered/questions that are asked</td>
<td>30 (77%, 30/39) patients that used the activity tracker/all patients that connected an activity tracker</td>
</tr>
<tr>
<td>Data collection</td>
<td>Questionnaire</td>
<td>Questionnaire</td>
<td>Weblog</td>
<td>Weblog+Questionnaire</td>
</tr>
<tr>
<td>Participants’ attitude</td>
<td>Mean score 7.1 (1-9)</td>
<td>Mean score 7.5 (1-10)</td>
<td>N/A</td>
<td>Mean score 7.1 (1-10)</td>
</tr>
<tr>
<td>Data collection</td>
<td>Questionnaire</td>
<td>Questionnaire</td>
<td>N/A</td>
<td>Questionnaire</td>
</tr>
<tr>
<td>Implementation score</td>
<td>64% (the sum of all data points/by the number of data points)</td>
<td>63% (the sum of all data points/by the number of data points)</td>
<td>44% (the sum of all data points/by the number of data points)</td>
<td>67% (the sum of all data points/by the number of data points)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Dose Delivered

All participants (100%) received an account for the intervention website and thereby the ability to use the eConsult functionality (100%). Overall, 59 participants had a suitable mobile phone for the mobile app (81%, 59/73), and 57 participants had a suitable smartphone to use the activity tracker (78%, 57/73).

Dose Received

Overall, 60 participants made a convalescence plan on the intervention website (82%, 60/73). A total of 39 participants downloaded the app (66%, 39/59) and connected the activity tracker with their smartphone (68%, 39/57). Moreover, 4 participants used the possibility of an eConsult (6%, 4/73).

Fidelity

Overall, 17 participants used the website more than once (28%). Of the 39 participants who had downloaded the app, 24 participants used it (62%). In addition, 13 participants used the app in combination with the website and the remaining 11 participants only used the app. Overall, 4 participants only used the website. Moreover, 1 out of the 4 questions asked via the eConsult option was answered by a health care professional (25%). Of the 39 participants that connected the activity tracker, 30 participants actually used it (77%).

Participants’ Attitude

Mean ratings for the website, app, and activity tracker were 7.1 (range 1-9), 7.5 (range 1-10), and 7.1 (range 1-10), respectively.

Implementation Scores

Total implementation scores for the website, the mobile app, the eConsult, and the activity tracker are 64%, 63%, 44%, and 67%, respectively.

Qualitative Part

A total of 14 semistructured interviews were conducted during November and December 2017. The overall mean age at the time of the interview was 62 years (range 45-76 years); 4 participants were female and 10 were male. The characteristics of these 14 participants are shown in Multimedia Appendix 1. Most important findings are discussed below per construct regarding the UTAUT model. An overview of all findings is presented in Table 3.

Performance Expectancy

The key themes (1) guidance and support, (2) information provision, (3) communication, and (4) functionality were identified out of the analysis.

Guidance and Support

Participants were positive about the “ikherstel” program. They found it supporting and guiding in their recovery process after colorectal surgery. Participants stated that the program was a good guideline and a good way of monitoring their progress.

This knowledge gave the participants a feeling of reassurance and security about their recovery:

Security. A feeling of confidence, whether I am going in the right direction. Naturally, you do not continuously call a doctor or the hospital to check whether it is going okay, or I feel this or I feel that. Because of this app you know, you have to meet these requirements, so it is all right. [Participant 3, male, 54 years]

The participants also perceived the program as effective in progressing their recovery, whereby participants felt that the “ikherstel” program had achieved its goal. Furthermore, the participants were positive about the activity tracker or the concept of an activity tracker. Participants agreed with the notion that using the activity tracker motivated them to be active and that it was a good way to reflect on their level of activity. It provided a goal to work toward and the steps they had to take to get to this goal. Participants stated that the difference between what they thought their level of activity was and what the activity tracker showed could either motivate them to be more active the following day or positively surprised them and generated a positive and satisfied feeling:

But that does stimulate you at the end of the day, to see where I am and “oh tomorrow I have to do a bit more.” [Participant 12, female, 65 years]

When participants did not fully adhere to the personalized recovery plan, this was generally because participants recovered faster than the recovery plan advised to them. Therefore, the provided recommendations were sometimes reviewed as too conservative. As a result, these participants would follow their own instinct and resumed activities when their body felt ready for it.

Information Provision

Participants stated that the information provided on the website was insightful, useful, and all-encompassing. However, not all patients felt the need to read the extra information on the website as they already received sufficient information and guidance from their treating health care professionals. Participants mentioned 3 advantages of the provided information on the website: (1) the information was always available; (2) the information came from a reputable and, therefore, trustworthy source; and (3) the information was more elaborate than they received in the hospital. These advantages were considered relevant as participants mentioned that it was easy to forget what was told in the hospital and they did not always have time to discuss everything in the hospital:

It is also information that you otherwise do not get. Visiting the doctor is always pretty quick of course. The time I was in the hospital, yes you can of course ask all the questions to the nurse, but this was just a little bit more. And you can also look it up again. It was nice. [Participant 12, female, 65 years]
<table>
<thead>
<tr>
<th>Construct</th>
<th>Topic</th>
<th>Elaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>Supporting and guiding</td>
<td>The “ikherstel” program supported and guided the recovery process after surgery. It provides good opportunities to monitor your own recovery process as well as a goal to work toward.</td>
</tr>
<tr>
<td></td>
<td>Activity tracker motivates</td>
<td>The activity tracker motivated to be physically active.</td>
</tr>
<tr>
<td></td>
<td>Deviated from recovery plan</td>
<td>Some participants did not adhere to the personalized recovery plan. Reasons for deviation included advanced recovery before the recovery plan resulting in resumed activities when the participants’ body felt ready for it.</td>
</tr>
<tr>
<td></td>
<td>Psychological aspects should be included</td>
<td>Participants stated there is too much focus on physical recovery, whereas psychological aspects were not taken into account. According to the participants, psychological well-being and a positive attitude to cope with the emotional burden of cancer diagnosis were an integral part of recovery.</td>
</tr>
<tr>
<td></td>
<td>More personalized</td>
<td>Participants would have preferred it to be more personalized, including more focus on individual aspects and needs of the patient and inclusion of social conditions that influence the recovery process.</td>
</tr>
<tr>
<td></td>
<td>Useful and insightful</td>
<td>The provided information on the website was found to be useful and all-encompassing. Some participants indicated that they did not need the information or that they did not read it. Some participants also desired extra information on diet and prevention and more extensive information on symptoms and complications.</td>
</tr>
<tr>
<td></td>
<td>Information on the websites provides advantages</td>
<td>It was easy to forget what was said in the hospital and the website provided a good backup. Participants only had a short amount of time to ask questions in the hospital, and therefore, it was good to have the website that provided additional information. The information on the website was readily available. Participants felt the information was trustworthy as it came from a reputable information source.</td>
</tr>
<tr>
<td></td>
<td>Need for more feedback and interaction</td>
<td>There was a need for more personal interaction and feedback on progress of the recovery process. There was a one-way information stream from the patient to the “ikherstel” program; this has to become a two-way information stream.</td>
</tr>
<tr>
<td></td>
<td>More involvement of hospital or doctor</td>
<td>Participants desired more involvement and feedback from the hospital or treating doctor.</td>
</tr>
<tr>
<td></td>
<td>Functionalities have to work correctly</td>
<td>The activity tracker experienced problems with connection and did not function properly in some cases. After consultation via electronic consult, no answer was given, whereas this should have been given within 2 days.</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>Easy to use</td>
<td>The “ikherstel” program was found to be easy to use and it costed no effort.</td>
</tr>
<tr>
<td></td>
<td>More support in setting up the program</td>
<td>Some participants stated they would have appreciated more support during the program’s start-up phase.</td>
</tr>
<tr>
<td>Social influence</td>
<td>Would recommend the program</td>
<td>The majority of participants would recommend the “ikherstel” program to their family and friends.</td>
</tr>
<tr>
<td></td>
<td>Social influence from health professional</td>
<td>Family and friends had little or no social influence. There was more social influence from the hospital and doctor.</td>
</tr>
<tr>
<td>Facilitating and inhibiting conditions</td>
<td>Inflexible in case of alternative disease course</td>
<td>An inhibiting factor was the inflexibility of the personalized recovery plan in case of a deviant recovery course, which can occur in case of complications.</td>
</tr>
</tbody>
</table>
Communication

Despite the advantages of the “ikherstel” program, participants stated that there is still much to be improved in relation to communication. Currently, there is mostly a one-way information stream from the user to the “ikherstel” program with the exception of eConsult. Participants would also appreciate this interaction in other functionalities of the intervention. In the current situation, the user provided information about their recovery progress to the program. However, no interactive feedback was provided on whether the patient was on track, and no follow-up questions were asked in case a patient was not able to keep up. Furthermore, patients felt the need to hear how they were doing. The graphically displayed progress on the website and in the mobile app was not enough; they had a need to hear it from the involved health care professional, which gave them more reassurance. In the current set-up, the doctor was not engaged and up-to-date in the recovery process of the participant at home. Participants valued the opinion of their doctor as very important, and therefore, it is important that the “ikherstel” program is supported by the hospital. They mentioned that this might also prevent conflicting messages in recovery advice:

And also some feedback from the hospital, from the treating doctor, the surgeon's assistant that he performs a few calls to check and ask how everything goes and helps a little, I think that, that is the solution is to achieve huge benefits. [Participant 5, male, 74 years]

Functionality

Participants recognized the added value of the various functionalities. Therefore, it was important that all the functionalities work properly, including the activity tracker and eConsult. Some participants had problems with the activity tracker that was provided with the “ikherstel” program. Even though the activity tracker did not always work properly, participants recognized the added benefit of the concept of an activity tracker and the idea behind it. Therefore, as an alternative for the malfunctioning activity tracker, some participants replaced the provided activity tracker with a built-in step counter on their smartphone or they downloaded an independent activity-tracking app on their mobile phone. This gave them the same opportunity of tracking their activity without the problems that came with the activity tracker that was provided by the “ikherstel” program:

The activity tracker was understandable but again that whole synchronization just did not work well. Yes, I did not understand that. I thought that was unfortunate. So I started using my iPhone at a given time. Because that also shows the amount of steps per day. [Participant 10, male, 64 years]

Participants suggested to include a functionality to check their psychological well-being instead of just focusing on physical recovery. Participants stated that psychological well-being and a positive attitude after cancer surgery influenced recovery and should, therefore, be an integral part of the recovery process. Including a functionality that investigates psychological well-being in the “ikherstel” program would be of added value according to participants.

Participants appreciated the fact that they always had the app at hand and could easily and frequently check their recovery progress during the day. In the beginning, participants used the website to make the personalized recovery plan and read the information on the website, and then, they switched to the app. Participants, therefore, recognized the app as an extra benefit of the “ikherstel” program.

Effort Expectancy

Participants found the “ikherstel” program easy to use, practical, and easy to fit into their daily life with the exception of the activity tracker. Participants stated that it does not cost any effort to use the “ikherstel” program. However, it was mentioned that in the beginning it did cost effort to set up the “ikherstel” program and to find out how it works. Participants suggested that it would be useful if more help would be available for setting up the “ikherstel” program:

Practical. Easy. Yes, you could just fit it into your daily life. [Participant 12, female, 65 years]

Social Influence

There was little or no social influence of family and friends on participants in using the “ikherstel” program. Participants had approached the intervention very individualistically. When participants informed family and friends about the “ikherstel”
program, they were either positive about the fact that the patient participated or they had no opinion about it. Social influence from health care professionals is also quite relevant in this construct. More involvement of health care professionals with the “ikherstel” program is suggested so that patients feel engagement and support from the doctor and hospital:

I’ve seen it has been established and I got the feeling that it was fixed. So it would be nice if someone looks at the recovery monitor and sees that a patient stays behind in certain areas or goes very quickly in certain areas and that the recovery plan can be adjusted accordingly. So that it really becomes interactive. [Participant 14, male, 48 years]

**Facilitating and Inhibiting Conditions**

**Alternative Course of Disease**

A major inhibiting condition for future usage of the “ikherstel” program is the inflexibility of the personalized recovery plan in case of an alternative course of disease. This can happen, for example, in case of complications or additional surgical procedures (ie, removal of a stoma at a later stage). In case the recovery process of the participant took longer, there was currently no option to adjust the personalized recovery plan. Due to this inflexibility, the “ikherstel” program was graded as insufficient by these participants. Participants stated there should be an option to revise the recovery plan in case of an alternative course of disease to their new situation:

Some things happened in between, I had an extra hospital admission, as a result I found that “ikherstel” did not fit well with the situation I was in. [Participant 10, male, 64 years]

**Chemotherapy**

The “ikherstel” program was also rated insufficient by participants who received chemotherapy in addition to their surgery. For these participants, the surgical procedure was considered more as a side issue, whereas the “ikherstel” program was targeted mainly at recovering from colorectal surgery. Participants who received chemotherapy had a need for additional supportive care after recovery from surgery. They also had a desire for prolonged use of the activity tracker. Participants used the tracker in the first 8 weeks after surgery, and this motivated them enormously. After 6 to 8 weeks, chemotherapy started, but after 8 weeks, the activity tracker had to be sent back to the researcher:

Now it was in my opinion much more focused on ehh well you’ve had an operation. How do you recover from that operation and that kind of thing. But not afterwards of, okay, ehh now there follows chemotherapy, what does that mean and what can we offer in the program to help people. It is certainly helpful. [Participant 6, male, 64 years]

**Discussion**

**Principal Findings**

This process evaluation used both a quantitative and qualitative approach to evaluate the implementation process of a recovery-orientated eHealth intervention. In the quantitative part, average implementation scores per functionality of approximately 60% were reached. A mean score of 7.1 out of 10 for the website, 7.5 for the mobile app, and 7.1 for the activity tracker was given by participants. Barriers and facilitators for use were identified in the qualitative part of this evaluation. The program was experienced by participants as supportive and provided guidance on their recovery progress. Participants had a positive view about the concept and the ease of use of the “ikherstel” program. It was reported that not all functionalities of the program worked properly, and for further sustainable implementation, this needs to be optimized. Interaction with and feedback from health care professionals was a preferred feature by participants, which is currently lacking. In case participants had a different course of recovery, a complication, or received adjuvant chemotherapy, it was impossible to revise or adjust the personalized recovery plan to their new situation. The lack of this function was considered a barrier for use by those with a different course of recovery.

**Comparison With Other Studies**

There are limited process evaluations concerning recovery-orientated eHealth programs available, making it difficult to compare the results with those of other similar interventions. However, 2 process evaluations performed by our research group regarding a comparable intervention have been published [21,22]. In these studies, similar positive experiences were found. The intervention was found to be supportive, participants had the feeling that they resumed activities quicker, and they found the app to be a convenient and helpful tool. The dose received and fidelity scores for the mobile app and activity tracker confirmed these findings. However, Bouwsma et al reported that some participants experienced the recovery plan being too optimistic for their own situation, whereas others found it too conservative. This is in contrast with the current findings that the recovery plan was achievable or too conservative but not too optimistic [21].

The perceived barrier of limited involvement of health care professionals is in line with findings in other studies [21]. This limited engagement was underlined by the low fidelity score of only 25% of questions asked being answered by health care professionals. A study combined Web-based modules with face-to-face coaching to guide people with early-stage dementia. Participants of this self-management program appreciated the tailored content and positive feedback of the health care professional, which increased the blended structure of the program, resulting in openness of the patients [23]. Another study provided patients a behavior change counseling monitoring and feedback tool with an activity tracker to stimulate physical activity by giving feedback on physical activity performance. This led to more discipline in carrying out activities [24]. These results are in line with our findings that participants indicated that without the activity tracker, they would have been slower in resuming activities, which is an important part of the intervention. However, participants of the program by Boots et al appreciated the personal attention given by the nurses as they combined the activity tracker with counseling in this eHealth program [23]. In both eHealth programs, participants appreciated the personal attention and the blended structure of the
The other major barrier of our intervention was the inability to adjust or adopt the program in case of a different recovery course or additional treatment, resulting in a lack of tailored and personalized care. This is also reflected in the low fidelity score (28%) for the use of the website from those patients. In the study of Bouwsma et al, the intervention was also found to be inflexible in case of complications [21]. It is important for patients recovering after surgery to only receive information that applies to their situation, which is also confirmed in other eHealth-orientated programs [25,26]. When comparing our results with other evaluations regarding interventions for support for cancer survivors, similar results were found. Participants found the intervention to be easily accommodated into their daily routine. However, the need for more specific and tailored information was also considered important in these studies, which is comparable with our findings [27,28].

**Strengths and Limitations**

A major strength of this study is the mixed-methods approach. Quality in health care is a multidimensional and complex process where some questions and information about quality of care and services are not suitable for quantification. Another strength is that the data collection and analyses were systematically performed using established theoretical frameworks for both the quantitative (the Linnan and Steckler model) and qualitative part (UTAUT framework). Usability of these frameworks was proven in previous process evaluations using these frameworks [15,29]. Another strength is that participants with both low and high intervention ratings were included in the qualitative part, resulting in both positive and critical views of the interventions being equally represented in this evaluation. A limitation of this approach is that patients who stopped prematurely with the intervention were not approached for an interview in the qualitative part because their medical health situation at that time was unknown. Reasons explaining why certain patients reported that the intervention was too difficult could provide information for the construct “effort expectancy.” This construct could be used to optimize the convenience for those patients who did not have much experience with information and communication technology or eHealth. Another limitation is the duration between using the intervention and the time the interviews were held. Time varied up to a year, potentially resulting in recall bias where some participants were not able to completely or accurately recall all the details and experiences with the “ikherstel” program. The qualitative data were only collected in a small subsample (n=14) of the study population, and therefore, these data were only presented as an example descriptively and should be interpreted with caution.

**Implications for Future Adaptations of the Intervention**

To ensure a successful and sustainable implementation of the “ikherstel” program in daily practice, adaptations to the intervention are required. We suggest that health care professionals should be more involved to create more interaction. A more blended care should be introduced to solve the lack in interaction with and feedback from health care professionals. This may increase the engagement of health care professionals in the recovery process after transition to domestic recovery. We note that the hypothesis of this intervention was among others to reduce costs and time spent in the hospital by partially substituting care by this program. We must, therefore, ensure that the use of this eHealth program is additional to traditional care and prevent that care will still be duplicated. We suggest printing a recovery report that patients can take to the outpatient clinic when visiting the surgeon postoperatively to increase involvement of health care professionals. An alternative for receiving feedback would be automatically generated stimulating or confirming push messages to participants with information on their recovery progress.

The personalized recovery plan function has to be adapted so that it is more flexible and can be updated accordingly to the needs of the patient in case of an alternative disease course. The need for less generic and even more tailored information and convalescence advice was considered important by participants. In addition, the “ikherstel” program should be combined with a platform for specialized oncological aftercare for patients who will receive adjuvant chemotherapy. This enables to give patients better advice and support in the period of receiving adjuvant chemotherapy, given their treatment is not finished after the surgical procedure [30].

**Clinical Implications**

This study underpins the relevance of commitment of health care professionals in supporting eHealth programs. The results reconfirmed the lack of engagement of health care professionals, despite the efforts made to improve user-friendliness and limit the time required for health care professionals. Awareness of health care professionals about eHealth possibilities has to be improved. This is important for implementing this eHealth program, because by supporting this program by health care professionals, patients who will have a colorectal resection will feel more confident and connected with the program. More involvement of health care professionals is also important for future eHealth programs where health care professionals play an important role in public engagement with eHealth and promotion of eHealth functionalities to patients in general. A possible recommendation is to include eHealth as an integral part of residents’ education and training. This could be the next step in the implementation of new technologies to the inherently changing health care system.

**Conclusions**

The “ikherstel”-perioperative care program was experienced as supportive and useful in the recovery process after colorectal surgery. For this indication, the intervention needs more interaction with and feedback from health care professionals and needs more tailored guidance in case of different recovery or treatment courses. To ensure a successful implementation of the “ikherstel” program in daily practice, the awareness and involvement of health care professionals is essential. In our opinion, the recovery process of patients will benefit from an improved blended care approach that bridges the current gap between health care professionals and patients and ensures that eHealth will become part of daily practice.
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Abstract

Background: Ethnic minority cancer survivors remain an understudied and underrepresented population in cancer research, in part, due to the challenge of low participant recruitment rates. Therefore, identifying effective recruitment strategies is imperative for reducing cancer health disparities among this population. With the widespread use of social media, health researchers have turned to Facebook as a potential source of recruitment.

Objective: We aimed to evaluate the feasibility and effectiveness of purchasing ads on Facebook to recruit Chinese, Korean, and Latinx cancer survivors residing in the United States. We assessed their experience with participating in a Web-based survey and their interest for future research.

Methods: We showed 5 purchased ads in English, simplified Chinese, traditional Chinese, Korean, and Spanish on Facebook. Participants who clicked on the Facebook ad were directed to the study website and asked to submit their emails to receive the link to the 30-minute Web-based survey. Inclusion criteria included being of Asian or Latinx heritage, age ≥18 years, having a cancer diagnosis, and being within 5 years of cancer treatment. Participants who completed the survey were sent a US $10 Walmart eGiftcard.

Results: The Facebook ads were shown for 48 consecutive days for a total spending of US $1200.46 (US $25/day budget). Overall, 11 East Asian and 15 Latinx cancer survivors completed the study, resulting in an average cost per participant of US $46.17. The East Asian and Latinx cancer survivors did not significantly differ in age, years lived in the United States, education level, generation status, and time since diagnosis. However, Latinx cancer survivors were marginally more likely to have limited English proficiency and lower annual income than East Asian cancer survivors. Both Latinx and East Asian cancer survivors reported that they enjoyed participating in this study and indicated an interest in participating in future psychosocial research studies.

Conclusions: The use of Facebook ads successfully resulted in the recruitment of East Asian and Latinx cancer survivors with different cancer diagnoses who reside in various geographic regions of the United States. We found that East Asian and Latinx cancer survivors recruited through Facebook were interested in participating in future psychosocial research, thereby providing support for the feasibility and effectiveness of using Facebook as a source of recruitment for ethnic minority cancer survivors.

KEYWORDS
ethnic minority cancer survivor; Facebook recruitment; Korean cancer survivor; Chinese cancer survivor; Latinx cancer survivor; mobile phone
**Introduction**

Because ethnic minority cancer survivors experience cancer health disparities along the entire cancer control continuum [1], initiatives such as the Healthy People 2020 [2] have called for greater attention and efforts to increase the representation of ethnic minorities in cancer research. However, they remain an understudied and underrepresented population in cancer research in part owing to the persistent challenge of low recruitment rates. Despite researchers’ persistent efforts, traditional recruitment strategies such as utilizing physician referrals, purchasing newspaper ads, and using cancer registries have resulted in mixed results [3,4]. The low recruitment rates of ethnic minority cancer survivors in cancer research remain a concern, and the low rates of participation also call into question the generalizability and applicability of extant findings and interventions for this population. There are substantial public health and societal benefits to be gained by identifying culturally sensitive and effective recruitment strategies for this population.

Asian American people are the fastest growing and Latinx American people are the largest ethnic minority population in the United States. Despite marked improvements in cancer prognosis and survival rates for the general population, Asian American and Latinx American people are more likely to experience poorer quality of life relative to non-Hispanic white people [5]. Recent research has also showed increases in the annual incidence rate of breast cancer among Asian American women [6]. There are many reasons for the low participation rate of ethnic minority cancer survivors in research. These reasons may include language barriers [7], low socioeconomic status, lack of health insurance and access to care [8], cultural barriers such as distrust of researchers [9], and stigmatized beliefs about cancer [10]. These barriers limit access to traditional recruitment methods that often rely on physicians to make referrals in health care settings.

With the widespread use of social media, health researchers have turned to Facebook as a potential source of recruitment [11]. As the most popular social media website, with 2.2 billion active users who have logged in at least once during the last 30 days [12], Facebook has qualities that may help overcome barriers and facilitate the recruitment of ethnic minority cancer survivors. For instance, the language barrier can be overcome by translating ads into different languages and targeting them to appear to users who are using Facebook in their native languages. With a potential to overcome barriers to recruitment in health care settings, there is evidence that Facebook is now widely used by adults aged ≥65 years and those with low socioeconomic status backgrounds [13]. Specifically, 62% of older adults who used the internet used Facebook, and 77% of people with an annual household income <$US 30,000 used Facebook in 2016 [14,15]. These trends suggest that Facebook has a strong potential to reach ethnic minority cancer survivors who come from lower socioeconomic status backgrounds that may not otherwise have exposure to research opportunities. Lastly, in the privacy of their homes, potential participants who are less trusting of researchers can take the time they need to evaluate the benefits and costs of participating in research.

An increasing number of studies have demonstrated the feasibility of using Facebook to recruit participants for health and medical research [11]. However, to our knowledge, we are the first to evaluate the feasibility and effectiveness of paid advertisements on Facebook as a platform for identifying Chinese, Korean, and Latinx American cancer survivors. We assessed participants’ experience with participating in this Web-based survey study and their willingness to participate in future research studies.

**Methods**

**Facebook Ads**

In total, we purchased 5 ads in English, simplified Chinese, traditional Chinese, Korean, and Spanish and showed them on Facebook from June 16 to August 3, 2017. The California State University San Marcos Institutional Review Board approved the ads shown on Facebook. Following the recommendations by Thornton et al [11], the ads were concise, showed the affiliation of the research study with a university, and offered incentives for participation (Figure 1). The link in each Facebook ad connected to the study website, which stated the eligibility criteria for participating in the 30-minute Web-based survey in the respective language of the clicked ads (eg, clicking the Korean ad would lead to the study information presented in Korean).

**Study Procedures**

When participants clicked on the Facebook ad, they were directed to the study website that provided a general description of the study and the inclusion criteria. On this website, participants interested in the study submitted their email address by entering it into the “email” submission box. Then, participants received a more detailed description of the study as well as a link to the Web-based survey via email. We directed participants who accessed the survey link from their email inbox to the Web-based survey cover page that described the study, which explained the inclusion criteria, study procedure, and data confidentiality and stated that their consent was given by continuing with the survey. The first 5 questions screened potential participants for eligibility by asking whether they were Asian or Latinx, lived in the United States, ages ≥18 years, diagnosed with cancer, and within 5 years of their cancer treatment. Participants who answered “yes” to each of the 5 questions were directed to complete the survey, which assessed their demographic and cancer diagnosis information, well-being, experience with the study, and interest in participating in future research studies. We did not report the data on well-being in this study. Participants who completed the survey were sent a US $10 Walmart eGiftcard.
Measures

Participation Experience
We assessed participants’ experience with the Web-based research study using 3 items rated on a 4-point Likert Scale ranging from 1 (“Strongly disagree”) to 4 (“Strongly agree”). We assessed the perceived difficulty with completing the research study using 2 items (ie, “I did not experience technical difficulty while participating in this research” and “Participating in this study was easy”). A composite perceived difficulty variable was created by averaging these 2 items. The third item assessed the extent to which they enjoyed having the opportunity to share their feelings and experiences with cancer through this research study (ie, “I enjoyed the opportunity to share my feelings and experience about cancer in this research study”). Higher scores indicate lower perceived difficulty with completing the research and greater enjoyment of having completed the survey.

Willingness and Access to Smartphone to Participate in Future Research
We assessed participants’ interest in future research studies using 4 items (eg, “I would like to participate in more research studies in the future”) rated on a 4-point Likert Scale ranging from 1 (“Strongly disagree”) to 4 (“Strongly agree”). The other 3 items assessed participants’ willingness to participate in a Web or phone interview with a research staff member, willingness to privately write about their cancer experiences, and willingness to privately voice record their cancer experiences. The 4 items were averaged, with higher scores indicating greater willingness to participate in future research (Cronbach alpha=0.80 and 0.88 for Latinx and Asian cancer survivors, respectively). Lastly, we assessed whether the
participant had a smartphone, as a means to participate in future research.

**Advertising Campaign**

The Facebook advertisement platform (ie, Facebook Ads Manager) provides researchers with the ability to target the age, location, interests, and behaviors of those who will be shown the ads. We targeted ads at Facebook users with interests in cancer-related keywords or organizations (eg, American Cancer Society, Oncology, Breast cancer care, Skin cancer or Melanoma awareness, National Cancer Institute, Susan G. Komen for the Cure, cancer awareness, and American Cancer Society Relay for Life) and behaviors related to cancer causes. In addition to the target interests and behaviors above, the English ad targeted participants who used Facebook in English, simplified or traditional Chinese, and Spanish and those who indicated interests in Hispanic or Asian culture. For the other translated ads, they were delivered to Facebook users who used that specific language and those who indicated interests or behaviors with an affinity to the respective culture (eg, the Spanish ad was delivered to participants who used Facebook in Spanish and those who indicated interests or behaviors related to Hispanic culture). All ads were delivered to adult Facebook users who lived in the United States.

**Results**

**Advertisement Campaign**

The ad campaign was set up with a maximum daily budget of US $25 and ran for 48 consecutive days for a total spending of US $1,200.46 (June 16 to August 3, 2017). In total, the English, Spanish, Korean, and traditional and simplified Chinese ads generated 45,768, 34,261, 30,335, 21,230, and 13,041 impressions (ie, total number of times the ads were shown to Facebook users) and reached 31,299, 25,217, 8187, 7183, and 4915 people (ie, number of unique Facebook users who saw the ads), respectively. These impressions generated 420, 984, 307, 291, and 127 link clicks for the English, Spanish, Korean, and traditional and simplified Chinese ads, respectively. The average cost per click across the 5 ads was US $0.56 (see Table 1). Of the 2129 total link clicks that directed the potential participant to the study website, 115 people entered their emails after reading the study information and eligibility criteria (Figure 2). Due to 10 incorrectly submitted emails, 10 survey links were not delivered. Of the 105 people who were sent the Web-based survey link, 36 (34.3%) clicked on the survey link and completed the initial screening questions. Of these 36 people who began the survey, 29 (81%) were eligible and completed the Web-based survey (10 Chinese, 4 Korean, and 15 Latinx cancer survivors); however, 3 (10%) surveys were completed by a Chinese participant with the same internet protocol address and, thus, were excluded from subsequent analyses. In total, data from 4 surveys in English (3 by Latinx and 1 by Chinese participants), 4 surveys in Korean, 5 surveys in traditional Chinese, 1 survey in simplified Chinese, and 12 surveys in Spanish were analyzed. The cost per participant was US $46.17 (ie, total spending per number of completed Web-based surveys).

**Participant Demographic and Cancer Diagnosis Information**

We combined the Chinese and Korean participants into 1 East Asian participant group. Of the 11 East Asian cancer survivors (mean age 55.91 [SD 10.03] years; 8/11, 73%, females), 91% (10/11) were first-generation immigrants (ie, foreign-born), 55% (6/11) obtained a college degree, and 9% (1/11) reported an annual family income <US $13,000. The majority (9/11, 82%) spoke Chinese or Korean but 64% (7/11) also reported the ability to speak English. Most of the East Asian cancer survivors had diagnoses of breast cancer (5/11, 46%) or lymphoma (3/11, 27%), and 55% (6/11) were in remission. Of the 15 Latinx cancer survivors (mean age 49.73 [SD 9.71] years; 13/15, 87%, females), 53% (8/15) obtained a college degree, and 47% (7/15) reported an annual family income <US $13,000. The majority (13/15, 87%) spoke Spanish, but only 20% (3/15) also reported the ability to speak English. Most of the Latinx cancer survivors had diagnoses of breast cancer (7/15, 47%) or colorectal cancer (3/15, 20%). See Table 2 for complete demographic and cancer diagnosis information.

<table>
<thead>
<tr>
<th>Table 1. Facebook advertisement campaign.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ad language</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>English</td>
</tr>
<tr>
<td>Spanish</td>
</tr>
<tr>
<td>Korean</td>
</tr>
<tr>
<td>Simplified Chinese</td>
</tr>
<tr>
<td>Traditional Chinese</td>
</tr>
<tr>
<td><strong>Total</strong></td>
</tr>
</tbody>
</table>

a This number reflects the total unique number of people who saw at least one ad.
We examined demographic differences between East Asian and Latinx cancer survivors. They did not significantly differ regarding age ($P=0.13$), years lived in the United States ($P=0.10$), education level ($P=0.92$), generation status ($P>0.99$), stage of cancer diagnosis ($P=0.35$), time since diagnosis ($P=0.85$), and treatment status ($P=0.82$). However, Latinx cancer survivors were marginally more likely to only speak their heritage language (i.e., limited English proficiency; $P=0.06$) and marginally more likely to endorse an annual family income <$\text{US} \ 13,000$ compared with the East Asian cancer survivors ($P=0.09$).

**Experience with the Web-Based Survey and Interest in Future Research**

We examined participants’ experience with this study and their interest in participating in future research (Table 3). East Asian cancer survivors reported a lower ease of participation (e.g., having technical difficulties accessing the survey) in this study than Latinx cancer survivors (mean 2.91 [SD 0.66] vs mean 3.47 [SD 0.52]; two-tailed $t_{24}=2.41$; $P=0.02$). Both Latinx and East Asian cancer survivors reported that they enjoyed the opportunity to share their cancer-related experiences in this Web-based survey (mean 3.40 [SD 0.63] and mean 3.27 [SD 0.47], respectively; two-tailed $t_{24}=0.37$; $P=0.56$). Both Latinx and East Asian cancer survivors indicated a willingness to participate in future cancer research studies through video or phone interviews with study researchers or sharing their cancer experiences through writing or voice recording (mean 3.00 [SD 0.54] and mean 3.00 [SD 0.63], respectively; two-tailed $t_{24}=0$; $P=0.99$). The majority of Latinx and East Asian cancer survivors indicated having access to a smartphone (13/15, 87%, and 10/11, 91%, respectively).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Latinx survivors (n=15)</th>
<th>East Asian survivors (n=11)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexican</td>
<td>8 (53)</td>
<td>— b</td>
<td></td>
</tr>
<tr>
<td>Cuban</td>
<td>2 (13)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>4 (27)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Honduran</td>
<td>1 (7)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Mainland Chinese</td>
<td>—</td>
<td>3 (27)</td>
<td></td>
</tr>
<tr>
<td>Taiwan Chinese</td>
<td>—</td>
<td>3 (27)</td>
<td></td>
</tr>
<tr>
<td>Hong Kong Chinese</td>
<td>—</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Korean</td>
<td>—</td>
<td>4 (36)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>49.73 (9.71)</td>
<td>55.91 (10.03)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Time since diagnosis (months), mean (SD)</strong></td>
<td>26.36 (12.64)</td>
<td>27.80 (25.10)</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Male</td>
<td>2 (13)</td>
<td>3 (27)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13 (87)</td>
<td>8 (73)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (20)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>High school degree</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1 (7)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>College degree</td>
<td>8 (53)</td>
<td>6 (55)</td>
<td></td>
</tr>
<tr>
<td>Professional or graduate degree</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>Geographic location, n (%)</strong></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>South</td>
<td>7 (47)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0 (0)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>4 (27)</td>
<td>4 (36)</td>
<td></td>
</tr>
<tr>
<td><strong>Generation status, n (%)</strong></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>First generation</td>
<td>12 (80)</td>
<td>10 (91)</td>
<td></td>
</tr>
<tr>
<td>Second generation</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Fourth generation</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Language spoken, n (%)</strong></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Heritage language only</td>
<td>12 (80)</td>
<td>4 (36)</td>
<td></td>
</tr>
<tr>
<td>English only</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>Both heritage and English</td>
<td>1 (7)</td>
<td>5 (45)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Single</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>10 (67)</td>
<td>7 (64)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (7)</td>
<td>2 (18)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Bereaved</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>Annual household income, n (%)</strong></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Variable</td>
<td>Latinx survivors (n=15)</td>
<td>East Asian survivors (n=11)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-------------------------</td>
<td>----------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Less than US $13k</td>
<td>7 (47)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>US $13k to $30k</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td>—</td>
</tr>
<tr>
<td>US $30k to $60k</td>
<td>4 (27)</td>
<td>3 (27)</td>
<td>—</td>
</tr>
<tr>
<td>US $60k to $100k</td>
<td>0 (0)</td>
<td>3 (27)</td>
<td>—</td>
</tr>
<tr>
<td>Greater than US $100k</td>
<td>1 (7)</td>
<td>2 (18)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Stage of cancer diagnosis, n (%)</td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>I</td>
<td>4 (27)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>6 (40)</td>
<td>3 (27)</td>
<td>—</td>
</tr>
<tr>
<td>III</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td>—</td>
</tr>
<tr>
<td>IV</td>
<td>0 (0)</td>
<td>2 (18)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (20)</td>
<td>3 (27)</td>
<td>—</td>
</tr>
<tr>
<td>Cancer type, n (%)</td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Breast</td>
<td>7 (47)</td>
<td>5 (45)</td>
<td>—</td>
</tr>
<tr>
<td>Blood</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Colorectal</td>
<td>3 (20)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Oral</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Skin</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Thyroid</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>0 (0)</td>
<td>3 (27)</td>
<td>—</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Treatment status, n (%)</td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Currently in treatment</td>
<td>5 (33)</td>
<td>5 (45)</td>
<td>—</td>
</tr>
<tr>
<td>In remission</td>
<td>9 (60)</td>
<td>6 (55)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Cancer treatment, n (%)</td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Chemotherapy only</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Radiation only</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Surgery only</td>
<td>2 (13)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Medication only</td>
<td>1 (7)</td>
<td>2 (18)</td>
<td>—</td>
</tr>
<tr>
<td>Chemotherapy, radiation, and surgery</td>
<td>5 (33)</td>
<td>5 (45)</td>
<td>—</td>
</tr>
<tr>
<td>Chemotherapy and radiation</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Chemotherapy and surgery</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Radiation and surgery</td>
<td>1 (7)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values for categorical variables are based on chi-square or Fisher’s exact test, and P values for continuous variables are based on two-tailed t tests.

<sup>b</sup>Not applicable.
who are from lower socioeconomic backgrounds. Because this source of recruitment for immigrant Latinx cancer survivors findings suggest that Facebook may be an especially effective household income than the East Asian cancer survivors. These heritage language (eg, Spanish) and reported a lower annual Latinx cancer survivors were more likely to speak only their immigrants, female, and had breast cancer diagnoses. However, Most of the Latinx and East Asian cancer survivors were recruited from Facebook enjoyed sharing their cancer experiences and reported their interest in participating in future research. This study demonstrated the feasibility and effectiveness of recruiting Latinx and East Asian cancer survivors via targeted advertisements on Facebook. With a focus on identifying cancer survivors who may benefit from participating in psychosocial intervention research (ie, within 5 years of cancer diagnosis), we examined their experience with our Web-based survey and their interest in participating in future research.

We found that the Facebook campaign was successful in recruiting a sample of Latinx and East Asian cancer survivors with different cancer diagnoses from various geographic regions of the United States. Latinx and East Asian cancer survivors recruited from Facebook enjoyed sharing their cancer experiences and reported their interest in participating in future psychosocial intervention studies ranging from Web-based focus groups to private emotional disclosure through writing or voice recording (eg, expressive writing interventions [16]). Furthermore, we found that all but 3 (23/26, 88%) participants had access to smartphones and, thus, could participate in Web-based or mobile-based psychosocial interventions that have become increasingly popular in recent years [17].

Most of the Latinx and East Asian cancer survivors were immigrants, female, and had breast cancer diagnoses. However, Latinx cancer survivors were more likely to speak only their heritage language (eg, Spanish) and reported a lower annual household income than the East Asian cancer survivors. These findings suggest that Facebook may be an especially effective source of recruitment for immigrant Latinx cancer survivors who are from lower socioeconomic backgrounds. Because this population represents a significantly understudied and underserved population with significant cancer health disparities [5], our findings build upon a growing number of studies that have demonstrated the success of using Facebook to recruit harder-to-reach medical populations [18].

A significant portion of potential participants did not participate in the Web-based survey after receiving the survey link in their emails. Although speculative, these participants may have submitted their emails on the spur of the moment after clicking the Facebook advertisement without carefully reading the study description and inclusion criteria on the website, and only later learned from the received email that they were ineligible. Alternatively, it is also possible that they had difficulty trusting the researchers and the email they received [9]. Although we included the affiliated university logo where possible (eg, on the Facebook ad and study website), the research team’s email used to send the survey link was not from a university-affiliated email address. Perhaps using a university-affiliated email address would have increased the participants’ trust and willingness to complete the survey. Nonetheless, we successfully recruited 11 East Asian and 15 Latinx cancer survivors in 48 consecutive days of recruitment. Notably, we only recruited through the paid Facebook advertisement platform and did not utilize other opportunities that were freely available on Facebook. For example, we did not manually post our ads on cancer-related Facebook pages and groups [19]. Researchers considering Facebook to recruit ethnic minority cancer survivors can potentially maximize their success by utilizing both free and paid advertisement strategies.

### Table 3. Participant experience with this study and willingness to participate in future research.

<table>
<thead>
<tr>
<th>Participant experience</th>
<th>Latinx (n=15)</th>
<th>East Asian (n=11)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived difficulty with study composite(^b), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I did not experience technical difficulty while participating in this research.</td>
<td>3.40 (0.63)</td>
<td>2.82 (0.87)</td>
<td>.06</td>
</tr>
<tr>
<td>Participating in this study was easy.</td>
<td>3.53 (0.52)</td>
<td>3 (0.78)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Participation enjoyment(^b), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I enjoyed the opportunity to share my feelings and experience about cancer in this research study.</td>
<td>3.40 (0.63)</td>
<td>3.27 (0.47)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Interest in future research composite(^b), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would like to participate in more research studies in the future.</td>
<td>3.47 (0.52)</td>
<td>3.27 (0.47)</td>
<td>.34</td>
</tr>
<tr>
<td>I would be willing to participate in a Web or phone interview with research staff.</td>
<td>2.93 (0.46)</td>
<td>3.09 (0.54)</td>
<td>.43</td>
</tr>
<tr>
<td>I would be willing to write about my cancer experiences in a private journal.</td>
<td>3 (0.54)</td>
<td>3 (0.63)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>I would be willing to speak about my cancer experiences by recording into a voice recorder.</td>
<td>2.87 (0.64)</td>
<td>2.64 (0.67)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Access to a smartphone, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (87)</td>
<td>10 (91)</td>
<td>—(^c)</td>
</tr>
<tr>
<td>No</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^{a}\)P values for categorical variables are based on chi-square or Fisher’s exact test, and \(P\) values for continuous variables are based on two-tailed t tests.

\(^{b}\)Likert ratings range from 1=“Strongly disagree” to 4=“Strongly agree”.

\(^{c}\)Not applicable.

### Discussion

#### Principal Findings

This study demonstrated the feasibility and effectiveness of recruiting Latinx and East Asian cancer survivors via targeted advertisements on Facebook. With a focus on identifying cancer survivors who may benefit from participating in psychosocial intervention research (ie, within 5 years of cancer diagnosis), we examined their experience with our Web-based survey and their interest in participating in future research.

We found that the Facebook campaign was successful in recruiting a sample of Latinx and East Asian cancer survivors with different cancer diagnoses from various geographic regions of the United States. Latinx and East Asian cancer survivors recruited from Facebook enjoyed sharing their cancer experiences and reported their interest in participating in future psychosocial intervention studies ranging from Web-based focus groups to private emotional disclosure through writing or voice recording (eg, expressive writing interventions [16]). Furthermore, we found that all but 3 (23/26, 88%) participants had access to smartphones and, thus, could participate in Web-based or mobile-based psychosocial interventions that have become increasingly popular in recent years [17].

Most of the Latinx and East Asian cancer survivors were immigrants, female, and had breast cancer diagnoses. However, Latinx cancer survivors were more likely to speak only their heritage language (eg, Spanish) and reported a lower annual household income than the East Asian cancer survivors. These findings suggest that Facebook may be an especially effective source of recruitment for immigrant Latinx cancer survivors who are from lower socioeconomic backgrounds.
Limitations
While we found support for the feasibility and effectiveness of recruiting East Asian and Latinx cancer survivors from Facebook, our study has several limitations. First, we did not include a direct comparison with traditional methods of recruitment (eg, physician referrals or flyerering), so we could not determine whether Facebook recruitment is a more efficient or cost-effective method than traditional methods. However, the costs of hiring research staff with language abilities to distribute flyers and screen potential participants are likely more expensive and time-intensive than the minimal time and personnel needed for recruitment through Facebook. Although we cannot speculate on the demographic similarities or differences between the East Asian and Latinx cancer survivors recruited through Facebook or in person, a growing number of studies have found minimal differences between Web-based and in-person recruitments [11]. However, the feasibility and effectiveness of recruiting through other social media platforms (eg, Craigslist) requires future testing. Moreover, given that the study was conducted through the Web, we could not verify the veracity of the information provided by the participants. It is also unclear whether participants who clicked on the ads and viewed the study page were eligible but not interested in participating or whether they were ineligible owing to having completed cancer treatment over 5 years ago. Lastly, given the focus on Chinese and Korean cancer survivors in this study, the generalizability of our findings to other Asian subgroups (eg, Filipino and Hmong) from Facebook remains to be tested.

Conclusions
The recruitment of ethnic minority cancer survivors into cancer research has been a longstanding issue. With the potential to address this problem, we found that Facebook was a feasible and effective platform for recruiting Latinx and East Asian cancer survivors who may be interested in future psychosocial intervention research. Facebook was successful in reaching participants with different cancer diagnoses who come from various geographic regions. Ethnic minority cancer survivors are regarded as a challenging population to recruit, partially owing to limited English proficiency and low socioeconomic status. The Latinx and East Asian cancer survivors who participated in this study reported favorable experiences with the Web-based survey and reported interest in participating in future research studies. Future research studies should compare demographic and psychosocial differences between participants recruited from traditional and Web-based sources.
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Abstract

Background: India is home to 20% of the world’s suicide deaths. Although statistics regarding suicide in India are distressingly high, data and cultural issues likely contribute to a widespread underreporting of the problem. Social stigma and only recent decriminalization of suicide are among the factors hampering official agencies’ collection and reporting of suicide rates.

Objective: As the product of a data collaborative, this paper leverages private-sector search engine data toward gaining a fuller, more accurate picture of the suicide issue among young people in India. By combining official statistics on suicide with data generated through search queries, this paper seeks to: add an additional layer of information to more accurately represent the magnitude of the problem, determine whether search query data can serve as an effective proxy for factors contributing to suicide that are not represented in traditional datasets, and consider how data collaboratives built on search query data could inform future suicide prevention efforts in India and beyond.

Methods: We combined official statistics on demographic information with data generated through search queries from Bing to gain insight into suicide rates per state in India as reported by the National Crimes Record Bureau of India. We extracted English language queries on “suicide,” “depression,” “hanging,” “pesticide,” and “poison.” We also collected data on demographic information at the state level in India, including urbanization, growth rate, sex ratio, internet penetration, and population. We modeled the suicide rate per state as a function of the queries on each of the 5 topics considered as linear independent variables. A second model was built by integrating the demographic information as additional linear independent variables.

Results: Results of the first model fit ($R^2$) when modeling the suicide rates from the fraction of queries in each of the 5 topics, as well as the fraction of all suicide methods, show a correlation of about 0.5. This increases significantly with the removal of 3 outliers and improves slightly when 5 outliers are removed. Results for the second model fit using both query and demographic data show that for all categories, if no outliers are removed, demographic data can model suicide rates better than query data. However, when 3 outliers are removed, query data about pesticides or poisons improves the model over using demographic data.

Conclusions: In this work, we used search data and demographics to model suicide rates. In this way, search data serve as a proxy for unmeasured (hidden) factors corresponding to suicide rates. Moreover, our procedure for outlier rejection serves to single out states where the suicide rates have substantially different correlations with demographic factors and query rates.

(J Med Internet Res 2019;21(1):e10179) doi:10.2196/10179
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Introduction

Background

According to the World Health Organization (WHO), close to 800,000 people die by suicide every year, with 78% of global suicides occurring in low- and middle-income countries [1]. Teenagers and young adolescents are particularly at risk, as suicide represents the second leading cause of death among 15-29-year-olds worldwide [1]. These concerning figures do not even fully capture the magnitude of the problem. The WHO estimates that good quality data on suicide exist for only 60 countries worldwide.

According to official statistics, India is home to 20% of the world’s suicide deaths [2], yet the issue attracts limited national public health attention [3]. In addition, statistics on suicides released by the Indian National Crime Records Bureau (NCRB) are insufficient to understand the magnitude of the problem. In 2013, the NCRB reported that 134,799 people died of suicide, making the suicide rate 11% of total deaths [4]. However, evidence from other studies shows that the NCRB’s suicide rate data are grossly underreported. For instance, the WHO reported 170,000 cases of suicide deaths in India, which is about 35,000 higher than the NCRB’s data [3]. Similarly, the Registrar General of India implemented a nationally representative mortality survey indicating that about 3% of the surveyed deaths (2,684 of 95,335) in individuals aged 15 years or older were due to suicide, corresponding to about 187,000 suicide deaths in India in 2010 (as reported in Patel et al [3]).

The factors contributing to these inconsistencies are likely manifold, including both data collection barriers and cultural challenges. The deep-rooted stigma associated with mental disorders, coupled with limited suicide prevention and mental health services, makes it difficult to address suicide as a major public health problem in India [5]. Until recently, suicide was a criminal offense in the country, likely compelling families to report suicides as death by an illness or accident so as to avoid punishment [6]. Moreover, analysis (if any) of suicide records is limited to demographic correlations. Patel et al [3], for instance, only focused on age and sex variables to analyze the survey findings.

Furthermore, there is little research on the important role played by stigma in suicide reporting in India, with the majority of the studies stressing the necessity of further research for a systematic assessment. Some existing studies, even if they do not provide a systematic assessment of the topic, report a connection between suicide reporting and stigma. Merriott [7], in a study of factors associated with the farmer suicide crisis in India, acknowledges the presence of stigma associated with suicide underreporting: “The NCRB figures, for which the studies in the introduction proposing an increasing farmer suicide rate come from, are considered significant underestimates as, for example, they only use police records to classify deaths, and due to the stigma associated with suicide in a country where it was illegal until a government decision in 2014.” Bhise and Behere [8] stress the presence of stigma related to mental illnesses and suicide prevention without proceeding to an assessment of stigma: “Creating a referral network of government and private hospitals and mental health professionals, training health professionals in identifying high-risk farmers, and strategies aimed at reducing stigma attached to mental illness will go a long way in suicide prevention.” Similarly, the study by Aggarwal [4] refers to the stigma related to suicidal behavior: “The anticipated changes as a result of this policy shift include: accurate reporting and recording of suicide as a cause of death, reduction in stigma associated with suicidal behavior and use of these figures to inform suicide prevention strategies.” A case study in Pakistan by Kahn et al [9] states that “the absence of systematic sampling of police data in societies with high social stigma will oversample people with severe mental illness, suggests selection bias and probably invalidates the results.” Kennedy et al [10] demonstrated higher levels of stigma and higher levels of suicide literacy in a study conducted in the Australian rural farming communities, suggesting how best practices can be adapted to improve stigma reduction and suicide prevention efforts.

Finally, a study by Armstrong and collaborators [11] focuses on how media reporting of suicide news in India performs against the WHO guidelines, stressing how strategies should be devised to boost the positive contribution that media can make to suicide reporting and prevention.

This paper seeks to contribute to this discussion by describing how data gaps in Indian suicide reporting can be filled through the creation of data collaboratives. Data collaboratives are “an emerging form of public-private partnership in which actors from different sectors exchange information to create new public value.” [12]. Data collaboratives are increasingly being tested as a means for improving evidence-based policy making and targeted service delivery around the world, including, notably, data-sharing arrangements between corporations and national statistical offices [13].

The main goal of this paper is to shed some light on the public health issues of suicides among the Indian population through the lens of Web data. Can data about Web-based information-seeking behavior help to study the determinants for suicides in the various Indian states? In particular, by combining official statistics on suicide with demographic information about the population and data generated through search queries on various keywords related to suicide, this paper seeks to: add an additional layer of information to more accurately represent the magnitude of the problem, determine whether search query data can serve as an effective proxy for studying factors contributing to suicide that are not represented in traditional datasets (eg, search queries for specific keywords related to means of suicide or to social factors that can influence the mental status of the person, such as economic difficulties or academic pressure for young people), and consider how data collaboratives built on search query data could inform future suicide prevention efforts in India and beyond.

What Is Known About Those Who Die by Suicide in India

The literature varies and sometimes offers a convoluted picture of who is at risk of dying by suicide, both in India and beyond. There seems to be a consensus that young people aged 15-29 years are particularly at risk. Patel et al [3] found that 40% of
suicides among men and 56% of suicides among women occurred between the ages of 15 and 29 years. However, while the prevalence of suicide among the young is generally accepted, the male-to-female suicide ratio in India varies greatly, ranging from 1.04 to 1.63 according to some studies [6], while official statistics from the NCRB show a male-to-female suicide ratio of 2:1. Patel et al [3], on the other hand, found an age-standardized rate per 100,000 people aged 15 years or older of 26.3 for men and 17.5 for women, demonstrating the need for more clarity. The paper also found that Indian boys and men had a 1.7% cumulative risk of dying by suicide between the ages of 15 and 80 years compared with a 1.0% risk among girls and women [4].

There exists a strong correlation between educational backgrounds and suicide risks, with the less educated accounting for 70.4% of suicide cases as recorded in the NCRB data [6]. Counterintuitively, suicide among students in India is also increasing, moving from 5.5% of total suicides in 2010 to 6.2% in 2013 [14].

Suicide rates vary by occupation [4]. Housewives accounted for about 18% of the total victims, while farmers comprised 11.9% of the total victims followed by those working in the private sector (7.8%), unemployed (7.5%), and those working in the public sector (7.8% and 2.2%, respectively). A study reported that approximately 16,000 farmers in India die by suicide every year [7]. Patel et al [3] found that about half of suicide deaths in India arose from poisoning, especially resulting from the ingestion of pesticides.

**Risk Factors**

Some population groups are more at risk than others. For example, a study shows that 27.2% of primary care patients suffer from depressive disorder, and 21.3% of them have attempted suicide, demonstrating how depression is 1 of the underlying factors that drives suicide [15].

Risk factors cut across geographical lines, with official statistics showing a significantly higher rate of suicide taking place in southern states, such as Tamil Nadu, Andhra Pradesh, Karnataka, Kerala, West Bengal, and Maharashtra, where 63.6% of suicide cases occurred [4]. South India is the area encompassing the Indian states of Andhra Pradesh, Karnataka, Kerala, Tamil Nadu, and Telangana as well as the union territories of Lakshadweep, Andaman and Nicobar Islands, and Puducherry, occupying 19% of India’s area and with about 18% of the total population of India.

These data paint a picture of the breadth and diversity of the suicide issue in India. But given the stigma associated with suicide, poor quality data, and the still-recent decriminalization of suicide attempts, these statistics confuse as much as they elucidate. The country’s underreporting challenge—and the likely neglect of certain population groups altogether—creates major challenges for meaningfully determining who is at risk.

**Internet Data as a Source for Health Information**

In response to the issue of suicide underreporting in India, this paper looks at a specific cohort of people (English-speaking internet users) to add another layer of understanding about those at risk of suicide. The majority (one-third) of internet users are young (18-35 years) [16], which coincides with the age group most at risk for suicides (15-29 years).

With its 360 million users (26% of the population), India is home to more internet users than any country save China [17]. Men dominate internet usage in India [18], with 71% to women’s 29%. Internet usage is more prevalent in northern (27%) and western states (25%) compared with the South (19%) and East (16%) [16]. Yet, not all Indians accessing the internet do so in English. The Indian Constitution recognizes 22 official languages, and the number of Indian-language internet users has grown dramatically over the years, surpassing English users: 234 million compared with 175 million, respectively.

Internet data have been used to monitor health behaviors for a variety of conditions ranging from infectious diseases [19-21] to mental health conditions [22]. Social media is one source of internet data that has provided several insights on suicides [23-25]. However, as opposed to social media, anonymous Web-based venues, especially search engines [26], allow people to seek information on sensitive topics. Monitoring such venues can, thus, offer a window into behaviors that are otherwise difficult to study. Specifically, in the case of suicides, social media has been used to detect suicidality [27], and search engine logs were utilized to analyze suicides in general [28-30] and the Werther Effect (copycat suicides) in particular [21]. Additionally, search volume for past versus future was shown to be a predictor of suicide rates in the United States [31].

Here we examine internet search engine logs for information about suicides. Search engine logs, as analyzed here, focus on a population of English-speaking people in India. The market share of Bing in India was reported to be around 7% at the time of data collection [32]. Moreover, as shown in Fisher and Yom-Tov [33], people seeking information on suicides via search engines are (at least in the United States) people who are contemplating suicide, not people who may necessarily die by suicide.

**Internet Search Queries as a Source for Suicide-Related Information**

This paper’s methodology, described below, builds on previous work leveraging search query data analysis. Numerous studies have found that search query data are reflective of behaviors in the physical world [34]. In the United States, for example, people searching for actionable information about suicides (how to kill themselves) correspond to the population that attempts suicide—but not the population that successfully suicides [33].

Several studies have analyzed Google Trends, an aggregate measure of search query volume, and found correlations between search queries for suicide and the rate of suicide. Gunn and Lester [28] found a correlation between the volume of queries about suicide and the actual number of suicides by analyzing search words and phrases like “how to suicide.” Hagihara et al [29] conducted a study in Japan that shows how suicide queries spike in the period before there is an increase in suicide rate [24]. This method was replicated in Taiwan and Australia, but those studies yielded contradicting results [28]. Other studies are most skeptical about the correlation between Google queries
and suicide rates, concluding that a tool to identify relevant search queries must be further developed to create a more precise modeling mechanism [35].

Finally, Kristoufek et al [36] studied how data on the number of Google searches for the terms “depression” and “suicide” in England related to the number of suicides between 2004 and 2013. The researchers found that estimates drawing on Google data were significantly more accurate than estimates relying on previous suicide data alone. Interestingly, their findings show that a greater number of searches for the term “depression” is related to fewer suicides, whereas a greater number of searches for the term “suicide” is related to more suicides, though the correlation is not extremely high ($R^2$ of about 0.4).

**Methods**

**Search Engine Data**

We extracted all English language queries from the Bing search engine submitted by people from India between November 2016 and February 2017 (inclusive). For each query, we recorded the time and date of the query, the state in India from where the user made the query, and the text of the query. The correlation between the number of queries per state and the population of that state multiplied by internet penetration provided a positive Spearman correlation ($p=0.93$, $P<0.001$).

The queries on 5 topics were identified by testing whether the text of the queries contained 1 or more of the inclusion terms in Table 1 and did not contain any of the exclusion terms. The inclusion terms were found by identifying the most common words and word pairs appearing in conjunction with the inclusion terms and identifying those that were unrelated to suicidal intentions.

**State Data on Suicide Rates**

The suicide rate per state was obtained from the latest available data, the 2014 Accidental Deaths & Suicides in India report from the NCRB [37] (see Multimedia Appendix 1).

**Demographic Data**

In the data analysis, we have included demographic information at the state level, including urbanization, growth rate, sex ratio, internet penetration, and population. Data were obtained as follows:

1. Sex ratio, population, urbanization, and growth rate: from Wikipedia [38].
3. Internet penetration: from data published by The Hindu newspaper [40].
4. Enrollment in higher education: gross enrollment ratio in higher education, available from the Statistical Year Book of India, 2016 [41].

**Statistical Modeling of Search Engine Data**

Data were analyzed for their temporal patterns (diurnal and weekly) as well as their variation by state. We modeled the reported suicide rate per state as a function of the fraction of queries on each of the 5 topics from each state. Thus, the dependent variable in our models was the expected number of suicides in each state, which is the product of the reported suicide rate multiplied by the size of the population. The independent variables included the fraction of queries (with respect to the number of internet users in the state) from each state for each topic. Outliers were removed using an iterative process: up to either 3 or 5 states were removed by finding the state which, if removed, increased model fit ($R^2$) by the greatest amount and repeating this process 3 or 5 times, as desired. The model used throughout is a linear model, unless otherwise stated. We report model fit for different levels of outlier rejection below.

**Risks and Data Responsibility**

To be clear, the use of data related to suicide, suicidal ideation, and mental health creates some level of risk across the data lifecycle. The analysis described in this paper adhered to strict data responsibility principles, ensuring that sensitive data were not shared or compromised and that aggregated rather than personally identifiable data informed our findings.

For the field at large, to effectively and legitimately leverage data collaboratives to improve public understanding of suicide rates and devise evidence-based prevention strategies, data responsibility methods and tools are needed for both sides of data-sharing arrangements.

**Table 1.** Exclusion and inclusion terms for each of the 5 topics related to suicides.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Inclusion terms</th>
<th>Exclusion terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>“depression,” “depressed”</td>
<td>^a</td>
</tr>
<tr>
<td>Hanging</td>
<td>“hang,” “hanging”</td>
<td>wall hanging,” “hanging garden,” “macrame”</td>
</tr>
<tr>
<td>Pesticide</td>
<td>“pesticide”</td>
<td></td>
</tr>
<tr>
<td>Poison</td>
<td>“poison”</td>
<td>poison ivy,” “poisonous snakes,” “poisoned thoughts,” “poison thoughts,” “food poisoning,” “hanging boobs,” “hanging lights”</td>
</tr>
</tbody>
</table>

^aNo exclusion terms considered.
The research that informed this paper is contributing to the development of data responsibility frameworks to aid the field in assessing if, when, and how data can be shared in a responsible manner as part of a data collaborative. This study is considered exempt by the Microsoft Institutional Review Board.

**Results**

**Temporal Analysis**

Figure 1 shows the percentage of queries about suicide, depression, and suicide methods as a function of the hour of the day and the day of the week. Days are numbered sequentially from Sunday (1) through Saturday (7). As these figures show, these queries broadly follow the baseline (all queries made in India). However, closer inspection reveals that relevant queries are approximately 20% less likely, compared with the baseline, during early morning hours and up to 15% more likely during the evening to late night hours. The largest difference between the baseline and relevant queries when stratified by day of the week is smaller than 5%.

**Using Query Data to Model Suicide Rate**

Table 2 shows the model fit ($R^2$) when determining the suicide rates from the fraction of queries in each of the 5 topics as well as the fraction of all suicide methods. States with <0.25% of the Indian population are excluded (n=20). As the table shows, the correlation increases significantly with the removal of even 3 outliers and improves slightly when 5 outliers are removed. In all cases, a statistically significant correlation is reached, but the best correlation is obtained for suicide methods (hanging, pesticide, and poison) and only to a lesser extent for depression. This indicates that people who are considering suicide are not only just asking about the term itself but also about possible precursors (depression) and methods of suicide.

We next analyzed the outliers and whether, given a model that was constructed after the exclusion of an outlier, more suicides would be modeled by query volume compared with official statistics, or vice versa. A negative outlier would, thus, indicate that more suicides are determined by the model according to the volume of queries in a topic than are reported by official data. A positive outlier would indicate the reverse: the official reported suicide rate is greater than that which would be inferred from the queries.

Analyzing the models after excluding 5 outliers per model, we find that there are slightly more negative outliers than positive ones: 16 negative outliers compared with 14 positive outliers.

![Figure 1. Diurnal and weekly patterns of relevant queries (suicide, depression, and suicide methods) compared to the baseline of all queries made in India.](image)

![Figure 1. Diurnal and weekly patterns of relevant queries (suicide, depression, and suicide methods) compared to the baseline of all queries made in India.](image)

![Table 2. Model fit for modeling the expected number of suicides in each state from the fraction of queries in each topic.](table)

<table>
<thead>
<tr>
<th>Query</th>
<th>$R^2$ (no outliers removed)</th>
<th>$R^2$ after removal of 3 outliers</th>
<th>$R^2$ after removal of 5 outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanging</td>
<td>0.29</td>
<td>0.49</td>
<td>0.65</td>
</tr>
<tr>
<td>Pesticide</td>
<td>0.16</td>
<td>0.71</td>
<td>0.80</td>
</tr>
<tr>
<td>Poison</td>
<td>0.33</td>
<td>0.65</td>
<td>0.72</td>
</tr>
<tr>
<td>All methods of suicide (hanging, pesticide, and poison)</td>
<td>0.47</td>
<td>0.68</td>
<td>0.80</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.13</td>
<td>0.65</td>
<td>0.79</td>
</tr>
<tr>
<td>Depression</td>
<td>−0.01</td>
<td>0.34</td>
<td>0.50</td>
</tr>
</tbody>
</table>

$^aR^2$: model fit.
Figure 2 shows the outliers. From this figure, it can be seen that the outliers are not distributed randomly; in all but 1 case, a state will either have all positive or all negative outliers. The states with most negative outliers are Jammu & Kashmir and Jharkhand (4 and 3 outliers, respectively), and the ones with most positive outliers are Telangana and Gujarat (5 and 4 outliers, respectively).

Our findings singled out 2 states, Jammu & Kashmir and Jharkhand, as having more queries indicative of suicide than would be expected, given the published suicide rates in these states. In contrast, Gujarat and Telangana have more reported suicides than modeled by search data.

Addition of Demographic Data to Query Data
Demographic data are correlated with suicide rate. Therefore, in this section, we investigate whether query data can add to the modeling of suicide rates, beyond what demographic data can provide. To overcome the dimensionality of additional variables, we employ a stepwise linear model, which selects the most significant variables under the criteria that the $P$ value for an $F$ test of the change in the sum of squared error is maximally reduced by adding a variable.

Figure 2. Maps showing states that are negative outliers (more suicides modeled by Web data than reported), left, and positive outliers (fewer suicides modeled by Web data than reported), right. Darker colors indicate that the state is an outlier in more terms.

Table 3. Model fit for the expected number of suicides in each state from the fraction of queries in each topic, with and without demographics, using a stepwise model.

<table>
<thead>
<tr>
<th>Query</th>
<th>Without demographic data</th>
<th>With demographic data</th>
</tr>
</thead>
<tbody>
<tr>
<td>R² after removal of 3 outliers</td>
<td>R² after removal of 3 outliers</td>
<td>R² after removal of 3 outliers</td>
</tr>
<tr>
<td>Hanging</td>
<td>0.28</td>
<td>0.49</td>
</tr>
<tr>
<td>Pesticide</td>
<td>0.16</td>
<td>0.71</td>
</tr>
<tr>
<td>Poison</td>
<td>0.33</td>
<td>0.65</td>
</tr>
<tr>
<td>All methods of suicide (hanging, pesticide, and poison)</td>
<td>0.47</td>
<td>0.68</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.13</td>
<td>0.34</td>
</tr>
<tr>
<td>Depression</td>
<td>-0.01</td>
<td>0.65</td>
</tr>
</tbody>
</table>

<sup>a</sup>R²: model fit.
<sup>b</sup>Cases where query data were not selected for inclusion in the model.
substantially different correlations with both demographic rejection serves to single out states where the suicide rates have corresponding to suicide rates. Second, our procedure for outlier search data serve as proxy for unmeasured (hidden) factors enhance the understanding of official suicide rates. In this way, biases. First, we used both search data and demographics to work, we, therefore, applied 2 tools that could mitigate these be susceptible to underreporting by statistical agencies. In our population using it. Similarly, official suicide statistics might be influenced and biased by the influenza to suicide. Here we use these data to model suicide rates in India. Internet data can be influenced and biased by the population using it. Similarly, official suicide statistics might be susceptible to underreporting by statistical agencies. In our work, we, therefore, applied 2 tools that could mitigate these biases. First, we used both search data and demographics to enhance the understanding of official suicide rates. In this way, search data serve as proxy for unmeasured (hidden) factors corresponding to suicide rates. Second, our procedure for outlier rejection serves to single out states where the suicide rates have substantially different correlations with both demographic factors and query rates. To emphasize the difference between these 2 influences, consider the following simplifying cases as clarifying examples: First, suppose that in 1 state there exists a population where people kill themselves by suicide but does not use the internet to search for it beforehand. In that case, such a state would be identified as an outlier in our data. Similar cases would occur if there is underreporting in the state or some demographic factor not included in the model that does not influence the search queries. In this case, the state would be highlighted as a positive outlier. On the other hand, if a demographic factor that is unavailable to the model can help understand suicide rates and search queries are influenced by this factor, they will serve as a proxy to suicide rates and will improve model correlations. We believe that in the data analyzed, a mix of these effects is at work. Specifically, some (mostly agricultural states) were found to be negative outliers; in those states, it might be that a population who does not use the internet or the Bing search engine are those among which more suicides are reported. Similarly, several states were identified as positive outliers, suggesting that in those states, underreporting might be occurring, or there might be some other social or demographic factor at play that is not captured by the model and by the search queries activity. We do not know exactly which of these effects are at play. Thus, further investigation will be needed to disentangle social factors from actual suicide underreporting.

**Table 3** shows the model fit for models using solely query data and for models using both query data and demographic data. States with less than 0.25% of the Indian population are excluded (n=20). The variables selected when using just demographic data are urbanization rate and sex ratio, both positively correlated with suicide rates. Table 3 shows that for all categories, if no outliers are removed, demographic data can model suicide rates better than query data. However, when 3 outliers are removed, query data about pesticides or poisons becomes significant (fourth column) and improves the model over using only demographic data.

Using both demographics and query data, the outlying states for pesticides are all negative (more suicides modeled by Web data than reported), namely, Andhra Pradesh, Kerala, and Punjab. The outliers for poison are Telangana (positive), Delhi (negative), and Jharkhand (negative). Thus, the sole positive outlier is the same as using query data alone.

Comparing the outliers we obtained with the query data only with those obtained when including the demographics data, results are rather similar (Table 4). We report only outliers for pesticides and poison because these are the only keywords for which query data were selected for inclusion in the model.

**Discussion**

Internet search data have been shown in previous work to serve as a proxy for many health-related behaviors, enabling the measurement of rates of different conditions ranging from influenza to suicide. Here we use these data to model suicide rates in India. Internet data can be influenced and biased by the population using it. Similarly, official suicide statistics might be susceptible to underreporting by statistical agencies. In our work, we, therefore, applied 2 tools that could mitigate these biases. First, we used both search data and demographics to enhance the understanding of official suicide rates. In this way, search data serve as proxy for unmeasured (hidden) factors corresponding to suicide rates. Second, our procedure for outlier rejection serves to single out states where the suicide rates have substantially different correlations with both demographic factors and query rates. To emphasize the difference between these 2 influences, consider the following simplifying cases as clarifying examples: First, suppose that in 1 state there exists a population where people kill themselves by suicide but does not use the internet to search for it beforehand. In that case, such a state would be identified as an outlier in our data. Similar cases would occur if there is underreporting in the state or some demographic factor not included in the model that does not influence the search queries. In this case, the state would be highlighted as a positive outlier. On the other hand, if a demographic factor that is unavailable to the model can help understand suicide rates and search queries are influenced by this factor, they will serve as a proxy to suicide rates and will improve model correlations. We believe that in the data analyzed, a mix of these effects is at work. Specifically, some (mostly agricultural states) were found to be negative outliers; in those states, it might be that a population who does not use the internet or the Bing search engine are those among which more suicides are reported. Similarly, several states were identified as positive outliers, suggesting that in those states, underreporting might be occurring, or there might be some other social or demographic factor at play that is not captured by the model and by the search queries activity. We do not know exactly which of these effects are at play. Thus, further investigation will be needed to disentangle social factors from actual suicide underreporting.

Cases in point are Telangana and Andhra Pradesh. The former was recently separated from the latter and declared an independent state. Both are states where agriculture is a major industry and, thus, where farmer suicides may be expected. However, the first of these was identified as a positive outlier (where fewer suicides were modeled based on query data) whereas the latter was identified as the opposite, for both models. Several explanations may be offered for this difference. First, Telangana has registered more suicides due to poverty and unemployment [37]. Second, Telangana has a higher urbanization rate compared with Andhra Pradesh (39% and 30%, respectively). Third, Telangana has a higher education rate (35% vs 29%). Both variables are taken into account by **Table 4.** Outliers (with the rejection of 3 states; the direction of outliers is in parentheses) for pesticides and poison queries for models that use demographic data and query data and for models that only use query data. + and – indicate positive and negative directions, respectively.

<table>
<thead>
<tr>
<th>Query</th>
<th>Demographics + query data model</th>
<th>Query data only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pesticides</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Andhra Pradesh</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Kerala</td>
<td>–</td>
<td>N/A</td>
</tr>
<tr>
<td>Punjab</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Jammu and Kashmir</td>
<td>N/A</td>
<td>–</td>
</tr>
<tr>
<td>Poison</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telangana</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Delhi</td>
<td>+</td>
<td>N/A</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>N/A</td>
<td>+</td>
</tr>
</tbody>
</table>

*Note:* N/A: not applicable.
the demographics and could, thus, show a higher suicide rate in Telangana than is expected solely from query data. This is coupled with the fact that Telangana has recorded a recent increase in student suicides [42]. Finally, in an attempt to curb farmer suicides, Digital India has improved access to information by providing farmers with internet access [43], a factor which may have contributed to a higher than expected rate of queries from farmers in our data.

Regarding methods of suicide, queries for 2 methods were found to improve the modeling of suicide rate over demographics. Interestingly, searches for depression or the phrase “suicide” did not. This result has an important implication: efforts to model the incidence of suicide toward taking preventative action are more likely to find success if they focus on queries about specific methods of suicide as opposed to keywords related to depressive symptoms or the concept of suicide more generally.

Most internet search engines nowadays provide information on helpline numbers in highlighted information boxes above search results when users search for information on suicides. Such pointers to crisis support, particularly in smartphone apps, have been shown to be effective in some studies [44]. Our data on the diurnal variations and weekly variations of queries can help guide the staffing of suicide prevention helplines. Moreover, to the best of our knowledge, these boxes are only displayed when people explicitly search for the term “suicide.” Our results suggest that future research should investigate the display of these boxes also in cases where people search for methods of suicide. However, it is unclear how to distinguish between searches of methods that are related to suicides and those that are not (eg, a farmer searching for information on pesticides). Public awareness campaigns may be a driver of people searching for information about suicides. However, in the data analyzed, we found that searches for methods of suicide are better correlated with the suicide rate. We suggest that this shows that our data are not affected by such exogenous factors. We also suggest that additional research is needed to explore the feasibility of creating new recommendations on the sale of pesticides in India, particularly for sales to young people.

Building on this work and drawing upon cross-sector data, including but not limited to search queries, we are conducting research aimed at increasing our understanding of the drivers of suicide among young people in India, how those drivers differ across regions, and how those findings can inform suicide prevention efforts in the country going forward.
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Abstract

Background: Cancer poses a serious threat to the health of Chinese people, resulting in a major challenge for public health work. Today, people can obtain relevant information from not only medical workers in hospitals, but also the internet in any place in real-time. Search behaviors can reflect a population’s awareness of cancer from a completely new perspective, which could be driven by the underlying cancer epidemiology. However, such Web-retrieved data are not yet well validated or understood.

Objective: This study aimed to explore whether a correlation exists between the incidence and mortality of cancers and normalized internet search volumes on the big data platform, Baidu. We also assessed whether the distribution of people who searched for specific types of cancer differed by gender. Finally, we determined whether there were regional disparities among people who searched the Web for cancer-related information.

Methods: Standard Boolean operators were used to choose search terms for each type of cancer. Spearman’s correlation analysis was used to explore correlations among monthly search index values for each cancer type and their monthly incidence and mortality rates. We conducted cointegration analysis between search index data and incidence rates to examine whether a stable equilibrium existed between them. We also conducted cointegration analysis between search index data and mortality data.

Results: The monthly Baidu index was significantly correlated with cancer incidence rates for 26 of 28 cancers in China (lung cancer: $r=0.80$, $P<0.001$; liver cancer: $r=0.28$, $P=0.016$; stomach cancer: $r=0.50$, $P<0.001$; esophageal cancer: $r=0.50$, $P<0.001$; colorectal cancer: $r=0.81$, $P<0.001$; pancreatic cancer: $r=0.86$, $P<0.001$; breast cancer: $r=0.56$, $P<0.001$; brain and nervous system cancer: $r=0.63$, $P<0.001$; leukemia: $r=0.75$, $P<0.001$; Non-Hodgkin lymphoma: $r=0.88$, $P<0.001$; Hodgkin lymphoma: $r=0.91$, $P<0.001$; cervical cancer: $r=0.64$, $P<0.001$; prostate cancer: $r=0.67$, $P<0.001$; bladder cancer: $r=0.62$, $P<0.001$; gallbladder and biliary tract cancer: $r=0.88$, $P<0.001$; lip and oral cavity cancer: $r=0.88$, $P<0.001$; ovarian cancer: $r=0.58$, $P<0.001$; larynx cancer: $r=0.82$, $P<0.001$; kidney cancer: $r=0.73$, $P<0.001$; squamous cell carcinoma: $r=0.94$, $P<0.001$; multiple myeloma: $r=0.84$, $P<0.001$; thyroid cancer: $r=0.77$, $P<0.001$; malignant skin melanoma: $r=0.55$, $P<0.001$; mesothelioma: $r=0.79$, $P<0.001$; testicular cancer: $r=0.57$, $P<0.001$; basal cell carcinoma: $r=0.83$, $P<0.001$). The monthly Baidu index was significantly correlated with cancer mortality rates for 24 of 27 cancers. In terms of the whole population, the number of women who searched for cancer-related information has slowly risen over time. People aged 30-39 years were most likely to use search engines to retrieve cancer-related knowledge. East China had the highest Web search volumes for cancer.
Conclusions: Search behaviors indeed reflect public awareness of cancer from a different angle. Research on internet search behaviors could present an innovative and timely way to monitor and estimate cancer incidence and mortality rates, especially for cancers not included in national registries.

(J Med Internet Res 2019;21(1):e10677) doi:10.2196/10677
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Introduction

Cancer affects people of all socioeconomic levels all over the world [1,2]. The global burden of cancer is increasing [3]. The population of China accounts for 19.3% of the global population, and the incidence of cancer accounts for 22% of global cancer incidence, ranking first in the world. Cancer deaths in China account for about 27% of global cancer deaths. Cancer mortality in China is also higher than the global average of 17% [4,5]. There is a growing demand for knowledge about cancers, but the registration of cancer cases in China requires complicated procedures (Figure 1) [6]. Traditional epidemiologic methods usually have a 3-year delay until incidence and mortality data are publicly reported due to the time required for data collection, compilation, quality control, and dissemination [7-9]. However, because nonmelanoma skin cancers (basal cell carcinoma and squamous cell carcinoma) are relatively nonlethal and curable by surgery, they are not covered by national surveillance and lack corresponding epidemiological data [10]. Given the inadequacy of traditional methods and the absence of data sources, internet search data can be used to estimate the characteristics of diseases [11].

Today, social media and medical forums are rapidly spreading, and internet users are increasingly exchanging health-related information. When people feel ill or have early symptoms, they may tend to first look for relevant health information on the internet for self-assessment. Some studies have improved the surveillance of epidemics and examined public interest in multiple health topics by monitoring the search behaviors of millions of users and conducting data mining through Google [12]. Other studies have tried to identify medication concerns, examine patient experience sentiments, and understand public perceptions by text mining social network data (eg, Facebook and Twitter) [13,14]. Studies have found that about 63% of cancer patients use the internet to retrieve cancer-related information [15-17]. A significant number of cancer patients utilize the internet to collect information about their respective diagnoses. A substantial number of cancer patients utilize the internet to gather information about their course of disease development [18]. It is becoming increasingly clear that the internet is a frequent source of information in our society for patients with cancer [19]. Compared with the past, at present, more Chinese internet users choose to retrieve information from the internet to obtain diagnosis and treatment information [20]. In addition to the patients themselves, friends and family members look for disease information using search engines, apps, and other resources, which are often designed to provide potentially helpful suggestions [21]. Studies in the United States have found a positive correlation between Google search volume and cancer incidence and mortality [22,23]. With the advancement of methodologies using “Big Data,” researchers are able to track diseases by the use of common internet search engines as a real-time tool [24]. Web search content is publicly available worldwide, providing valuable data for research, including health-related topics [25].

In this study, we tracked and monitored the Baidu index [26] and the search behaviors of Chinese internet users to explore public search interest in cancers. We also explored whether gender, age, and regional differences existed in search behaviors. We hypothesized that internet search volumes can reflect the disease characteristics of cancer (such as incidence and mortality) and provide an additional means of cancer surveillance in China.
Methods

Cancer Data

National-level incidence and mortality rates of cancers in China were obtained for the period 2011-2016 from the Global Burden of Disease database, which is publicly available [27]. For this study, we selected 28 types of cancer, including lung cancer, liver cancer, stomach cancer, esophageal cancer, colon and rectal cancer, pancreatic cancer, breast cancer, brain and nervous system cancer, cervical cancer, prostate cancer, nasopharynx cancer, bladder cancer, gallbladder and biliary tract cancer, lip and oral cavity cancer, ovarian cancer, larynx cancer, kidney cancer, testicular cancer, uterine cancer, thyroid cancer, multiple myeloma, leukemia, Non-Hodgkin lymphoma, malignant skin melanoma, Hodgkin lymphoma, mesothelioma, basal cell carcinoma, and squamous cell carcinoma. We also obtained the incidence and mortality rates of cancers according to gender, although mortality rates for basal cell carcinoma were missing. Due to the lack of monthly data for incidence and mortality rates, we used annual incidence and mortality rates for each cancer instead.

Web Search Data

This study mainly considered cancer search index values from Chinese search engines. The Baidu index was used as the entry point to launch the corresponding research [26]. Among Chinese search engine users (searches are usually conducted in Chinese), Baidu accounts for 92.1% of searches, followed by Haosou [28] and Sougou [29]. Regarding mobile search engines, the brand performance is the same: Baidu ranks first with 93.1% of the use rate. Baidu is a well-known Chinese search engine with powerful real-time functions [30]; it holds a strong position in China. Baidu is a very large information resource-sharing platform that Chinese netizens depend on. The Baidu index has proven to be a useful indicator of public interest in and awareness of health-related topics [31,32]. We assumed the Baidu index could best represent the retrieval preferences of Chinese internet users.

The Baidu index derives from search frequencies on the Baidu search engine; it is calculated and displayed based on the search volumes of specific keywords entered by users [33]. We entered the search terms for cancers according to the settings in the Baidu index to obtain the monthly total search index values of all cancers from January 2011 to December 2016. The daily
Baidu index is the weighted sum of the search frequency for a keyword based on its daily search volume on Baidu. The monthly Baidu search index value is the average of the total daily search index values in a month. We also obtained gender, age, and regional distribution data for people who retrieved cancer information online.

**Search Terms**

In this study, cancer awareness was examined on the basis of the general population’s ability to seek information on or pay attention to the disease. Because Baidu is a Chinese search engine, the search terms are all expressed in Chinese characters. Given the diverse meanings of Chinese characters, in addition to their formal Chinese names, some cancers have various synonyms. All their formal Chinese names were referenced to the International Classification of Diseases for Oncology. Therefore, we selected both the formal Chinese names and common terms for various cancers while searching. Standard Boolean operators were used to combine terms. The search index value for each cancer could be incorporated into five keywords, and the selected terms were not searched in quotes. For most cancers, we used two or more search terms in Chinese to cover as many synonyms as possible.

The Baidu index covers the function of keyword analysis, which is the process of scientifically determining keywords based on the mode through which the searchers initiate a search request. According to the time period of the research (January 2011 to December 2016), the Baidu index system automatically analyzed the flow and trend of keywords imported in the Baidu search engine. We first entered the formal Chinese names of various cancers as keywords. The keyword analysis function automatically generated a corresponding number of related words and the search demand of the related words themselves. These words could be used as search terms to reflect people’s retrieval needs. The function of keyword analysis helped us screen the search terms preliminary. We also conducted different retrieval methods for keyword selection to make the process more rigorous. We conducted comparative retrieval, cumulative retrieval, and combined retrieval for keywords and related words. Comparative retrieval aims to separate different keywords with commas among multiple words, which can realize the comparative query of keyword data. Cumulative retrieval indicates that among different keywords, different keywords are connected by a plus sign, and the addition of different keyword data can be realized. The aggregated data are presented as a combination of keywords. Combined retrieval is a combination of “comparative retrieval” and “cumulative retrieval.” Subsequently, the search terms of each cancer can be determined.

For non-Hodgkin lymphoma, we also added the more common term “lymphoma” because that search term is twice as common as “non-Hodgkin lymphoma,” and approximately 90% of lymphomas are non-Hodgkin lymphoma [34,35]. For prostate cancer, larynx cancer, Hodgkin lymphoma, and mesothelioma, we only used one search term, since their synonyms were not included in the Baidu index. We were unable to include their synonyms because they lacked unifying search terms with adequate search data for the analysis. Multimedia Appendix 1 shows all the search terms.

**Statistical Analysis**

First, we performed the Spearman correlation analysis to evaluate the relationship between the known cancer incidence and mortality rates for all cancer types and the Baidu index for the period 2011-2016. The distribution of the original variables is not required in the Spearman correlation analysis, as it is a nonparametric statistical method, and the scope of application is wider; thus, statistical significance was set as .05 (two-sided test).

Second, we used the Engel-Grange test to determine whether there was cointegration or long-term association between the three indicators. We defined the search index values and the incidence and mortality rates for each type of cancer over the past 6 years as time-series data. To eliminate heteroscedasticity in the time series, in the first step, we obtained the log version of the Baidu index, and incidence and mortality rates [36]. The advantage of this step is that data with large spacing can be converted into data with small spacing. Thereafter, we used unit root tests to examine whether the time series of the Baidu index for cancer searches and the time series for cancer incidence and mortality rates were stationary. If the three time series were all stationary at the same level, we estimated cointegration using ordinary least squares. We performed two types of cointegration analysis. Baidu index for cancer searches was used as the independent variable. The cancer incidence rate and cancer mortality rate were used as the dependent variable separately. In the third step, we used unit root test to test whether the residual series of the cointegrating regression model was stationary, which would show that the time series variables were cointegrated.

Statistical analysis was conducted using IBM SPSS (version 22.0, IBM Corporation, Armonk, NY), EViews (version 8, IHS Global Inc, London, United Kingdom), and R project (version 3.4, R Development Core Team, Vienna, Austria). We used Tableau (version 2018.3, Tableau Software, Seattle, WA) to conduct statistical analysis and create figures.

**Results**

**Incidence and Mortality Rates of Cancers in China**

We obtained the cancer incidence and mortality rates from 2011 to 2016 using data from the Global Burden of Disease database [27]. We illustrated the differences in the incidence and mortality rates of 28 cancers in China as well as the differences between men and women in 2016 (Figures 2, 3, and 4).
Figure 2. Incidence and mortality rates of cancers in China, 2016. Data were obtained from the Global Burden of Disease database. The blue signs represent incidence rates and the red signs represent mortality rates.

Figure 3. Incidence and mortality rates of cancers in China among men in 2016. The blue signs represent incidence rates and the red signs represent mortality rates.
**Figure 4.** Incidence and mortality rates of cancers in China among women in 2016. The blue signs represent incidence rates and the red signs represent mortality rates.

**Trends in Web-Based Data, Cancer Incidence, and Mortality Rates**

Figure 5 shows a times series of the Baidu index and the incidence and mortality rates for the top five most common cancers in China. The remaining cancer types are shown in the Multimedia Appendix 2. The search index for these cancers is relatively flat at first, eventually showing a fluctuating trend over time. For multiple myeloma, part of the figure shows a “W” shape during this time, indicating significant fluctuation in the search index values. For mesothelioma, part of the figure shows a “V” shape, representing one search valley. For malignant skin melanoma, the monthly Baidu search index values showed a downward trend at first. From January 2015 to April 2016, the search trends of non-Hodgkin lymphoma and Hodgkin lymphoma showed consistent changes in volatility. Overall, searches for cancer terms showed an upward trend. At the same time, single or multiple peaks emerged in the fluctuation. The Baidu index data for breast cancer reached a peak in 2015; the search index value reached a maximum of 32,284 and the search frequency suddenly increased dramatically. A similar trend was observed for testicular cancer in November 2016, although the average search index was high. The trend values for uncommon cancers were relatively volatile.
Figure 5. Time series of search index values and incidence and mortality rates (top five most commonly occurring cancers).

Gender Differences
For Hodgkin lymphoma, gender percentage data were missing before May 2015. The incidence and mortality rates of brain, nervous system, thyroid, gallbladder, and biliary tract cancers were found to be higher for women than for men. Incidence and mortality rates of female-specific cancers (breast, cervical, and uterine cancers) were also higher than those of male-specific cancers (prostate and testicular). Other cancers had higher incidence and mortality rates among men than among women. Incidence and mortality rates have increased annually among both men and female for lung cancer, liver cancer, colorectal cancer, pancreatic cancer, brain and nervous system cancer, non-Hodgkin lymphoma, prostate cancer, bladder cancer,
gallbladder and biliary tract cancer, lip and oral cavity cancer, ovarian cancer, kidney cancer, multiple myeloma, and malignant skin melanoma. Relatively, men paid more attention to search terms related to these cancers than women. In terms of the whole population, the number of women who searched for cancer-related information has slowly risen since 2015, while the number of men has shown a downward trend. This trend is even more obvious for female-specific cancers such as breast, cervical, ovarian, and uterine cancers. Initially, more men searched for terms related to breast cancer, but over time, an increasing number of women searched for such terms. More men paid attention to prostate and testicular cancers than women (Figure 6, Multimedia Appendix 2).

**Figure 6.** Incidence, mortality, and search distribution of cancers divided by gender (top five most commonly occurring cancers). The percentile chart represents the change from September 2013 to September 2016.
Age Distribution

Figure 7 and Multimedia Appendix 2 show the age distribution for cancer-related searches from 2013 to 2016 in China. As Figure 7 shows, the age group of 30-39 years was the largest search group for each cancer type, and the group aged over 50 years was the smallest. The proportion of the age groups of 30-39 years and 40-49 years increased over the last 4 years of the study period. The remaining age groups showed an opposite trend.

Figure 7. Age distribution of the searchers from 2013 to 2016 (top five most commonly occurring cancers).
Regional Distribution

Figure 8 shows the rankings of regional cancer search index values from 2013 to 2016 in 31 Chinese provinces and cities. Ranking was determined by the size of the web search volumes. In the heat maps, Guangdong Province shows the highest search index value and Tibet shows the lowest. For the top five cancer types, search values were the highest in eastern China (Shanghai, Jiangsu Province, Zhejiang Province, Anhui Province, Fujian Province, Jiangxi Province, and Shandong Province) and the lowest in northwestern China (Shaanxi Province, Gansu Province, Qinghai Province, the Ningxia Hui autonomous region, and the Xinjiang Uygur autonomous region). North, south, central, southwest, and northeast China were ranked second to sixth, respectively, in the search index values.

Table 1. Correlation coefficients between search index values, incidence rate of cancers, and mortality rate of cancers.

<table>
<thead>
<tr>
<th>Cancer</th>
<th>Correlation between search index values and incidence rate</th>
<th>Correlation between search index values and mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$ (correlation coefficient)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Liver cancer</td>
<td>0.28</td>
<td>.02</td>
</tr>
<tr>
<td>Stomach cancer</td>
<td>0.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>0.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Colon and rectal cancer</td>
<td>0.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pancreatic cancer</td>
<td>0.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Leukemia</td>
<td>0.75</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Brain and nervous system cancer</td>
<td>0.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cervical cancer</td>
<td>0.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hodgkin lymphoma</td>
<td>0.88</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>0.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nasopharynx cancer</td>
<td>0.08</td>
<td>.51</td>
</tr>
<tr>
<td>Bladder cancer</td>
<td>0.62</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gallbladder and biliary tract cancer</td>
<td>0.88</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lip and oral cavity cancer</td>
<td>0.88</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ovarian cancer</td>
<td>0.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Larynx cancer</td>
<td>0.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Kidney cancer</td>
<td>0.73</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Squamous cell carcinoma</td>
<td>0.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uterine cancer</td>
<td>0.04</td>
<td>.73</td>
</tr>
<tr>
<td>Multiple myeloma</td>
<td>0.84</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thyroid cancer</td>
<td>0.77</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Malignant skin melanoma</td>
<td>0.55</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hodgkin lymphoma</td>
<td>0.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mesothelioma</td>
<td>0.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Testicular cancer</td>
<td>0.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Basal cell carcinoma</td>
<td>0.83</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Not available.

Correlation Analysis

Table 1 shows the correlation coefficients between actual incidence rates and the relative Baidu index for 28 cancers in China. We found statistically significant correlations between incidence rates and the relative Baidu index for 26 cancers (nasopharynx cancer and uterine cancer did not show such correlations).

Table 1 also shows the correlation coefficients between actual mortality rates and the relative Baidu index for these cancers. Stomach cancer, esophageal cancer, and testicular cancer did not show statistically significant correlations with mortality rates. For leukemia, uterine cancer, and Hodgkin lymphoma, the relative Baidu index was negatively correlated with cancer mortality rates.

Cointegration Analysis

Augmented Dickey-Fuller unit root test was used to examine the stationarity of the time series. Schwarz information criterion was used to determine lag length automatically. We first made logarithmic changes to the three indexes. After transformation, the series were all stationary at the first difference (Multimedia Appendix 3). Since the series were found to be stationary at the same level, the three variables satisfied the precondition of cointegration and were checked for a long-term cointegration relationship. The result of the cointegration (Engle-Granger) test showed cointegration between variables for the Baidu index.
and incidence rates at the first difference (Multimedia Appendix 4). The cointegration test also showed cointegration between variables for the Baidu index and mortality rates at the first difference (Multimedia Appendix 5).

Discussion

Principal Findings

For most cancers, the Baidu index was positively correlated with cancer incidence rates. For several cancers including lung cancer, liver cancer, stomach cancer, colon and rectal cancer, breast cancer, prostate cancer, brain and nervous system cancer, cervical cancer, pancreatic cancer, non-Hodgkin lymphoma, bladder cancer, nasopharynx cancer, lip and oral cavity cancer, kidney cancer, thyroid cancer, squamous cell carcinoma, larynx cancer, ovarian cancer, gallbladder and biliary tract cancer, multiple myeloma, malignant skin melanoma and mesothelioma, the Baidu index was positively correlated with cancer mortality rates. The results suggest that the search engine data can reflect actual prevalence to some extent. Such data sources might be particularly useful when real-time information is required or missing (eg, mortality rate of basal cell carcinoma is lacking), considering that there is often a lag of several years in the publication of cancer registration data. The results of this study suggest that we should study and make use of Web-based data and publicly available information regarding people’s interest in health topics to estimate cancer trends. Although most cancers examined in this study showed statistically significant correlations of the Baidu index with incidence and mortality rates, nasopharynx, uterine, stomach, esophageal, and testicular cancers did not show such correlations. This is probably attributable to various public health-related phenomena that may increase search volumes independent of disease metrics, such as the National Cancer Prevention Week held by the China Anti-Cancer Association (April of each year) or appearance of reports of cancer among public figures. After launch of a public health campaign for a disease, the information-search behavior associated with the disease will also increase [37]. For example, during the US annual breast cancer awareness campaign in October, online activity was stimulated and the number of Google searchers for “breast cancer” increased significantly [22,38]. For leukemia, uterine cancer, and Hodgkin lymphoma, the relative Baidu index was negatively correlated with cancer mortality rates. The possible reason for this might be the differences in the amount of data. The search index values for these three cancers gradually increased with time and showed large absolute values (Multimedia Appendix 2), and their mortality rates were low and stable over time. The trend of search engine search terms may be affected by other factors such as public panic [39]. Owing to the convenient use of the internet and the reports on internet media, people are more familiar with the three abovementioned cancers. Similarly, interest in breast cancer increased in January 2015 in China, perhaps because of the death of the well-known singer Beina Yao due to breast cancer.

In terms of the gender distribution of the search population, there were initially more men than women in our study. This could be attributable to gender differences in the disease burden pattern. For example, men are more susceptible than women to various deadly diseases, including cancer [40,41]. The gradual increase in the percentage of women searching for cancer-related information (especially for breast, ovarian, and uterine cancers) reflects increased health awareness among women. For other cancers, the gender structure of internet users tended to be balanced and basically consistent with the sex ratio of the population. In the process of obtaining search index data, we also found that people aged over 50 years were most prone to cancer among all age groups. The proportion of this age group among people who search online for cancer-related information is low, because they are less familiar with mobile devices and internet use [42]. Therefore, cancer-prevention initiatives should pay more attention to this age group to help them understand the relevant information. China is a vast and diverse country, with a population of more than 1.3 billion people. Regional differences were also found in search volumes, which could stem from regional disparities in demographic and socioeconomic conditions, education, and health literacy. For example, eastern China ranks first in search volumes, whereas less developed areas such as the northwest ranked last. People in densely populated and economically developed cities in eastern China had better internet access and higher health awareness. They search for health information more frequently than people in sparsely populated and developing cities. Local authorities should make efforts to ensure that online health information is accessible to the public, especially in economically underdeveloped areas.

Given the nonstandard treatments and other related issues, cancer diagnoses in China are generally made late, and the survival rates are not high [7]. Establishing effective cancer-control measures has thus become an important public health issue in China. Studies have shown that tracking and monitoring search index values as well as text mining on social media can provide new ways to study public concerns about cancer and information-seeking behaviors [12]. Web search content could provide valuable data for research on cancer-related topics [43,44].

Norman and Skinner defined eHealth literacy as “The ability to search, understand, and evaluate health information on electronic resources, and harnessing the information they receive to address and solve health problems”. As the content of health literacy continued to expand, Norman and Skinner proposed that electronic health literacy is a combination of different abilities, which can be divided into two types: traditional literacy vs computing ability, media literacy, and information literacy. Computer literacy, scientific literacy, and health literacy refer to the ability to deal specifically with problems in specific areas [45,46]. At present, there is little research in China on cancer-related electronic health literacy (or health literacy, in general) despite the fact that public retrieval of cancer-related health information indirectly reflects individual levels of electronic health literacy. It is necessary to enhance the efficiency of prevention and early diagnosis for patients with cancer or the general population by online information transmission. Collection of real-time relevant search data from search engines provides a new way for cancer prevention and control.
Research on attention paid to health information in the Web as well as population characteristics can help estimate some indicators of diseases among the population, which can help improve the allocation of health resources and implementation of effective public health measures. This could also help medical providers who are facing various challenges including understanding characteristics of patients who use the internet, the reasons for utilizing the internet, and the effectiveness and security of websites currently providing health-related information to patients.

**Strengths and Limitations**

Previous studies have mainly used Google Trends [47] or the Baidu index to analyze the burden of epidemic diseases and predict their trends. This is the first study to explore the associations between online interest, cancer incidence, and mortality rates in China.

This study has some limitations. The use of Baidu search data to estimate disease metrics might not be completely generalizable, since the data are restricted to those with access to the internet. We were also unable to determine the types of internet users or which stakeholders were responsible for search activities. Given China's vast size and large population, the registry of cancer statistics is usually lagging and not comprehensive. We could not obtain timely data on the monthly incidence and mortality rates of all cancers in China. Use of search index values from a popular internet search engine can only account for a small portion of changes in incidence and mortality rates of cancers, which are also greatly affected by public health activities. Studying search engine data is inevitably restricted by these random factors; this is an unavoidable limitation in such research. We hope to find ways to identify and reduce bias in search engine data before we utilize Web-based data to provide useful information for cancer surveillance, evaluation of public cancer awareness, and education programs.

**Conclusions**

Owing to the widespread proliferation of internet technology, all kinds of people make use of the internet. In the medical field, it is often intended to prompt informed conversations with clinical professionals and suggest potentially helpful resources to patients or other people. Indeed, this study found a correlation between search index values and the incidence and mortality rates for most types of cancers. In a way, search behaviors and volumes can reflect the public awareness of cancer. Therefore, an advanced understanding of search behaviors could augment traditional epidemiologic surveillance and help achieve the goal of cancer prevention and control. It will be beneficial for us to pay attention to internet search data, especially when registry data are insufficient or lagging.
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Abstract

Background: One of the essential elements of a strategic approach to improving patients’ experience is to measure and report on patients’ experiences in real time. Real-time feedback (RTF) is increasingly being collected using digital technology; however, there are several factors that may influence the success of the digital system.

Objective: The aim of this review was to evaluate the digital maturity and patient acceptability of real-time patient experience feedback systems.

Methods: We systematically searched the following databases to identify papers that used digital systems to collect RTF: The Cochrane Library, Global Health, Health Management Information Consortium, Medical Literature Analysis and Retrieval System Online, EMBASE, PsycINFO, Web of Science, and CINAHL. In addition, Google Scholar and gray literature were utilized. Studies were assessed on their digital maturity using a Digital Maturity Framework on the basis of the following 4 domains: capacity/resource, usage, interoperability, and impact. A total score of 4 indicated the highest level of digital maturity.

Results: RTF was collected primarily using touchscreens, tablets, and Web-based platforms. Implementation of digital systems showed acceptable response rates and generally positive views from patients and staff. Patient demographics according to RTF responses varied. An overrepresentation existed in females with a white predominance and in patients aged ≥65 years. Of 13 eligible studies, none had digital systems that were deemed to be of the highest level of maturity. Three studies received a score of 3, 2, and 1, respectively. Four studies scored 0 points. While 7 studies demonstrated capacity/resource, 8 demonstrated impact. None of the studies demonstrated interoperability in their digital systems.

Conclusions: Patients and staff alike are willing to engage in RTF delivered using digital technology, thereby disrupting previous paper-based feedback. However, a lack of emphasis on digital maturity may lead to ineffective RTF, thwarting improvement efforts. Therefore, given the potential benefits of RTF, health care services should ensure that their digital systems deliver across the digital maturity continuum.

(J Med Internet Res 2019;21(1):e9076) doi:10.2196/jmir.9076

KEYWORDS
digital maturity; digital technology; feedback; patient experience; real time
Introduction

Background of Patient Experience Feedback
Alongside measures of clinical effectiveness and safety outcomes, patient experience is increasingly recognized as an important indicator of the quality of health care provision and is frequently cited in health policies [1-3]. Yet, in practice and research, the concept of patient experience has had varied uses and is often discussed with little more explanation than the term itself [4]. In 2011, the English National Health Service (NHS) [5] outlined 8 domains that help define patient experience and are critical to patients’ experience of health care services. This has been used as an agreed working definition of patient experience to guide the measurement of patient experience across the NHS.

Patient Experience Feedback in Real Time
One of the essential elements of a strategic approach to improving patients’ experience is to measure and report on patients’ experiences to assess progress, strengthen accountability, and identify new opportunities for improving performance [6]. Evidence suggests that this can be achieved using real-time feedback (RTF) [7]. RTF involves the systematic collection, analysis, and reporting of information from individuals at the point of care [8]. Previous studies have found that RTF has the potential to enable health care organizations to respond promptly to patients’ concerns and make timely improvements to services [7,9-11].

Collecting Real-Time Feedback Using Digital Technology
With the ability to maximize the scalability and speed of data collection while reducing cost [12], digital tools (tablets, kiosks, emailed survey, and websites) are increasingly being utilized to gather patient experience feedback [13,14], allowing summary results to be reported on an ongoing [15] real-time basis. In a recent Cochrane review [16], self-administered survey questionnaire responses collected using mobile apps were compared with those collected using other methods, and it was concluded that the delivery of survey questionnaires through apps does not affect data equivalence and can improve data completeness. However, none of the questionnaires evaluated patient experience.

There is a growing pressure on health care services to embrace digital technologies to significantly improve the patient experience [17]. With an increase in adoption of digital systems pertaining to RTF, health care services must recognize and overcome the barriers that may hinder successful integration and uptake of such technologies. One of the ways of achieving this is through systematic evaluation and monitoring of digital systems to ensure they operate in the way they are intended and cultivate a better patient experience [17]. Digital maturity—the extent to which digital technologies are used as enablers to deliver a high-quality health service—is an emerging concept across developed health care systems [17]. Evidence suggests that digital maturity is linked to better outcomes and is indicative of a well-performing organization [18]. Evaluating digital systems for digital maturity highlights where gaps exist in maturity, which presents an opportunity to address the specific shortcomings [17]. The digital maturity of the systems that are being used to collect RTF has not been previously evaluated.

A deeper understanding of the limitations of individual digital systems may help health care services pinpoint areas in need of improvement and organizational change. Without this, digital systems used for RTF may not be successful, and patients’ voices may go unheard.

Therefore, this systematic review aims to evaluate the digital maturity of digital RTF systems. Specific objectives were to (1) describe the digital modes utilized; (2) provide insights into patients’ and staff views of these digital systems; and (3) demonstrate digital maturity by systematically scoring individual digital systems.

Methods

Search Strategy
The following databases were searched: Medical Literature Analysis and Retrieval System Online, EMBASE, PsycINFO, The Cochrane Library (Cochrane Database of Systematic Reviews, Cochrane Central Register of Controlled Trials, Cochrane Methodology Register), Global Health, Health Management Information Consortium, CINAHL, and Web of Science. In addition, gray literature and Google Scholar were utilized to extract papers that were not retrieved in the databases searched. Publications from January 2000 to February 2017 were included. We limited our electronic searches to studies on or after 2000 because it was around this time when the digital technology revolution in health care began to emerge [19]. Owing to the diversity of terms used inferring patient experience, combinations of search terms were used. Multimedia Appendix 1 provides the complete list of subheadings (Medical Subject Headings) and keywords.

Inclusion Criteria
Studies were deemed eligible for inclusion if (1) digital modes of administration were employed; (2) collection was in real time (at the point of care) or near real time (immediately after discharge); and (3) they were conducted in a primary or secondary care setting. There was no restriction on the age of the patient population of interest. Both quantitative and qualitative studies were included. Multimedia Appendix 1 provides further details of the inclusion criteria.

Search Flow
The research adhered to the guideline presented in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 2009 checklist [20]. Data analysis involved the comparison of included studies and extracted data. Due to the heterogeneous nature of the studies, a narrative synthesis was deemed most appropriate. This was followed by scoring the digital systems reported in the studies to determine the digital maturity.

Digital Maturity
An existing framework [17] was utilized to determine the digital maturity of individual digital systems. This framework is embedded in the literature and has the benefit of systematically
assessing the effectiveness of any digital system in health care. Each included study was scored across four key domains—capacity or resource, usage, interoperability, and impact. The framework highlights key questions for each domain and is based on “yes” or “no” response to each question. We assigned a maximum of 1 point if the digital system in each study demonstrated appropriate evidence for that particular domain. The maximum overall points a study could achieve was 4. This indicates the overall success of the digital platform [17]. Two reviewers (MK and KF) independently scored each study; disagreements in scoring were resolved by discussion between the two reviewers. Interrater agreement kappa was calculated.

**Results**

**Overall Description**

The initial search returned 3456 papers; after removing duplicates, 3438 papers were retained. The titles and abstracts were screened, and 112 papers were identified as potentially eligible for inclusion. Full-text papers were retrieved and assessed for inclusion, of which 13 were retained for final inclusion. RTF was defined as feedback collected while patients are in a hospital, at the point of care, while receiving care, or immediately after discharge. The main reason for exclusion was the papers did not report patient experiences or reported user experience of other digital technology. Figure 1 illustrates the PRISMA flowchart representing the study selection process and reasons for exclusion.

The reasons for exclusion of records (n=3326) and full-text papers (n=99) were the following: nondigital mode of administration (n=241), not real time or near real time (n=130), assessment or evaluation of other parameters (n=1489), feasibility or usability testing of digital systems not related to patient experience data collection (n=655), experience of other digital technology (n=848), and reviews (n=62).

**Systematic Review of Studies**

**Study Characteristics**

Of the 13 studies included in the final review (Table 1), 5 were based in general practice [10,21-24] and the rest were based in an acute care hospital setting [9,25-31]. Of all the studies, 5 were from the United Kingdom [21,22,24,25,28], 7 from the United States [9,10,26,27,29-31], and 1 from Canada [23]. All but one [28] studies were based on adult populations. However, the experience was reported by adults (parents or relatives) for the study [28] conducted in the neonatal ward. Five studies were qualitative studies on patients’ or staff views [21,24] and on barriers to and facilitators [25,27,28] of RTF. The remainder of the studies used a quantitative approach with varied outcome measures, of which the recurring measures were response rates of RTF [9,10,22,23,27,29] and association with patient demographics, that is, age, gender, ethnicity, and literacy [9,22,23,31].

Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses 2009 checklist.
<table>
<thead>
<tr>
<th>Publication title; author(s), year</th>
<th>Study design</th>
<th>Duration of study</th>
<th>Types of survey questionnaire(s)</th>
<th>Mode of administration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capturing patient experience: a qualitative study implementing real-time feedback in primary care; Carter M et al, 2016 [21]</td>
<td>Qualitative</td>
<td>3 months</td>
<td>Modified (Staff opinions (semistructured interviews and focus groups) using Normalization Process Theory)</td>
<td>Kiosks</td>
</tr>
<tr>
<td>Patients’ use and views of real-time feedback technology in general practice; Wright C et al, 2017</td>
<td>Exploratory randomized trial</td>
<td>3 months</td>
<td>Modified (amalgamated Friends and Family Test, 6 items focusing on access, communication and satisfaction [derived from general practitioner patient survey], 2 practices tailored questions&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>2 touch screens (1 Kiosk and 1 desktop device)</td>
</tr>
<tr>
<td>Barriers and facilitators of a near real-time feedback approach for measuring patient experiences of hospital care; Kasbauer et al, 2017 [25]</td>
<td>Qualitative</td>
<td>10 months</td>
<td>Novel and validated (Compassionate Care Toolkit)</td>
<td>Tablet and kiosks</td>
</tr>
<tr>
<td>Real-time patient survey data during routine clinical activities for rapid-cycle quality improvement; Wofford et al, 2015 [10]</td>
<td>Feasibility study</td>
<td>1 month</td>
<td>Modified (dental care, waiting room experience, continuity, and internet access)</td>
<td>Tablet</td>
</tr>
<tr>
<td>Real-time patient experience surveys of hospitalized medical patients; Indovina et al, 2016 [26]</td>
<td>Prospective randomized</td>
<td>5 months</td>
<td>Previously validated (US Department of Health and Human Service and the Hospital Consumer Assessment of Healthcare Providers and Systems [HCAHPS])</td>
<td>Web-based platform</td>
</tr>
<tr>
<td>Evaluating patient-centred care (PCC): pilot study testing feasibility of electronic data collection in hospitalised older adults; Duffy et al, 2012 [27]</td>
<td>Cross-sectional feasibility</td>
<td>3 months</td>
<td>Previously validated (e-Caring Assessment Tool)</td>
<td>Tablet</td>
</tr>
<tr>
<td>Patient experience tracker (PET) survey as measure of quality in the neonatal unit; Aladangady et al, 2011 [28]</td>
<td>Qualitative</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Novel</td>
<td>Tablet</td>
</tr>
<tr>
<td>Development and validation of the tool to assess inpatient satisfaction with care from hospitalists; Torok et al, 2014 [29]</td>
<td>Cross-sectional</td>
<td>3 months</td>
<td>Novel and validated (Tool to Assess Inpatient Satisfaction with Care from Hospitalists)</td>
<td>Tablet</td>
</tr>
<tr>
<td>Exploring patients’ views toward giving Web-based feedback and rating to general practitioners in England: a qualitative descriptive study; Patel et al, 2016 [24]</td>
<td>Descriptive exploratory qualitative approach</td>
<td>N/A</td>
<td>Previously validated (Friends and Family Test)</td>
<td>Web-based platform (National Health Service Choices)</td>
</tr>
<tr>
<td>Improving patient satisfaction through physician education, feedback, and incentives; Banka et al, 2015 [31]</td>
<td>Nonrandomized comparative study</td>
<td>14 months (7 months each year)</td>
<td>Previously validated (Assessing Residents’ Connect with patients, Introduce yourself and role, Communicate, Ask and anticipate, Respond, and Exit courteously and HCAHPS)</td>
<td>Paper and Web-based platform (results sent via email)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Filter questions (tailored to patients visit).

<sup>b</sup>N/A: not applicable.
Modes of Feedback

RTF was collected using touchscreens (kiosk) [9,10,22,25], tablets [10,23,25,27-29], and Web-based platform [24,26,30,31] in the included studies. With regards to the timing of feedback, 11 studies collected their feedback in real time [9,10,21-23,25,27-31] and 2 studies in near real time [24,30] (ie, within 48 hours of discharge). Patient experience questionnaires used in each study varied; 5 studies modified an existing questionnaire [9,10,21-23], 5 used previously validated questionnaires [24,26,27,30,31], 2 used novel and validated questionnaires [25,29], and 1 used a novel and nonvalidated questionnaire [28]. The majority of the questionnaires were in English only.

Response Rates of Real-Time Feedback

Of the 13 studies, 6 studies [9,10,22,23,27,29] evaluated response rates (percentage) as part of their outcome measures. The response rates were 55.9% [23], 43.4% [10], and 2.5% [22] for studies conducted in primary care and 54.9% [9], 59.2% [27], and 61.5% [29] for those conducted in secondary care. Multimedia Appendix 2 demonstrates the absolute numbers of responses in each study identified above. Only 1 study evaluated response rates of RTF compared with non-RTF and showed that RTF improved response rates (55.9% vs 19.8%) [23].

Completion Time

Of all studies, 4 evaluated time to completion, and this varied from 40.4 seconds [10], <2 minutes [22], 3 minutes [9] to 31 minutes [27]. However, each questionnaire was different as it varied in length and number of questions.

Patient Demographics According to Real-Time Feedback Responses

The patient demographics that were collected varied, and 7 [9,22,23,25,27,29,31] of the 13 studies evaluated by patient demographics. Only Slater et al [23] compared RTF and non-RTF responses by patient demographics; RTF showed a higher percentage response in males (43.5 vs 36.6), in age (years) bracket 18-24 and 24-34 (6.7 vs 3.6 and 23.8 vs 18.5, respectively), and in those with lower literacy (34.4 vs 21.3) compared with non-RTF. Banka et al [31] revealed a higher percentage of male respondents (55.3 vs 41.4) with a white predominance (62.5 vs 60.9) using RTF compared with non-RTF. However, Wright et al [22] revealed different findings. There was a higher percentage response in females in the 46-65 (26.2%) and >65 (33.8%) age range and higher response from white than from ethnic patients. Diocco et al [9] showed mixed results in that although the response was higher from females, there was a higher percentage response from African American individuals than from white American individuals (48.5 vs 38.6) and those aged 18-49 years (45.2). Torok et al [29] and Duffy et al [27] showed that the response rates from elderly patients were adequate; however, of these elderly patients, there was an overrepresentation in females [27,29], white individuals [27,29], and educated patients [27] who were aged ≥60 years. Kasbauer et al [25] showed that elderly patients responded to the survey but with the help of volunteers. Multimedia Appendix 3 summarizes the findings from the included studies.

Patient Views of Real-Time Feedback

Patients’ views of RTF were collected in 6 studies [9,10,22,24,27,30]. The main pros of RTF were as follows: easy to complete [10,22], easy to use [9,27], and willingness to use [24,27] the data collection tool. Isenberg et al [30] showed that patients were motivated to use RTF; however, this was incentivized with the reward of free long-distance minutes for patients and with a practice improvement program for the staff. Patel et al [24] identified that younger patients (aged <50 years) found digital platforms more accessible compared with older ones (aged ≥60 years). However, Duffy et al [27] further evaluated opinions of older adults and found a preference toward digital platforms; for example, 70% of patients preferred to answer questions using an iPad. Four studies found that patients thought RTF completion was quick with fast turnaround time [9,10,22,27]. The main cons of RTF were as follows: lack of awareness of the opportunity to leave feedback [22,24], lack of time [22], concerns over technology [22,24], concerns over anonymity [22,24], and age- or disease-related exclusion [24,27]. Interestingly, Wright et al [22] showed that those who did not use RTF were still positive about the idea of providing RTF.

Staff Views of Real-Time Feedback

Staff views were collected in 4 studies [9,21,25,28]. Positive staff views toward RTF were as follows: immediacy of RTF compared with traditional surveys, which helped offset “feedback fatigue,” complemented other forms of feedback with the potential of integrating with other data sources [21]. Staff found the RTF data was felt to be useful when summarized, highlighting areas of improvement at-a-glance on a dashboard [25], and when there was coworking with senior clinical staff [25], increasing staff morale and awareness of RTF. In some studies, free text was found to be more useful than quantitative questions [21,25] as it brought the experiences to life for frontline staff and added a “sense of urgency” to address them in improvement efforts [25]. Concerns included duplication with other forms of feedback, lack of time for patients to reflect on experience, extreme views, exclusion of certain patient groups, staff did not feel included in decision making [21], initial reluctance [28], limited time to review, and lack of access to the results [25].

Evaluating Digital Maturity of Real-Time Feedback Systems

Three studies received a score of 3 [10,25,30], 2 [9,21,22], or 1 [27,28,31] points, respectively, while 4 studies [23,24,26,29] were attributed 0 points. While 7 studies demonstrated capacity or resource, 8 demonstrated impact. None of the studies demonstrated digital systems that were deemed to be mature, that is, did not achieve a full score in all of the 4 domains. We describe in detail how the digital system in each study demonstrated evidence that determined whether a point was given in each of the 4 domains. Following independent scoring by MK and KF, Cohen kappa was calculated as 0.98, suggesting an almost perfect agreement. There was only one domain where the scoring differed (Usage) [26], and through discussion, a final score of 0 was inputted. Multimedia Appendix 4 details the individual scoring with a description on each domain.
Discussion

Principal Findings
This review highlights that digital modes of administration of RTF are well accepted by patients and staff, with response rates equivalent to, and in some studies better than, non-RTF. From a patient’s perspective, it has been reported that its influx alongside demographic shifts such as increasing aging population and ethnicity [32,33] can lead to patient disengagement and poor uptake of these technologies [34]. On the contrary, we have shown that patients are in fact willing to engage with this technology for experience reporting, thereby disrupting previous non-real-time, paper-based feedback. However, digital technology may not be preferred by all patients; therefore, health care organizations need to be mindful and consider other means of inclusivity when developing digital health care systems. From a staff perspective, although RTF is well received, problems arising from the lack of robust digital infrastructure [25] can thwart improvement efforts. From a health care organizational perspective, most digital systems were unable to demonstrate interoperability and very few demonstrated impact and, therefore, were not deemed digitally mature, compromising success within the organization.

Digital Maturity of Existing Real-Time Feedback
By nature, maturity frameworks not only identify components of a successful system but also capture the evolution of a digital system from conception to implementation to impact. Using evidence where possible from the included studies, we highlight how each of the 4 domains contribute to ensuring digital maturity.

Capacity or Resource
The success of digital health is contingent on establishing the necessary capacity and resources to build, use, and support access to high-quality health services and harvest useful information in the health system. There was a general lack of analytical support in most digital systems to extract valuable information such as the ability to examine user-specific interaction [10] or adjust survey responses [23]. A Kings’ Fund report explains that gleaning information from experience data requires the same analytical capability as interpreting clinical data; however, this is often unavailable [35]. The resource capacity requirements stretch beyond health professionals and technology specialists across the continuum of care to include health information managers to information security professionals [36]. Staff time was an important barrier in data collection, and this is in keeping with other studies that reported a lack of time or resources to collect, analyze, or act on data and need for staff training in data analysis and statistics to facilitate full understanding and use of results [37-39]. To circumvent this, some of the studies used volunteers [25,31] and incentives [30,31] to gather data. This generates concerns such as response bias and competition among clinicians, and there may be an element of the Hawthorne effect, whereby clinicians modify their behavior as they are being observed, which may explain the positive outcomes in those studies. Going forward, a strategic approach should take into consideration building human and institutional capacity, nurturing clinical and community champions, and developing the base of knowledgeable users to drive appropriate adoption of digital systems [36].

Usage
As the needs and experiences differ greatly across these groups, a flexible or responsive data collection mode is needed, which can aid patients during the data collection process. While most patients in the included studies were comfortable using the digital system and required little prompting or help once they engaged with the survey, some differences were noted. Concerns exist that older patients are less comfortable with technology [40]; however, there was an overrepresentation in responses from patients aged >65 years in the included studies [22,25,27,29,31]. Moreover, some of these studies were conducted in the elderly population [25,27]. Despite this, the response rate in this patient group was adequate, suggesting that their movement into digital life is evolving. Furthermore, when certain conditions are met such as providing a supportive, nonhurried environment [41]; bold, plain, and large font with fewer graphics; and avoidance of certain colors [42], older adults can be successful users. The use of videos in the software can enhance accuracy and acceptability [10]. Furthermore, trained volunteers can provide a responsive approach to real-time data collection from lesser heard groups [14], increasing patient engagement and, subsequently, improving response rates. In addition, they can help reduce the data collection burden, which may otherwise fall on clinical staff and may even account for the false positives as seen in some surveys [43] due to the presence of staff during survey completion.

If data collection is obtrusive, unrealistic, or inaccurate, it can undermine enthusiasm for assessing and improving practice quality [44,45]. However, the digital systems in this review demonstrated quick turnaround of data collection, collation, and dissemination of results. This was key to successful implementation of digital systems as it promoted “buy-in” from staff. Furthermore, patients are fatigued of requests for feedback in health care and in daily life; hence, data collection should be quick, focused, and part of routine care to encourage participation from patients and clinicians and to be sustainable in a busy setting [10].

Interoperability
From a health care perspective, interoperability is needed to reform the chaotic, and, at times, dysfunctional nature of how information is shared within and among health care services. There was a ubiquitous shortfall in achieving interoperability among the digital systems in this review. Data that are not interoperable cannot be analyzed alongside other data indicative of care quality. This perpetuates the siloed approach to data interpretation and creates a chasm between data and information for improvement. Some of the challenges in achieving interoperability include resistance from some vendors, prohibitively high data exchange fees, and lack of incentives to develop interoperability and technical variations. Without tackling the interoperability of RTF systems, it is likely that health care organizations will fail on delivering impactful quality improvement. This must now be a major focus for health care services, but it should be done in an organized way that
prioritizes interoperability so that patient feedback data can communicate seamlessly to generate information that will benefit health care services and patients alike.

**Impact**
To genuinely demonstrate impact, the digital system should not only be able to generate quality improvement activities but also demonstrate sustainability and cost-effectiveness. Three studies [10,25,30] achieved a score for impact as they demonstrated a change in practice following the implementation of RTF. However, the majority of the digital systems were not able to demonstrate any impact. The duration of studies in this review was short (between 1 and 12 months), and the sustainability of the digital system to continue to deliver quality improvement could not be evaluated. Without considerations of sustainability, digital programs are of limited value.

**Limitations**
Due to publication bias, there may be unpublished evidence of nonsignificant or negative findings or findings held locally, which are not published or otherwise publicly available. We ascribed a level of digital maturity of individual systems based on the evidence provided in the studies. If this was not discernible while reviewing the studies, we assumed it to be lacking. As the remit of the included papers differed greatly, their digital systems may, in fact, have existing procedures for ensuring capacity, usage, interoperability, and impact, but the authors did not specify this information in the published paper. Of note, the studies were not evaluated for research quality before being included in the synthesis owing to the limited number of studies that were identified after exclusion.

**Conclusions**
There was not a large body of published literature on digital modes in relation to RTF. However, the evidence provided by the studies in this review demonstrates that there is a potential in using digital modes of administration of RTF as an agent for improving service delivery. Patients and staff alike are willing to engage in RTF, demonstrated by acceptable response rates. However, for RTF to be impactful, health care organizations must ensure that they have strategies in place to deliver across all levels of digital maturity. Health care services have the capacity to introduce digital solutions for RTF; however, lack of interoperability is slowing down progress. In addition, it is possible that some health care services may be wasting effort and resources when they invest in digital technologies for RTF. On balance, the direction of the health care ecosystem toward embracing digital technology looks promising, and as health care shifts toward a patient-centered model, digital technology will be an important partner in this transformation.
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Abstract

Background: Sepsis is a major health care problem with high morbidity and mortality rates and affects millions of patients. Telemedicine, defined as the exchange of medical information via electronic communication, improves the outcome of patients with sepsis and decreases the mortality rate and length of stay in the intensive care unit (ICU). Additional telemedicine rounds could be an effective component of performance-improvement programs for sepsis, especially in underserved rural areas and hospitals without ready access to critical care physicians.

Objective: Our aim was to evaluate the impact of additional daily telemedicine rounds on adherence to sepsis bundles. We hypothesized that additional telemedicine support may increase adherence to sepsis guidelines and improve the detection rates of sepsis and septic shock.

Methods: We conducted a retrospective, observational, multicenter study between January 2014 and July 2015 with one tele-ICU center and three ICUs in Germany. We implemented telemedicine as part of standard care and collected data continuously during the study. During the daily telemedicine rounds, routine screening for sepsis was conducted and adherence to the Surviving Sepsis Campaign’s 3-hour and 6-hour sepsis bundles were evaluated.

Results: In total, 1168 patients were included in this study, of which 196 were positive for severe sepsis and septic shock. We found that additional telemedicine rounds improved adherence to the 3-hour (Quarter 1, 35% vs Quarter 6, 76.2%; \(P=.01\)) and 6-hour (Quarter 1, 50% vs Quarter 6, 95.2%; \(P=.001\)) sepsis bundles. In addition, we noted an increase in adherence to the item “Administration of fluids when hypotension” (Quarter 1, 80% vs Quarter 6, 100%; \(P=.049\)) of the 3-hour bundle and the item “Remeasurement of lactate” (Quarter 1, 65% vs Quarter 6, 100%, \(P=.003\)) of the 6-hour bundle. The ICU length of stay after diagnosis of severe sepsis and septic shock remained unchanged over the observation period. Due to a higher number of patients with sepsis in Quarter 5 (N=60) than in other quarters, we observed stronger effects of the additional rounds on mortality in this quarter (Quarter 1, 50% vs Quarter 5, 23.33%, \(P=.046\)).

Conclusions: Additional telemedicine rounds are an effective component of and should be included in performance-improvement programs for sepsis management.
Introduction

Sepsis is the most-frequent cause of morbidity and mortality in most intensive care units (ICUs) worldwide. The incidence of sepsis is increasing due to the high prevalence of severe comorbidities in the ageing population and the growing bacterial drug resistance [1]. In Germany, the number of cases of sepsis increased by 5.7% annually from 2007 to 2013. Although the mortality rate is constantly decreasing worldwide, it is still high (30%-50%) [2]. A recently published observational study by the SepNet Critical Care Trials Group showed that application of the new Sepsis-3 definition [3] led to higher rates of ICU and in-hospital mortality (>50%) in patients with severe sepsis or septic shock than in those diagnosed using the previous definition [4]. Early detection of sepsis followed by early initiation of adequate management can significantly improve the outcome in patients with sepsis [5].

The European Society of Intensive Care Medicine and the Society of Critical Care Medicine published the Surviving Sepsis Campaign (SSC) guidelines for the management of severe sepsis and septic shock, with an aim to reduce the mortality of sepsis by 25% in 5 years [5,6,7]. A large body of evidence indicates that adherence to clinical practice guidelines and compliance with sepsis bundles are associated with reduced ICU length of stay, low mortality rates, and improved patient outcome [8,9]. In addition, the SSC guidelines specifically emphasize the need for performance-improvement programs for sepsis [5] and recommend an interdisciplinary approach to sepsis management, protocol development, and implementation; evaluation of targeted metrics; continuous data collection; and continuous feedback to allow constant performance improvement. Although the details may vary among different improvement programs, the common goal is to improve compliance with sepsis bundles and clinical practice guidelines [5,6,7]. However, recent studies showed that compliance with sepsis bundles is still low [8,10,11].

Telemedicine, defined as the exchange of medical information via electronic communication, can be used to improve the availability and quality of medical care. In the intensive care setting, telemedicine may improve early detection and appropriate treatment of severe sepsis and septic shock [12]. Telemedicine facilitates direct interaction among intensive care providers as an around-the-clock service over long distances and physicians who care for critically ill patients (intensivist to physician). Telemedicine enables critical decision support by exchanging clinical data in real time [13]. Recently, a systematic review demonstrated that telemedicine can improve the outcome of critically ill patients and decrease ICU mortality and length of stay [14]. However, no study has thus far determined whether additional telemedicine rounds could be an effective component of performance-improvement programs for sepsis, especially in underserved rural areas and hospitals without ready access to critical care physicians. Our objective was to evaluate the impact of additional daily telemedicine rounds via an audio-video system on the adherence to 3-hour and 6-hour sepsis bundles in three ICUs in Germany. We hypothesized that additional telemedicine support will increase adherence to sepsis guidelines and improve the detection rates of severe sepsis and septic shock.

Methods

Study Design and Oversight

We performed an 18-month retrospective, observational, multicenter study in three ICUs within three hospitals in North Rhine Westphalia (Germany). The study started in January 2014 and ended in June 2015 (18 months). We included only adult, nonpregnant patients aged ≥18 years, with no advanced care directives that limited life-saving care in our analysis. The study was reviewed and approved by the local institutional ethics board of the University Hospital RWTH Aachen (262/13). We implemented telemedicine as part of standard of care; as the analysis was performed retrospectively, the ethics board waived the need for informed consent.

Characteristics of Intensive Care Units

One ICU (A), focusing on neurosurgery and general surgery, was located at a University Hospital and staffed by an intensivist around the clock. Two interdisciplinary ICUs (B and C) were located in community hospitals. ICU B was staffed by a general anesthesiologist and an internal specialist on weekdays. After regular day shifts, on-call personnel or anesthesia house staff was responsible for the treatment of ICU patients during the night and on weekends. ICU C was staffed by physicians of the Department of Internal Medicine and by anesthesiologists during regular day shifts; during the night and on weekends, an anesthesiologist was on-call.

Tele-ICU Center and Telemedicine Infrastructure

The Telemedicine Center at the University Hospital RWTH Aachen was the leading center for this study. As a preparatory measure, both the tele-ICU system and the electronic health record (FallAkte; Soarian Integrated Care, Siemens, Munich, Germany) were customized for use in the ICUs and the tele-ICU. All participating personnel received standardized information including the SSC guidelines and relevant literature [3,4,5]. Prior to the beginning of the study, a permanently installed tele-ICU system was implemented at the Telemedicine Center in the University Hospital RWTH Aachen and mobile tele-ICU systems were installed at the participating ICUs (Figure 1). A secure encrypted site-to-site virtual private network connection was established. The Telemedicine Center and participating ICUs were equipped with identical audiovisual transmission equipment (Cisco Systems, Inc, San José, CA). In addition, the Telemedicine Center received a workstation, multiple monitors, and a video system (Cisco Systems, Inc). The participating ICUs were equipped with a mobile audio-video system that could be
taken to the patient’s room during rounds. Videoconferencing allowed two or more units to communicate simultaneously via a two-way high-resolution video and audio transmission. The video system included an option for closeup zoom that allowed detailed examination of both the patient and the bedside equipment. To enable exchange of medical data, the secure data-protection platform FallAkte was established. Accordingly, the system integrated a “store and forward” technique for structured data combined with real-time audio-visual telemedicine rounds, through which the vital signs were measured. After checking for missing data, all patient data were anonymized and exported to the University Hospital’s research database. Figure 1 outlines the structure of the Telemedicine Center and the participating ICUs.

The Telemedicine Center was staffed with an intensive care physician from 7:30 AM to 4 PM on weekdays and from 9 AM to 5:30 PM on weekends. Telemedicine rounds were performed on a daily basis. If required, additional rounds were offered after core hours and at night by the intensive care consultant on duty, ensuring accessibility of telemedical consultations around the clock.

Medical documentation in two ICUs was entirely paper based before the study started. To allow standardized documentation, project-specific templates were designed (Adobe Life Cycle, San José, CA) and filled in by physicians in the Telemedicine Center and ICUs during daily rounds. The templates covered basic demographic data of patients and summarized diagnoses, performed procedures, and therapies. Furthermore, the severity of disease and functional limitations of the patient were assessed by the Simplified Acute Physiology Score II (SAPS II) and Sepsis-related Organ Failure Assessment (SOFA) scales [13]. A systematic checklist for daily infection assessment was used. During rounds, both case presentation and assessment were performed by the local physician and the intensivist in the tele-ICU; the diagnostic or therapeutic interventions were discussed, and direct feedback regarding sepsis management was provided. Typically, conscious patients or their relatives were present during the telemedicine rounds.

All telemedicine rounds were observed and documented by a research assistant. The following items were documented: recommendations for diagnosis and therapy of sepsis, adjustments of sepsis management, details regarding antibiotic therapy (continued, evaluated, changed, or terminated), scoring of SAPS II and SOFA, duration of ICU length of stay (LOS), and duration of ICU LOS after sepsis diagnosis.

Definitions
The applied definitions of sepsis, severe sepsis, and septic shock are outlined in Multimedia Appendix 1 [7,15].

Evaluation of Adherence to 3-Hour and 6-Hour Sepsis Bundles in Patients With Sepsis
We continuously extracted data during the study and follow-up to evaluate whether sepsis management fulfilled the requirements of the 3-hour and 6-hour sepsis bundles. Time “0” was defined as the time when the attending physician diagnosed sepsis. Items of the 3-hour and 6-hour bundles for patients with severe sepsis and septic shock were adapted from the SSC standard sepsis resuscitation guidelines. The 3-hour bundle includes the following recommendations: measurement of lactate levels, blood cultures obtained prior to administration of antibiotics, administration of broad spectrum antibiotics, and administration of 20 mL/kg crystalloid fluid for hypertension or lactate levels ≥ 4 mmol/L. The 6-hour bundle consisted of the following core items: application of vasopressors for persistent hypotension (mean arterial pressure <65 mmHg) despite initial fluid resuscitation, assessment of central venous pressure and central venous oxygen saturation if hypotension persisted despite initial fluid administration or when initial lactate levels were ≥ 4 mmol/L, and remeasurement of lactate levels at initial elevation. The second bundle was also applied to patients with persistent hypotension or high lactate levels within the 6-hour period.

Figure 1. Outline of the telemedicine center and the participating ICUs. ICU: intensive care unit, VPN: virtual private network.
For evaluation of adherence to the 3-hour and 6-hour sepsis bundles, we assigned a “yes” rating to patients with sepsis if all core items of the respective bundle were executed within 3-hours or 6-hours after time “0”; otherwise, a “no” rating was assigned.

Statistical Analysis
Categorical data are presented as frequency and percentage. Frequencies of categorical data were compared between groups by the Fisher exact test. Continuous variables are expressed as mean values (SD). Differences in continuous data between groups were analyzed by the t test, assuming unequal variances. Statistical tests were two-tailed, and values of \( P<.05 \) were considered significant. SAS software, version 9.4 (SAS Institute Inc, Cary, NC), and GraphPad Prism software, version 6.0 (GraphPad Software, La Jolla, CA), were used for statistical analyses.

Results
The study included 1168 patients who received 4569 telemedicine rounds in addition to their daily rounds at the local ICUs. Physicians at the 3 ICUs performed 4373 infections and sepsis screenings. The telemedicine rounds were performed routinely in the morning when it was most convenient for the staff of the participating ICU. There were rarely emergency visits outside the core visit times. Emergency telemedicine visits were infrequent, especially for patients with acute respiratory distress syndrome, craniocerebral trauma, or septic shock, and the involved staff scheduled these events, if needed. During the study, the average visiting time was 4.67 (SD 2.55) minutes. The duration of the telemedicine rounds was comparable among patients during the course of the study (range of mean: 4.18-4.63) with similar variation (range of SD: 2.27-2.82).

Overall, we observed a decrease in mortality from 50% in Quarter 1 (January 1, 2014 to March 31, 2014) to 33.33% in Quarter 5 (May 1, 2015 to July 31, 2015; \( P=.35 \)) in patients with severe sepsis and septic shock and a comparable degree of severity among patients, as per the SAPS II and SOFA score (Tables 1 and 2). Due to a higher number of patients with sepsis in Quarter 5 (N=60) than in other quarters, we observed stronger and statistically significant effects of the additional rounds on mortality in this quarter (Quarter 1, 50% vs Quarter 5, 23.33%, \( P=.046 \)). ICU LOS after diagnosis of severe sepsis and septic shock remained unchanged over the observation period. We presented the number of scorings, number of therapeutic recommendations made, and the overall number of sepsis detections per quarter in Table 1. The mean age of the included patients was 64.91 (SD 17.09) years, and 584 of 1168 patients (50%) were male. In total, 196 patients showed positive results for severe sepsis (N=95) or septic shock (N=101) during the study period and were included in our analysis. Table 2 summarizes the patient characteristics and provides details on ICU LOS and ICU LOS after diagnosis of sepsis for Quarters 1, 5, and 6.

Our primary objective was to evaluate the impact of additional daily telemedicine rounds on adherence to the sepsis bundles in order to determine whether additional telemedicine rounds are an effective performance-improvement strategy for sepsis management. We found that additional telemedicine rounds had a statistically significant effect on adherence to the 3-hour (\( P=.01 \)) and the 6-hour (\( P=.001 \)) sepsis bundles. In addition, we observed an increase in adherence to the item “Administration of fluids when hypotension” (\( P=.049 \)) with the 3-hour bundle and to the item “Remeasurement of lactate” (\( P=.003 \)) with the 6-hour bundle. All results of the impact of telemedicine rounds on adherence to sepsis bundles are presented in Table 3 and Figure 2. Figure 3 illustrates the change in mortality among patients diagnosed with sepsis.

Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Study characteristics</th>
<th>Quarter 1, n (%)</th>
<th>Quarter 2, n (%)</th>
<th>Quarter 3, n (%)</th>
<th>Quarter 4, n (%)</th>
<th>Quarter 5, n (%)</th>
<th>Quarter 6, n (%)</th>
<th>Total (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telemedicine rounds</td>
<td>541 (11.84)</td>
<td>596 (13.04)</td>
<td>953 (20.86)</td>
<td>812 (17.77)</td>
<td>1074 (23.50)</td>
<td>593 (12.98)</td>
<td>4569</td>
</tr>
<tr>
<td>Infection and sepsis screenings</td>
<td>424 (9.70)</td>
<td>591 (13.51)</td>
<td>990 (22.64)</td>
<td>775 (17.72)</td>
<td>1030 (23.55)</td>
<td>563 (12.87)</td>
<td>4373</td>
</tr>
<tr>
<td>Scorings (SAPS II and SOFA(^a))</td>
<td>541 (11.84)</td>
<td>596 (13.04)</td>
<td>953 (20.86)</td>
<td>812 (17.77)</td>
<td>1074 (23.51)</td>
<td>593 (12.98)</td>
<td>4569</td>
</tr>
<tr>
<td>Diagnostic recommendations</td>
<td>90 (12.21)</td>
<td>77 (10.45)</td>
<td>162 (21.98)</td>
<td>108 (14.65)</td>
<td>203 (27.54)</td>
<td>97 (13.16)</td>
<td>737</td>
</tr>
<tr>
<td>Therapeutic recommendations</td>
<td>111 (9.28)</td>
<td>82 (6.85)</td>
<td>285 (23.82)</td>
<td>202 (16.89)</td>
<td>363 (30.35)</td>
<td>153 (12.79)</td>
<td>1196</td>
</tr>
<tr>
<td>Total 3-h and 6-h bundles</td>
<td>20 (10.20)</td>
<td>18 (9.18)</td>
<td>36 (18.37)</td>
<td>41 (20.92)</td>
<td>60 (30.61)</td>
<td>21 (10.71)</td>
<td>196</td>
</tr>
<tr>
<td>Severe sepsis or septic shock detections</td>
<td>20 (10.20)</td>
<td>18 (9.18)</td>
<td>36 (18.37)</td>
<td>41 (20.92)</td>
<td>60 (30.61)</td>
<td>21 (10.71)</td>
<td>196</td>
</tr>
<tr>
<td>Mortality</td>
<td>10/20 (50)</td>
<td>8/18 (44.44)</td>
<td>14/36 (38.88)</td>
<td>10/41 (24.39)</td>
<td>14/60 (23.33)</td>
<td>7/21 (33.33)</td>
<td>63</td>
</tr>
</tbody>
</table>

\(^a\)SAPS: Simplified Acute Physiology Score.
\(^b\)SOFA: Sepsis-related Organ Failure Assessment.
Table 2. Characteristics of patients with severe sepsis and septic shock.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Initiation of telemedicine rounds, Quarter 1 (n=20)</th>
<th>After implementation in Quarter 5 (n=60)</th>
<th>After implementation in Quarter 6 (n=21)</th>
<th>P value</th>
<th>Comparison between Q1 and Q5</th>
<th>Comparison between Q1 and Q6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with severe sepsis, n (%)</td>
<td>10 (50.0)</td>
<td>34 (56.7)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6 (28.6)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.62</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Patients with septic shock, n (%)</td>
<td>10 (50.0)</td>
<td>26 (43.3)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>15 (71.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.62</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Mortality, n (%)</td>
<td>10 (50.0)</td>
<td>14 (23.3)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7 (33.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.046</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>LOS&lt;sub&gt;ICU&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt;&lt;sup&gt;(days), mean (SD)&lt;/sup&gt;</td>
<td>18.2 (21.6)</td>
<td>15.65 (15.5)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>19.48 (21.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.63</td>
<td>.85</td>
<td></td>
</tr>
<tr>
<td>LOS ICU after diagnosis of sepsis (days), mean (SD)</td>
<td>15.65 (21.1)</td>
<td>13.22 (13.9)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.76 (20.7)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.64</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>SAPS&lt;sup&gt;e&lt;/sup&gt; II, mean (SD)</td>
<td>44.35 (12.1)</td>
<td>44.16 (16.4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>45.76 (14.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.96</td>
<td>.74</td>
<td></td>
</tr>
<tr>
<td>SOFA&lt;sup&gt;f&lt;/sup&gt;, mean (SD)</td>
<td>7.7 (3.1)</td>
<td>7.18 (3.9)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.52 (3.6)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.55</td>
<td>.86</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparison between Q1 and Q5.
<sup>b</sup>Comparison between Q1 and Q6.
<sup>c</sup>LOS: length of stay.
<sup>d</sup>ICU: intensive care unit.
<sup>e</sup>SAPS: Simplified Acute Physiology Score.
<sup>f</sup>SOFA: Sepsis-related Organ Failure Assessment.

Table 3. Impact of telemedicine rounds on adherence to sepsis bundles.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Quarter 1&lt;sup&gt;a&lt;/sup&gt; (N=20), n (%)</th>
<th>Quarter 6&lt;sup&gt;b&lt;/sup&gt; (N=21), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance to the 3-h bundle</td>
<td>7 (35.0)</td>
<td>16 (76.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Compliance to the 6-h bundle</td>
<td>10 (50.0)</td>
<td>20 (95.2)</td>
<td>.001</td>
</tr>
</tbody>
</table>

**Components or target values of the 3-h bundle**

- Serum lactate measurement | 20 (100.0) | 21 (100.0) | > .99 |
- Blood cultures before antibiotics | 11 (55.0) | 16 (76.2) | .20 |
- Administration of antibiotics within the first 3 h | 19 (95.0) | 21 (100.0) | .49 |
- Administration of fluids during hypotension | 16 (80.0) | 21 (100.0) | .049 |
- Administration of vasopressors when indicated | 18 (90.0) | 20 (95.2) | .61 |
- CVP<sup>c</sup> > 8 mmHg | 16 (80.0) | 19 (90.5) | .34 |
- ScvO<sub>2</sub><sup>d</sup> > 70% | 5 (25.0) | 9 (42.9) | .33 |

**Components or target values of the 6-h bundle**

- Administration of vasopressors when indicated | 18 (90.0) | 20 (95.2) | .61 |
- Assessment of CVP when indicated | 16 (80.0) | 19 (90.5) | .41 |
- Assessment of ScvO<sub>2</sub> when indicated | 4 (20.0) | 9 (42.9) | .18 |
- Remeasurement of lactate | 13 (65.0) | 21 (100.0) | .003 |

<sup>a</sup>Initiation of telemedicine rounds.
<sup>b</sup>After implementation of additional rounds.
<sup>c</sup>CVP: central venous pressure.
<sup>d</sup>ScvO<sub>2</sub>: central venous oxygen saturation.
Discussion

To the best of our knowledge, this is the first study to evaluate whether additional telemedicine rounds should be included in performance-improvement strategies for sepsis management, especially in underserved rural areas and hospitals without ready 24-hour access to critical care physicians. Of the 1168 patients included in this study, 196 were positive for severe sepsis and septic shock. The proportion of patients with severe sepsis and septic shock was in the expected range and in line with the findings of recent epidemiologic surveys [16,17,18]. We found that additional telemedicine rounds had a significant effect on the adherence to the 3-hour and the 6-hour sepsis bundles and improved adherence to current clinical practice guidelines and patient care in sepsis management. In addition, we observed an increase in adherence to the item “Administration of fluids when hypotension” of the 3-hour bundle and the item “Re-measurement of lactate” in the 6-hour bundle. Moreover, we observed a decrease in mortality among patients with severe sepsis and septic shock and a comparable degree of severity among all patients, as per the SAPS II and SOFA scores. The ICU LOS after diagnosis of severe sepsis and septic shock remained unchanged over the observation period. Due to a higher number of patients with sepsis in Quarter 5 (N=60) than in other quarters, we observed stronger effects of the additional rounds on mortality in this quarter. Our findings are consistent with those of other studies or health care approaches investigating sepsis management in the intensive care medical setting [19,20,21].

Additional telemedicine rounds with standardized daily sepsis screening significantly improved guideline adherence. Near real-time feedback in an intensivist-driven tele-ICU system is an effective performance-improvement strategy for rapid implementation of evidence-based practice to achieve improved quality of care. In Germany, the foundation of telemedicine was laid when the first guideline on telemedicine in intensive care was published by the Association of the Scientific Medical Societies (Arbeitsgemeinschaft der Wissenschaftlichen Medizinischen Fachgesellschaften) and the German Society of Anaesthesiology and Intensive Care Medicine (Deutsche Gesellschaft für Anästhesiologie und Intensivmedizin) [22]. Previous studies showed that performance-improvement programs are associated with increased adherence to resuscitation and management of sepsis bundles, with reduced mortality in patients with sepsis, severe sepsis, or septic shock [23]. As a continuous effort, all involved stakeholders should aim to implement telemedicine nationwide as a part of the daily routine standard of care. Constant measurement of the influence of telemedicine on quality indicators for intensive care is important, as demonstrated in this study.

The implementation of telemedicine is important in light of recent findings of Faine and colleagues [24], who showed that interhospital transfers delay appropriate treatment for patients with severe sepsis and septic shock. Telemedicine can improve on-site quality of care by shared expertise, as it is a viable alternative to urgent patient transfers to university centers. As recently demonstrated by Pannu et al [25], telemedicine comanagement slightly increased patient transfers to high-level centers. However, our findings are consistent with those reported...
by two systematic reviews and meta-analyses and multiple study reports, which revealed that telemedicine is associated with low ICU mortality [26,27,28,29] and low ICU LOS [26,29,30]. Furthermore, Lilly et al emphasized that telemedicine has the potential to improve adherence to ICU best practices, reduce response times to alarms, and encourage the use of performance data in the ICU [27].

Owing to its explorative nature, this study had a few limitations that should be considered when interpreting our results. First, we only included a small number of participating hospitals, resulting in a small numbers of patients. However, these are preliminary results and provide crucial data for subsequent large-scale trials. Second, the level of acceptance, an important factor for the success for telemedicine, especially in the ICU, was not measured systematically in this study. Therefore, we could not estimate the possible influence of telemedicine as a cofounding factor. However, personal communication during the telemedicine rounds revealed positive feedback and a high level of acceptance by the participating physicians, nurses, patients, and their relatives. Our experience is in line with the findings of other telemedicine studies [30,31] that reported high levels of staff acceptance of telemedicine and tele-ICU coverage. Similar to other medical fields [32], the overall attitude toward telemedicine and eHealth in the intensive care setting was consistently positive and in favor of the technology. This aspect should be assessed as a possible confounding factor in rigorously planned, methodological, high-quality studies in the future. Third, the geographical and time-specific design may limit the extrapolation of our results to other medical centers and patients. We believe that an advanced technical setup will further improve the acceptance of telemedicine by, for example, reducing the workload of documentation. Automatic data capture by export of the international Health Level 7 standard into an active tele-ICU system with automatic calculation of disease severity or sepsis alerts may improve care beyond the results of this study. Fourth, it is important to carefully consider the generalizability of data obtained from a retrospective study such as this study. However, we continuously documented sepsis onset and sepsis bundle compliance throughout our study. This approach reduced difficulties associated with the retrospective identification of the time of sepsis onset as “time zero” for the evaluation of sepsis bundle compliance. This approach might limit the explanatory power of effect size and causality of the tele-ICU concept, but offers a relevant benefit of positive outcomes for patients enrolled in such an implementation study. The last limitation was with regard to some methodological characteristics of our study design. Our retrospective data analysis was based on the evaluation of six consecutive quarters after implementing additional telemedicine rounds as a part of standard care for ICU patients. Patients were included continuously over the course of the six quarters and the number of rounds and total number of infection and sepsis screenings were recorded per quarter. However, in one ICU, some patients received additional rounds in two subsequent quarters. As such, we could not present some data items specific to one quarter, which limited our ability to perform a pre-post comparison or patient-level logistic regression analysis including adjustment for patient demographics, comorbidities, or sepsis severity. However, we believe that our findings, which showed a significant advance in sepsis management over the course of six quarters with telemedicine support, supports the implementation of additional telemedicine rounds as a successful performance-improvement strategy for sepsis management.
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Abstract

Background: Telehealth programs are generally diverse in approaching patients, from traditional telephone calling and texting message to the latest fourth-generation synchronous program. The predefined outcomes are also different, including hypertension control, lipid lowering, cardiovascular outcomes, and mortality. In previous studies, the telehealth program showed both positive and negative results, providing mixed and confusing clinical outcomes. A comprehensive and integrated approach is needed to determine which patients benefit from the program in order to improve clinical outcomes.

Objective: The CHA2DS2-VASc (congestive heart failure, hypertension, age >75 years [doubled], type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism [doubled], vascular disease, age of 65-75 years, and sex) score has been widely used for the prediction of stroke in patients with atrial fibrillation. This study investigated the CHA2DS2-VASc score to stratify patients with cardiovascular diseases receiving a fourth-generation synchronous telehealth program.

Methods: This was a retrospective cohort study. We recruited patients with cardiovascular disease who received the fourth-generation synchronous telehealth program at the National Taiwan University Hospital between October 2012 and June 2015. We enrolled 431 patients who had joined a telehealth program and compared them to 1549 control patients. Risk of cardiovascular hospitalization was estimated with Kaplan-Meier curves. The CHA2DS2-VASc score was used as the composite parameter to stratify patients with cardiovascular diseases receiving a fourth-generation synchronous telehealth program.

Results: The mean follow-up duration was 886.1 (SD 531.0) days in patients receiving the fourth-generation synchronous telehealth program and 707.1 (SD 431.4) days in the control group (P<.001). The telehealth group had more comorbidities at baseline than the control group. Higher CHA2DS2-VASc scores (≥4) were associated with a lower estimated rate of remaining free from cardiovascular hospitalization (46.5% vs 54.8%, log-rank P=.003). Patients with CHA2DS2-VASc scores ≥4 receiving the telehealth program were less likely to be admitted for cardiovascular disease than patients not receiving the program. (61.5% vs 41.8%, log-rank P=.01). The telehealth program remained a significant prognostic factor after multivariable Cox analysis in patients with CHA2DS2-VASc scores ≥4 (hazard ratio=0.36 [CI 0.22-0.62], P<.001)
Conclusions: A higher CHA\textsubscript{2}DS\textsubscript{2}-VASc score was associated with a higher risk of cardiovascular admissions. Patients accepting the fourth-generation telehealth program with CHA\textsubscript{2}DS\textsubscript{2}-VASc scores $\geq 4$ benefit most by remaining free from cardiovascular hospitalization.

Methods

Study Design
This was a single-center, clinical retrospective epidemiologic study that was approved by the Institutional Review Board of National Taiwan University Hospital, Taipei, Taiwan. All clinical managements of patients in the telehealth program were performed in accordance with relevant guidelines and regulations.

Patient Selection
The study was conducted from October 2012 to June 2015 at the Telehealth Center of the hospital by the Taiwan ELEnoTRoHEALTH Study Group (TELEHEALTH Study Group). Patients older than 20 years diagnosed with chronic cardiovascular diseases and receiving the telehealth program at our telehealth center were enrolled as the study group. The telehealth-care program is a self-pay service in our hospital, which is not reimbursed by health insurance. Because the patients needed to pay for the service and receive long-term follow-up, we only included patients who were above 20 years old in this study. The decision of receiving the telehealth program depended on the patients or their caregivers. Chronic cardiovascular diseases included coronary artery disease, myocardial infarction, heart failure, peripheral artery disease, stroke, and hypertension. The control group included participants who visited our cardiovascular center during the same period but did not participate in the telehealth care program (received usual care only). The exclusion criteria in this study (for both telehealth group and control group) were age $<$20 years, absence of any one of the abovementioned chronic cardiovascular diseases, and no follow-up in our hospital.

Telehealth Care Program
The fourth-generation telehealth program at our center is a synchronized and integrated remote management program for chronic diseases. The internet-based platform was developed by the Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taiwan. The details of this program have been reported previously [12]. Briefly, this telehealth program provides the following services: biometric data including single-lead electrocardiography, blood pressure, heart rate, and oximetry are transferred from patients to our telehealth center daily and on demand; nurse case managers telephone patients daily on demand for communication and health promotion; full-time nurse case managers and cardiologists are in charge of care 24 hours per day; and patients needed to pay for the service and receive long-term follow-up, we only included patients who were above 20 years old in this study. The decision of receiving the telehealth program depended on the patients or their caregivers. Chronic cardiovascular diseases included coronary artery disease, myocardial infarction, heart failure, peripheral artery disease, stroke, and hypertension. The control group included participants who visited our cardiovascular center during the same period but did not participate in the telehealth care program (received usual care only). The exclusion criteria in this study (for both telehealth group and control group) were age $<$20 years, absence of any one of the abovementioned chronic cardiovascular diseases, and no follow-up in our hospital.

Telehealth Care Program
The fourth-generation telehealth program at our center is a synchronized and integrated remote management program for chronic diseases. The internet-based platform was developed by the Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taiwan. The details of this program have been reported previously [12]. Briefly, this telehealth program provides the following services: biometric data including single-lead electrocardiography, blood pressure, heart rate, and oximetry are transferred from patients to our telehealth center daily and on demand; nurse case managers telephone patients daily on demand for communication and health promotion; full-time nurse case managers and cardiologists are in charge of care 24 hours per day; and patients needed to pay for the service and receive long-term follow-up, we only included patients who were above 20 years old in this study. The decision of receiving the telehealth program depended on the patients or their caregivers. Chronic cardiovascular diseases included coronary artery disease, myocardial infarction, heart failure, peripheral artery disease, stroke, and hypertension. The control group included participants who visited our cardiovascular center during the same period but did not participate in the telehealth care program (received usual care only). The exclusion criteria in this study (for both telehealth group and control group) were age $<$20 years, absence of any one of the abovementioned chronic cardiovascular diseases, and no follow-up in our hospital.
long-term medication and management are discussed with the patients’ primary care physician after acute events. This telehealth program bridges acute and home care and emphasizes on education, prevention, and early detection of clinical deterioration. The clinical information including CHA2DS2-VASc scores were relayed to the cardiology specialist who made the final judgment and suggestions regarding care.

**Usual Care**

Patients in the control group received the usual care provided by the primary care physicians at our cardiovascular center according to updated guidelines including, but not limited to, the American Heart Association’s guidelines for lifestyle modification and primary prevention to reduce cardiovascular risk, guidelines for the management of stable ischemic heart disease, and the American Diabetes Association’s guidelines for the management of diabetes. Patients made routine outpatient department visits (once every 3 months) to their primary care physicians. There was no contact between the telehealth center and patients receiving usual care.

**Data Collection**

All demographic and clinical data were obtained from the electronic database of the hospital. The CHA2DS2-VASc score was calculated retrospectively according to documentation of the electrical medical chart for congestive heart failure, hypertension, age >75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex category. The calculation is not yet an automated process in our Web-based telehealth program. The diagnosis of a chronic disease was based on the electronic database. The discharge diagnosis was used if there was disagreement between outpatient and discharge diagnoses. The follow-up data were acquired from the electronic database of our hospital. The primary outcome of this study was hospitalization for cardiovascular events including acute coronary syndrome, peripheral artery disease, stroke, transient ischemic attack, congestive heart failure, atrial fibrillation, and sudden cardiac death. The end date of follow-up was the September 30, 2016.

**Statistical Analysis**

Normally distributed data were displayed as the mean (SD), and data were compared within the study group using the t test of variance. Nonnormally distributed continuous data were displayed as the median (interquartile range) and were compared in the study group using the Kruskal-Wallis analysis. The distribution of categorical variables was compared in the study group using the chi-squared test. There were no missing values in the basic variable collections in our cohort.

Kaplan-Meier curves were used to estimate survival rates of hospitalization for cardiovascular events, and a log-rank test was used to compare risks among the study groups. We further stratified the subjects according to the CHA2DS2-VASc scores of 0-3 and 4-8. To evaluate the independent effect of the telehealth program on the risks of hospitalization for cardiovascular events, we used a multivariable Cox proportional hazard model with adjustment for prespecified clinical characteristics including age >80 years, female gender, diabetes mellitus, hypertension, dyslipidemia, coronary artery disease, congestive heart failure, peripheral artery disease, ischemic stroke, atrial fibrillation, chronic kidney disease, and telehealth program. The assumption of proportional hazard was tested by the Schoenfeld partial residuals, in which the study group was the only explanatory continuous variable. The assumption of proportional hazard was not rejected. The Bonferroni correction was used to adjust for multiple (pairwise) comparisons in the study group when the overall test was statistically significant. Data were analyzed using Statistical Package for Social Science (version 22; IBM Corp, Armonk, NY). Statistical significance was set at two-sided P values <.05.

**Results**

**Patient Demographics and Clinical Features**

A total of 1980 patients (431 in the telehealth group and 1549 in the control group) were enrolled in this study (Figure 1). The baseline characteristics are reported in the Table 1. In the telehealth groups, the mean age was 70.3 (SD 14.9) years, and 66.1% (285/431) were men.

Figure 1. Flow chart of enrolled patients. CV: cardiovascular; f/u: follow up.
### Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Telehealth care group (N=431)</th>
<th>Control group (N=1549)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.3 (14.9)</td>
<td>64.2 (13.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age &gt; 80 years, n (%)</td>
<td>85 (19.7)</td>
<td>115 (7.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>146 (33.9)</td>
<td>494 (31.9)</td>
<td>.45</td>
</tr>
<tr>
<td><strong>Risk factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus, n (%)</td>
<td>128 (29.7)</td>
<td>369 (23.8)</td>
<td>.01</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>198 (45.9)</td>
<td>642 (41.4)</td>
<td>.098</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>143 (33.2)</td>
<td>484 (31.2)</td>
<td>.40</td>
</tr>
<tr>
<td>Atrial fibrillation, n (%)</td>
<td>73 (16.9)</td>
<td>152 (9.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CKD&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>38 (8.8)</td>
<td>116 (7.5)</td>
<td>.36</td>
</tr>
<tr>
<td>CAD&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>207 (48.0)</td>
<td>907 (58.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CHF&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>103 (23.9)</td>
<td>166 (10.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stroke, n (%)</td>
<td>64 (14.8)</td>
<td>128 (8.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PAD&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>14 (3.2)</td>
<td>51 (3.3)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>CHA&lt;sub&gt;2&lt;/sub&gt;DS&lt;sub&gt;2&lt;/sub&gt;-VASc&lt;sup&gt;e&lt;/sup&gt; score, mean (SD)</td>
<td>2.7 (1.9)</td>
<td>2.0 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aspirin, n (%)</td>
<td>184 (42.7%)</td>
<td>788 (50.9%)</td>
<td>.003</td>
</tr>
<tr>
<td>Beta-blocker, n (%)</td>
<td>150 (34.8%)</td>
<td>321 (20.7%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ACEI/ARB&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td>170 (39.4%)</td>
<td>510 (32.3%)</td>
<td>.01</td>
</tr>
<tr>
<td>CCB&lt;sup&gt;g&lt;/sup&gt;, n (%)</td>
<td>44 (10.2%)</td>
<td>390 (25.2%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Statin, n (%)</td>
<td>120 (27.8%)</td>
<td>440 (28.4%)</td>
<td>.86</td>
</tr>
<tr>
<td>OHA&lt;sup&gt;h&lt;/sup&gt;, n (%)</td>
<td>78 (18.1%)</td>
<td>229 (14.8%)</td>
<td>.098</td>
</tr>
<tr>
<td>Mean follow-up (days), mean (SD)</td>
<td>701.7 (431.4)</td>
<td>886.1 (530.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>CKD: chronic kidney disease.

<sup>b</sup>CAD: coronary artery disease.

<sup>c</sup>CHF: congestive heart failure.

<sup>d</sup>PAD: peripheral artery disease.

<sup>e</sup>CHA<sub>2</sub>DS<sub>2</sub>-VASc: congestive heart failure, hypertension, age >75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex.

<sup>f</sup>ACEI/ARB: angiotensin-converting enzyme inhibitor/angiotensin II receptor blocker.

<sup>g</sup>CCB: calcium channel blocker.

<sup>h</sup>OHA: oral hypoglycemic agent.

In the control group, the mean age was 64.2 (SD 13.8) years, and 68.11% were men (1055/1549). The telehealth group had more patients with congestive heart failure (103/431, 23.9% vs 166/1549, 10.7%), stroke (64/431, 14.8% vs 128/1549, 8.3%), diabetes mellitus (128/431, 29.7% vs 369/1549, 23.8%), and atrial fibrillation (73/431, 16.9% vs 152/1549, 9.8%) than the control group; all these variables were significantly different between the two groups. The CHA<sub>2</sub>DS<sub>2</sub>-VASc score was significantly higher in the telehealth group than in the control group (2.7 [SD 1.9] vs 2.0 [SD 1.6], P<.001). The mean follow-up time was 701.7 (SD 431.4) days for the telehealth group and 886.1 (SD 530.9) days for the control group (P<.001).

### Prognosis of Patients Stratified by CHA<sub>2</sub>DS<sub>2</sub>-VASc Score

We stratified all patients (telehealth and control group) into higher (4-8 points) and lower (0-3 points) score groups according to their CHA<sub>2</sub>DS<sub>2</sub>-VASc score. A total of 414 patients were included in the higher score group and 1566 were included in the lower score group. The Kaplan-Meier curve showed significant differences in the factor remaining free of hospitalization for a cardiovascular event between the two groups. The overall estimated survival rate was 46.5% in the higher CHA<sub>2</sub>DS<sub>2</sub>-VASc score group and 54.8% in the lower CHA<sub>2</sub>DS<sub>2</sub>-VASc score group (log-rank test P=.003; Figure 2).
Figure 2. Kaplan-Meier curve of cardiovascular hospitalization according to CHA\textsubscript{2}DS\textsubscript{2}-VASc scores. The overall estimated rate of cardiovascular hospitalization was 54.8% and 46.5% in patients with CHA\textsubscript{2}DS\textsubscript{2}-VASc score ≤3 and ≥4, respectively (log-rank test \(P=0.003\)). The dotted lines represented the error bars of 95% CI in both figures. CV: cardiovascular; CHA\textsubscript{2}DS\textsubscript{2}-VASc: congestive heart failure, hypertension, age >75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex.

Impact of Telehealth Program on Patients with Different CHA\textsubscript{2}DS\textsubscript{2}-VASc Scores

The lower CHA\textsubscript{2}DS\textsubscript{2}-VASc score group included 299 subjects in the telehealth group and 1267 subjects in the usual care group. The estimated survival rate of patients remaining free from cardiovascular hospitalization was 61.4% for the telehealth program and 54.3% in the control group. The Kaplan-Meier curve showed similar survival rates in both groups without significant differences (log-rank \(P=0.57\); Figure 3). The higher CHA\textsubscript{2}DS\textsubscript{2}-VASc score group included 132 subjects in the telehealth group and 282 in the usual care group. The estimated survival rate in patients remaining free from cardiovascular hospitalization was 61.5% and 41.8% in patients in the telehealth program and those in the control group, respectively. Patients accepting the telehealth program had better survival, with significant differences observed in the Kaplan-Meier curve between the two groups (log-rank \(P=0.01\); Figure 3).

Predictors of Cardiovascular Hospitalization for Patients With CHA\textsubscript{2}DS\textsubscript{2}-VASc Scores ≥4

Univariate analysis revealed a significant association between hospitalization for cardiovascular events and the following variables in patients with CHA\textsubscript{2}DS\textsubscript{2}-VASc scores ≥4 (Table 2): chronic kidney disease (hazard ratio [HR]=1.87 [CI 1.32-2.63], \(P<0.001\)), telehealth program (HR=0.66 [CI 0.48-0.91], \(P=0.01\)), and angiotensin receptor blocker (HR=0.70 [CI: 0.52-0.94], \(P=0.006\)). However, only chronic kidney disease (HR=1.65 [CI 1.13-2.40], \(P=0.01\)) and the telehealth program (HR=0.36 [CI 0.22-0.62], \(P<0.001\)) remained significant in multivariable Cox regression. On the other hand, the variable peripheral artery disease was insignificant in univariable analysis (HR=0.97 [CI 0.74-1.29], \(P=0.86\)) but became significant (HR=1.92 [CI 1.24-2.98], \(P=0.003\)) after multivariable Cox regression (Table 2).

Interaction Between the Telehealth Program and the CHA\textsubscript{2}DS\textsubscript{2}-VASc Score

Figure 4 shows the Kaplan-Meier curve of cardiovascular hospitalization among patients with different CHA\textsubscript{2}DS\textsubscript{2}-VASc scores (≥4 and ≤3) who did and did not receive the fourth-generation synchronous telehealth program. In the usual care group, the overall estimated survival rate of patients who were not hospitalized for cardiovascular complications was 41.8% in group D and 54.3% in group B (Figure 4). In the telehealth group, the overall estimated survival rate of subjects remaining free from cardiovascular hospitalization was 61.5% in group C and 61.1% in group A (log-rank \(P=0.006\)). After a pairwise multiple comparison-adjustment procedure for Kaplan-Meier survival curve with Bonferroni correction, the estimated survival rate of group C remained significantly higher than that for group D and was similar to that of groups A and B (group A vs group C, log-rank \(P=0.97\); group B vs group C, log-rank \(P=0.59\); group C vs group D, log-rank \(P=0.01\); Figure 4).
Figure 3. (A) Kaplan-Meier curve of cardiovascular hospitalization and the fourth generation synchronous telehealth program in patients with CHA$_2$DS$_2$-VASc score ≤3. The overall estimated survival rate of remaining free from cardiovascular hospitalization was 61.1% in patients accepting the fourth-generation telehealth program, and 54.3% in patients not accepting the program (log-rank test $P=.57$). (B) CHA$_2$DS$_2$-VASc score ≥4. The overall estimated survival rate of remaining free from cardiovascular hospitalization was 61.5% in patients accepting the fourth-generation telehealth program and 41.8% in patients not accepting the program (log-rank test $P=.01$). CV: cardiovascular; CHA$_2$DS$_2$-VASc: congestive heart failure, hypertension, age >75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex.

Table 2. Univariate and multivariable Cox analyses: Predictors of hospitalization for cardiovascular events in patients with CHA$_2$DS$_2$-VASc scores ≥4 (N=414).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Univariate analysis</th>
<th>Multivariable analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hazard ratio (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Age &gt;80 years</td>
<td>0.85 (0.65-1.12)</td>
<td>.26</td>
</tr>
<tr>
<td>Female gender</td>
<td>0.86 (0.66-1.14)</td>
<td>.30</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>0.99 (0.75-1.30)</td>
<td>.93</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1.05 (0.73-1.50)</td>
<td>.81</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>1.07 (0.82-1.41)</td>
<td>.62</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>1.30 (0.98-1.73)</td>
<td>.07</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>1.24 (0.93-1.66)</td>
<td>.14</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>0.97 (0.74-1.29)</td>
<td>.86</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>0.76 (0.40-1.32)</td>
<td>.39</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>1.03 (0.73-1.46)</td>
<td>.86</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>1.87 (1.32-2.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Telehealth program</td>
<td>0.66 (0.48-0.91)</td>
<td>.01</td>
</tr>
<tr>
<td>Antiplatelet</td>
<td>1.03 (0.78-1.35)</td>
<td>.86</td>
</tr>
<tr>
<td>Angiotensin converting enzyme inhibitor</td>
<td>0.99 (0.54-1.83)</td>
<td>.99</td>
</tr>
<tr>
<td>Angiotensin II receptor blocker</td>
<td>0.70 (0.52-0.94)</td>
<td>.02</td>
</tr>
<tr>
<td>Calcium channel blocker</td>
<td>0.76 (0.55-1.05)</td>
<td>.098</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>1.02 (0.74-1.40)</td>
<td>.92</td>
</tr>
<tr>
<td>Statin</td>
<td>0.93 (0.69-1.27)</td>
<td>.65</td>
</tr>
<tr>
<td>Oral hypoglycemic agent</td>
<td>0.75 (0.55-1.04)</td>
<td>.08</td>
</tr>
<tr>
<td>Insulin</td>
<td>0.80 (0.44-1.47)</td>
<td>.47</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
This is the first study to apply CHA\textsubscript{2}DS\textsubscript{2}-VASc scores to stratify patients receiving the fourth-generation synchronous telehealth program and determine who benefits most from the program. Our study showed that the fourth-generation synchronous telehealth program provided better outcomes with reduced cardiovascular hospitalization than usual care in patients with higher CHA\textsubscript{2}DS\textsubscript{2}-VASc scores (≥4 points).

Overview
Telehealth care has been shown to reduce hospitalizations in patients with chronic conditions such as asthma, chronic obstructive pulmonary disease, and heart failure [13-16]. We previously reported better cost effectiveness and clinical outcomes with the use of a fourth-generation synchronous telehealth program in patients with chronic cardiovascular diseases [12]. In that study, patients who received and those who did not receive telehealth programs were matched for sex, age, and Charlson score, which is a method of predicting mortality by classifying or weighting comorbid conditions [17]. However, some studies failed to show better clinical outcomes in patients receiving telehealth program [6,7]. Although the types of subjects enrolled were diverse, research on telehealth programs in chronic diseases management has shown mixed results. Development of an objective stratification system for patients and identification of which group of patients benefit from the telehealth program are needed.

The CHA\textsubscript{2}DS\textsubscript{2}-VASc score is a validated clinical tool predicting stroke occurrence in patients with atrial fibrillation [8,9]. Previous studies have shown that the CHA\textsubscript{2}DS\textsubscript{2}-VASc score enables a substantially comprehensive risk evaluation and improves physicians' ability to identify genuinely low-risk patients who have atrial fibrillation. It is not surprising that the components of these risk scores are associated with adverse outcomes because the majority of variables reflect the presence of heart disease or heart disease risk factors independent of atrial fibrillation. These grave outcomes are highlighted in studies that have examined CHA\textsubscript{2}DS\textsubscript{2}-VASc scores in patients without atrial fibrillation. These studies have noted a significant risk of major adverse cardiovascular events with increasing scores [18-20]. Comprehensive care for a patient with higher scores is extremely important because they have a greater risk and worse outcomes of congestive heart failure, acute coronary syndrome, and even mortality [18-20]. In this study, we did not match both groups by the Charlson score: Several components of CHA\textsubscript{2}DS\textsubscript{2}-VASc and Charlson scores were repetitive. Since patients with higher CHA\textsubscript{2}DS\textsubscript{2}-VASc scores exhibited a higher prevalence of cardiovascular diseases, the CHA\textsubscript{2}DS\textsubscript{2}-VASc score may be a better parameter than the Charlson score to select potential candidates for telehealth care.

In patients with nonvalvular atrial fibrillation, the CHADS\textsubscript{2} score was significantly associated with the risk of a future stroke.
event. This new scoring system can identify patients with lower CHADS2 scores (≤1) who remain at high risk for stroke. However, Eva et al reported that the demarcation may be minimal for patients with CHA2DS2-VASc scores ≤3 [21]. We apply this result to our patients in two groups, with higher (≥4) and lower (≤3) CHA2DS2-VASc scores. In this study, the two groups had a significant difference in survival of subjects remaining free from cardiovascular hospitalization overall. More importantly, we found that this demarcation can stratify whether patients receive benefits after accepting the telehealth program.

In the usual care group, we found that a higher CHA2DS2-VASc score (≥4) is significantly associated with a higher risk of cardiovascular admission compared to a lower score (≤3) (Multimedia Appendix 1). However, the cardiovascular admissions were similar for patients with CHA2DS2-VASc scores ≥4 and those with scores ≤3 in the telehealth group (Multimedia Appendix 1). This suggested that telehealth care could diminish the CHA2DS2-VASc score-associated cardiovascular admission. In the patient group with CHA2DS2-VASc scores ≤3, the overall estimated survival rate of subjects remaining free from cardiovascular hospitalization was similar irrespective of whether patients accepted the fourth-generation telehealth program (Figure 3). However, patients with scores ≥4 who accepted the telehealth program had significantly better outcome than those who did not accept the program (Figure 3B). After multiple comparison adjustments by Bonferroni methods, patients with scores ≥4 accepting telehealth were found to have similar clinical outcomes as patients with scores ≤3, regardless of whether they accepted the telehealth program; their outcomes were significantly better than those of patients with scores ≥4 not accepting the telehealth program (Figure 4). This implied that patients with scores ≥4 benefit most from telehealth monitoring and the need for cardiovascular hospitalization is reduced. These results showed that the CHA2DS2-VASc score might be a good indicator to select patients for the telehealth program.

The telehealth program has changed over time. We used the fourth-generation telehealth program, which is a synchronous and integrated remote-management program for chronic disease. This new system takes the initiative to offer an interactive environment and in-time responsiveness for patients who encountered acute illness or deterioration in condition. Compared to usual care, more accurate diagnoses and decisions can be made through quick communication after accepting the telehealth program. In our previous report, there were significantly fewer emergency department visits, hospitalizations, hospitalization days, and intensive care unit admissions per month in the telehealth group compared to the control group [12]. Thus, this new intervention program may be helpful in improving patient outcomes.

Apart from the telehealth program, we found that chronic kidney disease and peripheral artery disease were the two remaining prognostic factors for cardiovascular admission in patients with CHA2DS2-VASc scores ≥4 after multivariable Cox regression. Studies on patients with chronic kidney disease accepting telehealth are rare [22,23]. We reported that among patients receiving the telehealth program, renal function status remains a predictor for first hospitalization—this is identical to our study [24]. On the other hand, patients with peripheral artery disease accepting the telehealth program are rarer despite their higher mortality rate [25]. According to previous studies, the mortality of symptomatic and asymptomatic patients was 19% and 24%, respectively, at 5 years [26]. Furthermore, patients with peripheral artery disease share similar risk factors as patients with coronary artery disease, carotid artery stenosis, and congestive heart failure as compared to the general population [27-29]. Early identification of peripheral artery disease with optimized and comprehensive treatment is mandatory to improve clinical outcomes; the telehealth program may have a role in this process. There have been studies addressing the issue of telehealth applications in patients with peripheral artery disease with wounds or gangrene, but these studies focused on wound infection control rather than general patient care [30,31]. Larger clinical trials applying telehealth care to patients with peripheral artery disease may be needed to improve clinical outcomes.

Limitations

This study has several limitations. First, the study was not randomized, which resulted in heterogeneity of the patient population, disease severity, and patient selection. Patients with the capacity to self-monitor and be enrolled in a program for home remote monitoring are potentially more likely to receive medical assistance when experiencing clinical changes or a clinical decline. The patient-selection process should be recognized as a limitation. Second, the presence of numerous confounding factors in our cohort might have influenced the result, including the missing events. We tried to perform multivariable Cox regression analysis to minimize the possible confounding effect of other clinical factors. Third, there might be some statistical limitations and considerations of statistical testing/modeling. For example, peripheral artery disease was not significantly associated with hospitalization for cardiovascular events in the univariate Cox regression but became significant in the multivariable Cox model in patients with CHA2DS2-VASc scores ≥4 (Table 2). This might be due to some reverse confounding or overfitting. On the other hand, the survival analysis stratified by CHA2DS2-VASc scores (≤3 vs >4) may induce type I error inflation (Figure 3). However, the result would be significant even if Bonferroni correction was done in patients with CHA2DS2-VASc scores ≥4. This indicates that type I error inflation may not be a serious problem in this study. Fourth, the clinical outcomes were derived from the electronic billing and medical records of our hospital, and the patients who received care outside our hospital were not recorded. Resources that were used but not billed may have also been overlooked when extracting data from our billing system.

Conclusions

Patients with higher CHA2DS2-VASc scores had higher risks of cardiovascular admissions, but the fourth-generation telehealth program could diminish the outcome difference associated with scores. Patients with CHA2DS2-VASc scores ≥4 benefited the most from the fourth-generation telehealth program and remained free of cardiovascular hospitalization.
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Multimedia Appendix 1

(A) Kaplan-Mayer curve of cardiovascular hospitalization with CHA2DS2-VASc score in patients who did not accept the fourth-generation synchronous telehealth program. The overall estimated survival rate of cardiovascular hospitalization was 41.8% in patients with CHA2DS2-VASc score ≥4 and 54.3% in patients with a score ≤3 (log-rank test \(P=0.001\)). (B) Patients using the fourth-generation synchronous telehealth program. The overall estimated survival rate of cardiovascular hospitalization was 61.5% in patients with CHA2DS2-VASc score ≥4 and 61.1% in patients with the score ≤3 (log-rank test \(P=0.97\)). CV: cardiovascular; CHA2DS2-VASc: congestive heart failure, hypertension, age > 75 years (doubled), type 2 diabetes mellitus, previous stroke, transient ischemic attack or thromboembolism (doubled), vascular disease, age of 65-75 years, and sex.
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Abstract

Background: Although participatory action research (PAR) studies have proliferated in recent years, the development of technological resources to manage these types of projects has not kept pace. Few studies show how Web-based applications can be used to efficiently manage the data collection process.

Objective: This study described the development, use, and impact of a Web-based application to facilitate data management in Niños Sanos, Familia Sana (Healthy Children, Healthy Family), an interventional multifaceted PAR field study.

Methods: We described the transformation of the data management process and evaluated the impact of the application in terms of time efficiency of data collection and engagement of community-based data collectors. We defined time efficiency as the total number of days it took to collect 3 main surveys, per year of data collection. The engagement of data collectors was assessed based on qualitative reports.

Results: The amount of time it took to perform a round of data collection was reduced after implementation of the field team application (between 382 and 383 days and 198 and 233 days). Secondary data were also collected in a tighter time frame around collection of the primary outcome, and communication among data collectors, the field staff, and the research team was streamlined. In focus groups, community-based data collectors reported feeling more empowered and engaged in the data collection process after implementation of the application.

Conclusions: A Web-based management application was successful in improving data collection time efficiency and engagement among data collectors.

(J Med Internet Res 2019;21(1):e10861) doi:10.2196/10861
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Introduction

Participatory action research (PAR) methodologies have been employed in the public health field as a best practice to develop interventions that aim to address ethnic and socioeconomic disparities in health services [1,2]. PAR studies are often conducted in populations where participants are hard to reach and retain, requiring an iterative process of data collection methods and a high degree of coordination among researchers and community staff [3]. Experts have suggested that establishing a field office and hiring local community members as staff are key components to a successful community-university partnership [4]. Nonetheless, the geographical distance and skill differences between researchers and community staff can create challenges such as the following: communication lags between the research team and field staff, limited exposure of field staff to university-based applied research methods, and undervaluing community members’ insights about translating research design elements of the project into appropriate community-based methods and strategies.

Although PAR studies have proliferated in recent years, the development of technological resources to manage these types of projects has not kept pace. Computers, smartphones, and other mobile computing devices have increasingly been used to collect data [5]. However, few studies show how mobile and Web-based technologies can be used to efficiently manage the data collection process. Oftentimes, data collection and participant information are managed in an offline database that does not allow for real-time updates. Studies that have employed mobile and Web-based technology as a management tool report mixed results. Zhang et al found that using mobile device–based technology improved the validity and reliability of data, and the availability of real-time communication was beneficial for project directors and data collectors [6]. However, Vallieres et al found that there was no change in perceived supervision, engagement, or motivation among community health workers after the implementation of a mobile health app as a human resource tool [7]. Vallieres et al suggested that differences in outcomes may hinge on the engagement and motivation of the people using the technology.

This study described the development, use, and impact of a Web-based application to facilitate data management in Niños Sanos, Familia Sana (NSFS; translated as Healthy Children, Healthy Family), an interventional multifaceted PAR field study. NSFS evaluated the impact of an intervention package on the rate of growth of body mass index (BMI) among children of Mexican heritage in California’s Central Valley. A number of logistical challenges emerged through the initial data collection phase—largely due to the geographical remoteness of the field site and hard-to-reach nature of the participating communities. In response to these challenges, researchers and field staff worked with a computer programmer to create a Web-based data management tool. The Web-based data management tool was not included in the original study protocol and was developed, through a learning process, as a solution to challenges associated with the initial data collection methods. Our goal was to describe the transformation of the data management process and evaluate the impact of the application in terms of time efficiency of data collection and engagement of community-based data collectors. We defined time efficiency as the total number of days it took to collect 3 main surveys, per year of data collection. The engagement of data collectors was assessed based on qualitative reports.

Methods

Overview

NSFS was a multifaceted, public health intervention study designed to slow the rate of growth of BMI among children of Mexican heritage aged between 3 and 8 years. Recruitment and enrollment began in August 2011. The intervention phase occurred from September 2012 through August 2015 and follow-up concluded in April 2016. Throughout the study, 782 children were recruited and enrolled. The methodology and study protocol have been described elsewhere [8]. NSFS was approved by the University of California (UC) Davis Institutional Review Board, and the legal guardians of eligible children provided written informed consent.

NSFS was located within 5 rural communities in California’s Central Valley. These communities are 160 to 190 miles from UC Davis, the institution that hosted the research project. The geographic distribution of these communities is dispersed, and the distance between the communities ranges from 5 to 30 miles. The location and geographical dispersion of the field sites created challenges to data collection, including long travel times and difficulty for the university researchers to be physically engaged in all aspects of data collection. Furthermore, the demographic and economic makeup of the study population contributed additional logistical challenges. Many of the parents and guardians are employed in agricultural professions and work long, variable hours making scheduling of data collection difficult. Households also return to Mexico and spend extended periods of time out of the country. Data were collected via verbal interviews, as opposed to Web-based surveys, as many households have limited access and exposure to technology as well as a low educational level. A number of parents and guardians speak only Spanish, requiring a culturally nuanced data collection team.

The implementation and evaluation of NSFS was a coordinated effort among researchers at UC Davis, public health professionals from UC Cooperative Extension (UCCE), a field team of local staff, community health workers (promotoras), and local students from West Hills Community College (WHCC). The UCCE team members were based in Fresno, a city 30 to 40 miles from the study communities. Given the scope of the study and the distance of the field site to UC Davis, a field office was established in the intervention community. The field office was staffed by a local study coordinator, local program representative, and a local nutrition educator. The study coordinator supervised a team of data collectors that included promotoras and WHCC students.

Data Collection

Throughout the NSFS study, numerous types of data were collected from eligible children and their households. The primary outcome of the study was the rate of growth in child
BMI. Anthropometric measurements were collected from eligible children at baseline and every 6 months thereafter. Additional data were collected throughout the study to both assess secondary outcomes and understand factors that influence behavioral choices. Data sources included biannual anthropometric measurements, annual surveys, monthly nutrition class attendance records, biannual accelerometers, ongoing loyalty card data from grocery store scanners, annual food shopping receipts, and biannual carotenoid measurements.

Data collection occurred at the field office, community events, school sites, and participants’ homes. In the first 2 years of data collection, the study coordinator would contact parents and guardians and schedule both the time and location of a data collection session. The study coordinator would also assign a data collector to the scheduled session. Surveys were collected using LimeSurvey, an open source Web application (Version 1.91), via remote Netbooks (Gateway LT2000). Data were uploaded from the Netbooks through an internet connection to a secure MySQL (Oracle) database, cloud-hosted on a private server.

**Initial Tracking System**

During the recruitment and enrollment period, a master list was developed to track basic household information, eligibility status, and willingness to participate for all recruited households. Upon enrollment, households were assigned a unique household identification number for tracking and confidentiality purposes. Individuals within the household were also assigned an individual identification number. All tracking numbers were included in the master list. The master list was managed in a Microsoft Excel spreadsheet by the field staff.

An activity tracking log was developed in concert with the master list to monitor intervention and data collection activities among households. The activity tracking log was also managed in Microsoft Excel by the field staff. Before a scheduled data collection session, the field staff would use the activity tracking log to prepare a report that included basic household information and a list of data elements that needed to be collected. Reports would be printed and given to the data collector assigned to the session. Data collectors would update the report with any new household information and a list of surveys that had been collected at the session. They would then return the report to the field staff for entry into the activity log.

**Challenges**

The initial system of data management had a number of drawbacks. Updating the activity log and creating reports was an inefficient process. It required a great deal of coordination and communication among the field staff, data collectors, and the research team. Survey progress and household information had to be entered twice—once on paper and again in the electronic log. Data collectors occasionally lost or did not return paper reports in a timely manner. Other times data collection activities were not recorded in the electronic log by the field staff. As a result, households were sometimes asked to complete surveys more than once. To ensure data collection was on track, researchers made weekly trips to the field site to reconcile the activity log with data that had been uploaded to the database.

Scheduling of data collection activities was also inefficient. The field staff needed to coordinate with both households and data collectors to find a mutually agreeable time and location for data collection activities. In some cases, households did not have time to complete surveys in one sitting or had a schedule change and were not available at the time of their appointment. The field staff would have to reschedule both the data collector and household, which further delayed data collection and increased travel time and cost.

Furthermore, the initial system of data management yielded a disconnect among the data collectors, the field staff, and the research team. Data collectors would call the field office to report issues with surveys or specific households, and the field staff would contact the research team for guidance. This was a time-consuming way to troubleshoot problems that usually required quick implementation of solutions. Researchers also lacked the ability to monitor data collection activities in real time and offer appropriate feedback. For example, the Food Frequency Questionnaire was only required from 1 predefined child per family and in some cases the wrong child was interviewed. Conversely, data collectors had a wealth of knowledge about the community and household-specific constraints (such as work schedules) that was not easily communicated back to the research team and field staff nor was it considered in scheduling decisions.

**Development of Field Team Application**

To simplify oversight of data collection, the researchers, field staff, and data collectors worked with a computer programmer to develop a field team application. The field team application is a secure, password-protected website application that tracks household and individual information as well as data collection progress. The application contains searchable master lists at both the household and individual level with high-level information including name, identification number, contact information, and eligibility and participation status. Each household and individual entry also links to a full household profile page. The household profile contains information from the master list, as well as detailed information about each member of the household, status of household and individual-level surveys and instruments, a map indicating the household’s location, participation records for intervention components, and a messaging portal (see Figure 1 for an example of the profile page). Information can be filtered by a number of variables, such as status of a particular survey, to provide summary reports.

The process of building the application took several months of interactive meetings among stakeholders to understand the data collection process and translate management to a Web-based portal. As a result, the application is tailored to the specifics of the NSFS study. The computer programmer also worked with the field staff and data collectors to ensure the application was user friendly to an audience with varied technological literacy. An initial version of the application was tested before rollout. The application was officially launched on September 1, 2014, at the start of the third year of data collection.

Following implementation of the field team application, all data collection activities were tracked directly within the application.
The application was linked to the MySQL database. Data collection progress was updated within the application in real time as data elements were uploaded from Netbooks to the database. Scheduling procedures also shifted after implementation. The study coordinator assigned data collectors to specific households based on previous working relationships. Data collectors took ownership of these households and scheduled collection activities directly with participants. The researchers and field staff were able to take a more hands-off approach to management and monitored data collection remotely. The messaging section allowed data collectors to communicate efficiently with the field staff and research team. Data collectors were also able to take notes within the application and include supplementary information about households in the profile page. Overall, there was greater transparency of the data collection process among all stakeholders after implementation of the field team application.

Figure 1. Example profile page.
Field Team Application Evaluation Methodology

Quantitative: We assessed time efficiency of data collection by comparing the total number of days it took to collect 3 main surveys in years 2, 3, and 4. Apart from the implementation of the field team application, which occurred after year 2 collection and before year 3 collection, the survey instruments and procedures remained largely the same throughout.

Qualitative: As part of evaluating the community-based aspects of the NSFS study, we conducted focus groups with data collectors in one of the study sites. Focus group methodology has been described as a useful methodology to allow participants to engage in a free-flowing discussion and to express their attitudes and opinion about a specific focus [9,10]. The focus groups were facilitated in Spanish by 2 bilingual, bicultural researchers and a project coordinator. The focus groups lasted between 1.5 and 2 hours and were recorded using a digital voice recorder. A bilingual researcher transcribed the focus group discussions, and a second researcher reviewed the transcription. The coding of the data followed a deductive approach based on Strauss’s (1987) methodology [11,12].

Results

This study assessed changes associated with the implementation of field team application in 2 main areas: time efficiency of data collection and engagement of the data collectors. Figure 2 shows the probability density of data collection over time for 3 main surveys and reflects the change in time efficiency before and after the implementation of the application. In year 2, surveys took between 382 and 383 days to collect for the whole sample. In years 3 and 4, following application implementation, collection took between 198 and 233 days. Half of the sample was surveyed in under 85 days for the years following application implementation, whereas collection for half of the sample in the year before ranged between 111 and 113 days.

The main outcome measure of the study is the change in BMI in an eligible child over time. The supporting surveys were conducted to provide an analytical context for modeling the main outcome. To maximize their explanatory value, a tight time frame of survey collection around anthropometric measures was crucial. Figure 3 shows the distribution of time elapsed between collection of anthropometric measurements and supporting surveys. Half of the surveys were collected at the 190-day mark following anthropometric measurements in year 2. In year 3, this had improved to 70 days (a 63% decrease) and by year 4 to 55 days (a 71% decrease).

Figure 2. Progression of survey collection.
In addition to improvements in time efficiency, data collectors became more engaged in the collection process after implementation of the field team application. Overall, 9 data collectors participated in 2 focus groups. All of the data collectors were women of Mexican origin. The data collectors’ age ranged between 19 and 52 years. During focus group discussions [9], data collectors shared their experience with the field team application and reported being able to communicate in an efficient and direct manner with the research team. For example, 1 data collector mentioned:

> When we had the application, we were able to input comments directly into the comment box, which allowed the university team [researchers] to see the comment. That saved us a lot of time since we did not have to communicate with [the study coordinator], and then wait for her to deliver the message to someone else.

This example describes the data collectors’ experiences of having the ability to communicate directly with the research team, which created a sense of belongingness to the research team and empowerment. More specifically, the data collectors mentioned:

> Having the ability to collect data and communicate with the research team made us feel as part of the team.

Additionally, the comment feature of the application allowed the data collectors to update the research team on family-specific problems or challenges, which in turn facilitated the overall tracking of participants. For example, the data collectors indicated that if a family had communicated with them that they would be out of town or working seasonal jobs outside the community, then the data collectors could input that information in the comment box. Having that information readily available in the application allowed them to plan their strategy for contacting families.

Finally, the data collectors expressed that the application allowed them to be more effective in working as a team because it allowed them to allocate responsibilities among themselves and work collaboratively. For example, 1 data collector described:

> The application allowed me to see how many families [other data collectors] had completed or if there was a specific issue in scheduling one family and I knew that family personally or was going to be around the area where they live, then I would follow up or coordinate with one of the other data collectors to find the best way to collect the data.

**Discussion**

**Principal Findings**

A centralized, Web-based information portal improved data collection and facilitated communication in a complex public health field study. Results show that the amount of time it took to perform a round of data collection was reduced after implementation of the field team application. Secondary data were also collected in a tighter time frame around collection of the primary outcome, increasing the explanatory value of these complementary surveys. Additionally, communication among data collectors, the field staff, and the research team was streamlined. Community-based data collectors were also provided greater technological skills that further empowered their input in the data management process.

The NSFS study experienced data management challenges commonly faced by PAR projects. We had numerous data elements and a hard-to-reach population. Many of the parents involved in this project were employed in the agricultural sector and worked long, variable hours. Furthermore, some families spent extended amounts of time out of the country, and others lacked transportation to attend community-wide data collection events or office visits. The rural nature of the community meant data collectors spent considerable time on transportation, particularly if they had to make repeated visits to a participant’s home. Our data collection methods were revised and updated over time to respond to these challenges; however, the geographic distance between the field site and university made
real-time communication among researchers, field staff, and data collectors difficult.

The field team application and resulting improvements in data management were critical to the success of this project. Our research protocol required yearly data collection to assess changes in child BMI over time. Implementation of the field team application enabled us to meet this data collection goal. Improvements in time efficiency largely occurred because fewer transactions among researchers, the field staff, data collectors, and participants were needed to complete data collection. We were able to eliminate the time lag created by paper reports and an offline management system. Data collectors were able to schedule and perform data collection directly with remote oversight from the field staff and researchers. Data collectors had intimate knowledge of the community that allowed them to target families at convenient times and locations, as well as to work as a team to reduce transportation time and repeated visits. With greater technological efficiency, the research team was able to fully benefit from the knowledge of the community-based data collectors. Remote, real-time oversight also allowed the research team to course-correct quickly when needed.

The field team application contributed to the success of this study in other, less measurable ways as well. The application reduced the management burden associated with data collection and allowed the field staff more time to engage with participants and the intervention components. Researchers were able to spend more time analyzing and preparing data for timely dissemination and had accurate, updated counts of study participants. It was also easier to identify subgroups for supplementary projects. For example, in the final year of the NSFS study, households with obese children were prioritized to receive a report card with BMI history.

This Web-based management solution can be used and tailored to a number of settings. It was successfully implemented with a group of data collectors, field staff, and researchers that had varying levels of literacy, English proficiency, and exposure to technology. All stakeholders reported that the application was easy to use and had a quick learning curve. Furthermore, this can be a low-cost data management solution, particularly for university-community partnerships. The application was developed by a computer science graduate student who joined the NSFS study as a research assistant and also provided back-end data management support. This approach is not without limitations. Foremost, the application requires access to the internet. When working in more remote parts of the community, data collectors reported that internet connections were not reliable. In these instances, data collectors would rely on printouts from the application as a backup. The application also required input from the computer programmer over time to add password-protected users and resolve minor issues. Finally, a limitation of the evaluation methodology was that this study was not able to completely differentiate between improvements that occurred because of data collectors gaining experience and application introduction. However, if the learning process for data collectors was ongoing, we would expect to see continued improvements in time efficiency after year 3 of data collection. The application introduction was a discrete change after year 2 and was not updated over time.

Conclusions

A Web-based management application was successful in improving data collection time efficiency and engagement among data collectors. This management solution was easily used by a varied audience and can be adapted to support a number of settings. As previously noted, “In an era of severe funding constraints for public health research, more efficient means of conducting research will be needed if scientific progress is to continue” [13].
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Abstract

Background: Access to internet-enabled technology and Web-based services has grown exponentially in recent decades. This growth potentially excludes some communities and individuals with mental health difficulties, who face a heightened risk of digital exclusion. However, it is unclear what factors may contribute to digital exclusion in this population.

Objective: To explore in detail the problems of digital exclusion in mental health service users and potential facilitators to overcome them.

Methods: We conducted semistructured interviews with 20 mental health service users who were deemed digitally excluded. We recruited the participants from a large secondary mental health provider in South London, United Kingdom. We employed thematic analysis to identify themes and subthemes relating to historical and extant reasons for digital exclusion and methods of overcoming it.

Results: There were three major themes that appeared to maintain digital exclusion: a perceived lack of knowledge, being unable to access the necessary technology and services owing to personal circumstances, and the barriers presented by mental health difficulties. Specific facilitators for overcoming digital exclusion included intrinsic motivation and a personalized learning format that reflects the individual’s unique needs and preferences.

Conclusions: Multiple factors contribute to digital exclusion among mental health service users, including material deprivation and mental health difficulties. This means that efforts to overcome digital exclusion must address the multiple deprivations individuals may face in the offline world in addition to their individual mental health needs. Additional facilitators include fostering an intrinsic motivation to overcome digital exclusion and providing a personalized learning format tailored to the individual’s knowledge gaps and preferred learning style.

(J Med Internet Res 2019;21(1):e11696) doi:10.2196/11696
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Introduction

Internet use is near-ubiquitous in the United Kingdom with 80% of adults reporting using the internet daily [1]. The number of UK adults reporting having never accessed the internet is also declining, from 11.4% and 10.2% in 2015 and 2016, respectively [2,3], to 9% in 2017 [4]. Despite these decreases, a minority of individuals remain digitally excluded. There are inconsistent
Digital exclusion has been associated with material deprivation in the offline world. For example, Helsper [7] theorized that material deprivation in areas such as economic capital and sociocultural affiliations, mediated by individual factors such as access and skills, influences digital exclusion. In support of this model, Longley and Singleton [8] mapped material deprivation [9] onto geographical areas in England characterized by low levels of digital engagement and found that high material deprivation areas had lower levels of engagement in internet-enabled technology. Evidence from a recent international survey in Sweden and Britain also indicates that digital exclusion is becoming increasingly concentrated among vulnerable populations, including those who are socially isolated and unemployed [10]. In addition, factors such as old age [11,12] and living in rural areas [13,14] have previously been associated with digital exclusion.

Digital technology and services, including electronic patient record systems, self-monitoring technology, and Web-based therapies [15], have been proposed as pivotal components of planned improvements to mental health provision in the United Kingdom over the next 5 years [16]. These technologies and services have the potential to improve communication between service users and health care professionals, empower service users to more actively manage their health, and augment clinical decision making with real-time clinical information [17]. For these benefits to be realized, mental health service users must be able to access and use these systems.

Surveys conducted in the United Kingdom and the United States indicate that digital exclusion is more prevalent among those with mental health difficulties compared with those without [18,19]. Globally, numerous social determinants of health are associated with poorer mental health, including indicators of lower socioeconomic status such as poverty and employment status [20,21]. Consistent with theories of social and digital exclusion [7], people with mental health difficulties may be more likely to experience digital exclusion because they are also more likely to be socially excluded [22,23]. Evidence also suggests that despite technological developments [24], the factors associated with digital exclusion have been consistent over time. For example, in a sample of outpatients diagnosed with schizophrenia, depression, or anxiety disorders, only 36% reported having ever used the internet, with the primary barriers to internet use including financial costs, lack of skills or knowledge, cognitive difficulties, and access [25]. Ennis et al [26], using a survey of community mental health service users, reported that factors related to knowledge and access were associated with digital exclusion. In a 5-year follow-up of that study, Robotham et al [6] reported that while self-reported rates of digital exclusion had declined, barriers to inclusion still existed. Consistent with Borzekowski et al [25] and Ennis et al [26], key barriers included a lack of knowledge, skills, and financial resources.

To ensure all mental health service users can reap the benefits of digital services for health care and in daily life, it is important to understand the factors that lead to the exclusion of some, as this may help identify specific targets for intervention. Due to the pace of development in internet-enabled technology and Web-based services, it is important to gain a contemporary understanding of why some individuals remain excluded. Qualitative approaches may offer a greater depth of understanding of how the barriers discovered in the surveys emerge and interact to cause digital exclusion. The aim of this study was to explore reasons for digital exclusion among mental health service users and potential facilitators to overcome it.

**Methods**

**Design**

This was an exploratory qualitative study. We employed semistructured interviews using a topic guide. Service users and carers who required assistance with accessing and using internet-enabled technology and services attended a computer skills session and reviewed all study materials and measures. Members of the research team facilitated these sessions. We obtained ethical approval from the North West–Haydock Research Ethics Committee (16/NW/0792). The Feasibility and Acceptability Support Team for Researchers, a team of mental health service users and carers who have been specially trained to advise on research proposals and documentation, reviewed the study protocol, information sheet, and consent form for readability and acceptability.

**Participants**

We recruited participants from a large secondary mental health provider in South London, covering a diverse geographical area including areas of high poverty and urban deprivation. The participant recruitment sites included outpatient services, a community center, and weekly computer skills workshops where we recruited 4, 11, and 5 patients, respectively. We conducted recruitment and analysis concurrently. During recruitment, four authors (BG, DR, SS, and HC) met to discuss emerging themes and participant characteristics and, subsequently, employed maximum variation sampling [27] to recruit individuals who differed from current participants in terms of demographics and clinical diagnoses. We stopped recruitment when data saturation, the point at which interviews stopped yielding new themes, appeared to have been reached [28].

The inclusion criteria were being a current user of mental health services, possessing the capacity to provide informed consent (determined by the researcher trained in taking informed consent), and being digitally excluded (determined through a screening questionnaire, see below). The exclusion criteria were having a diagnosis of dementia, which is an illness that has specific needs in relation to digital intervention [29], and being under the age of 18, as previous research suggests true digital exclusion is less likely in this age group [30].

**Screening Questionnaire**

The screening questionnaire assessed potential participants’ access and confidence with internet-enabled technology to determine whether they were digitally excluded (see Table 1). There was one question asking participants whether anything stopped them from using the internet. We considered participants...
who answered yes to at least one of these items as digitally excluded. Potential participants who did not indicate any barriers or difficulties using the internet were considered ineligible to participate.

**Interview Topic Guide**

We based our interview topic guide (see Multimedia Appendix 1) on Robotham et al [6]. This began with an initial exploration of participants’ familiarity with the internet (eg, “Have you ever used the internet?” and “In your own words can you describe what the internet is?”). This was a warm-up discussion for the remainder of the interview and provided the interviewer with an overall understanding of the participant’s level of digital exclusion. We followed this with a discussion of potential barriers they may have encountered, as identified by Robotham et al [6] (eg, financial, knowledge, or skills), and facilitators to overcome digital exclusion (eg, delivering support in a group format vs one-on-one).

**Procedure**

Following successful screening for digital exclusion, participants took part in interviews conducted in a location of their choosing, including community centers (n=11), hospitals (n=5), and private interview rooms (n=4). The interviews were audio recorded, and if the participant did not provide consent for audio recording (n=1), the researcher transcribed the participant’s responses in summary during the interview. The participants granted consent to use their electronic health records to obtain their demographic characteristics and diagnoses.

**Thematic Analysis**

We transcribed interviews verbatim with personally identifiable content omitted and used NVivo 11 software (QSR International, Melbourne, Australia) [31] for thematic analysis [32]. Initially, one author (BG) read and reread the transcripts, generating an initial list of codes based on the semantic content of the transcripts. The authors collated these into a list of candidate themes and subthemes through consultation with each other. Another author (HG) then independently double-coded the transcripts using the candidate themes as a framework. BG and HG discussed any discrepancies between their codes until they reached a consensus and revised the themes into their final format.

<table>
<thead>
<tr>
<th>Question</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Which of the following items are you familiar with?</strong></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Computer and smartphone</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Computer, tablet, and smartphone</td>
<td>13 (65)</td>
</tr>
<tr>
<td><strong>Which of the following items do you own?</strong></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Computer and smartphone</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Tablet and smartphone</td>
<td>1 (5)</td>
</tr>
<tr>
<td>None of them</td>
<td>8 (40)</td>
</tr>
<tr>
<td><strong>Which of the following items do you have access to?</strong></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Computer and smartphone</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Computer, tablet, and smartphone</td>
<td>1 (5)</td>
</tr>
<tr>
<td>None of them</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Is there anything that stops you from using the internet?</strong></td>
<td></td>
</tr>
<tr>
<td>Lack of knowledge about how to use technology</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Not wanting to use technology</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Lack of available technology</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Lack of places to access technology</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Fear of technology</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Lack of credit or money</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Security concerns</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Other (participant-reported “confusion”)</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>
Results

Participants
We approached 36 individuals, of whom 20 provided informed consent and were interviewed. The final sample contained 13 men and 7 women with a mean age of 56.7 years (SD 11.3; range 39-80). Additional participant characteristics are shown in Table 2. On average, participants had been in contact with mental health services for 19 years.

Factors Maintaining Digital Exclusion

Knowledge
A perceived lack of knowledge was one of the most commonly reported barriers to engagement with internet-enabled technology. Participants reported confusion over how to use Web-based services, in addition to the internet-enabled technology itself:

What’s the reason I haven’t used the internet yet? I just can’t get my head around it. I don’t seem to be able to understand it so, I’ve put it on the back burner since I can’t understand it, you know? [P019, man, 57]

I just think God; how do they do that? You know, but where is it? How do you get it? How do you set it up? I suppose it is on the computer, is it? And you are on your phone, and all that, and I just think, you know. I don’t know what half the things are, when they say “oh, do this, do that.” I’m completely ignorant. [P014, woman, 71]

Some participants also expressed uncertainty regarding potential sources of help for overcoming their digital exclusion, with those who did suggest sources of help (n=11) typically suggesting library services:

I don’t know I don’t know where to ask for help, I don’t. [P004, woman, 57]

Maybe the library, not sure? [laughter] perhaps the library?...Well I would ask if somebody can help me on the internet I suppose. Some of them are quite literate, computer literate and a lot more than I am so. But apart from that no I have no idea, but I mean if there are people I need to know [laughter]. [P010, woman, 52]

Personal Circumstances
Participants reported a range of personal circumstances as reasons for their digital exclusion. Perceived financial barriers were evident, including being unable to afford internet-enabled devices and accompanying services such as broadband:

Yeah if I could use a computer from home yeah, it’s about affording it as well you know what I mean all the internet, broadband and stuff like that, yeah yeah. [P007, man, 52]

I’m on benefits you know, that’s it really…Yeah, once I have bills and all that and…event…and this that…I have nothing left for myself. And once you budget food out as well…you know what I mean? [P020, man, 61]

Participants also reported barriers relating to their living situation, though it was unclear to what extent this may be related to financial costs:

Because I because I can’t get…Wi-Fi…at home so I have to go to the library with my Chromebook. [P004, woman, 57]

Well, because I live in a house which is split into studios, and they don’t allow you to have an internet connection there you’re not allowed to get Sky or broadband brought into the building. [P017, man, 39]

Mental Health
Participants reported how their mental health difficulties, specifically psychosis, impacted on their digital exclusion. This included relapses and hallucinations preventing them from being able to use internet-enabled technology and forgetting how to use the technology. These memory difficulties also appeared to have hindered previous attempts to overcome digital exclusion:

I’m not sure whether I’d be able to use a computer if I had a relapse because the last time I was all over the place it was terrible. [P002, man, 60]

Cos I’m schizophrenic you see so, some days I might be hearing voices and so I might not be able to or things like that, you know. [P006, man, 59]

Because as I’m a psychotic patient you know I find it very difficult to remember things. [P004, woman, 57]

No, because they used to—we used to—to do a group here on computers and this is like 2012 and once a week, but every week I would like forget what I learnt cos we were only once a week, once a week is not good enough to do them sort of things you know? [P019, man, 57]

In addition to the impact of mental health difficulties themselves, periods of time spent in inpatient care were also reported to be detrimental to participants’ awareness of advances in technological development:

Well I think I think it’s mainly the gaps, when you’re mentally ill it’s not like popping in to hospital for, cos I’ve had an operation as well.Where they’re really keen to keep you, sometimes you’re ill for months and you know you get gaps and stuff and as I say things just move on so fast. There was Twitter and things like that and apps I’ve no idea what all those things are. [P012, woman, 57]
Table 2. Participant characteristics (N=20).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>Psychosis</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Affective disorder</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Personality disorder</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Eating disorder</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (20)</td>
</tr>
<tr>
<td><strong>Highest education achieved</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary but not exam qualifications</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Secondary (ordinary level or General Certificate of Secondary Education equivalent)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Secondary (Advanced level equivalent)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Vocational education or college</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Higher-level qualification (eg, university degree or professional qualification)</td>
<td>6 (30)</td>
</tr>
<tr>
<td><strong>Current occupation or employment</strong></td>
<td></td>
</tr>
<tr>
<td>Employed part-time</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Volunteering</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (15)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Black British</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (10)</td>
</tr>
<tr>
<td>White other</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Black other</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Mixed</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

**Overcoming Digital Exclusion**

**Motivation**

There was variation in participants’ motivation to overcome their digital exclusion. Some participants reported that digital exclusion did not negatively impact their lives and, therefore, did not express a desire to overcome it. For some who did report a desire to overcome their digital exclusion, it appeared that a perceived external pressure was an underlying factor:

*It's not actually providing anything for me, it's just a machine it's not providing anything for me.* [P006, man, 59]

*I find that other organizations, banks and so on, more and more indicating that the preferred way for their customers to deal with them is through the internet...and that is a steady pressure as it were and is a growing pressure...and we may get to a stage where people not using the internet are such a minority that they're disregarded.* [P015, man, 80]

Age also appeared to be a moderating factor in participants’ motivation, with some older individuals being comfortable with digital exclusion. However, when asked whether efforts should be made to support older individuals in overcoming their digital exclusion, participants agreed that this population should not be overlooked:

*Yes, I, I can easily say I would be open to that, whether I will actually grasp at it when the—when it was offered on the table in front of me...I’m not so sure, but it depends on what else was going on in my life* [P015, man, 80]

*Yes, of course, yes absolutely. We’re out there, you know, we’re still alive and kicking, maybe sort of a bit slower—but we are out there.* [P016, woman, 75]

**Personal Support Requirements**

Participants expressed support for efforts to overcome digital exclusion that incorporated one-on-one and group support. Participants identified the social aspects of these approaches to support as key benefits:
Something positive to do somewhere positive to go. Don’t have to be stuck indoors all the time I can get out and meet people and learn new skills if you like. [P001, man, 47]

Those kind of you know you can do a course online, mental health management and all this stuff online, to me it’s very isolating I prefer to be in a group and doing that kind of stuff rather than sitting at a computer doing it, so I do see a lot of the mental health kind of like workshops or courses on you know, how to manage your mental health and all that and I just don’t even bother looking at them, cos I just know I’m not gonna do it. [P009, woman, 52]

However, participants also expressed some concerns regarding group support, including the level of individual support that could be offered in a group format compared with one-on-one:

Well you wouldn’t be, the tutor wouldn’t necessarily be able to give you his or her undivided attention, if there’s a group. [P016, woman, 75]

Where efforts to overcome digital exclusion may extend over multiple sessions, participants also voiced concerns regarding the level of commitment required and the potential consequences of missing a session:

I think for me in particular I think courses is something that you’ve got to kind of, you know you’ve got to commit to it I think for me it would be more like drop-in sessions on a particular subject. And more kind of one-to-one basis than in a classroom...because especially with certain mental illnesses, mine in particular, I think if it’s a class I become quite anxious if I’m not able to attend it. And then going back to it after not attending would create a lot of anxiety for me. [P017, man, 39]

Discussion

Factors Maintaining Digital Exclusion

This study identified three major themes maintaining digital exclusion among mental health service users: knowledge, personal circumstances, and mental health. Similar themes have been reported in previous surveys of digitally excluded mental health service users [6,25]. By employing interviews, this study extends these earlier findings by identifying the specific barriers that exist within these overarching themes. Participants in this study also reported additional barriers, including relapses, memory difficulties, and periods of time spent in inpatient care, not previously identified in past research in relation to mental health.

Participants reported that both material deprivation (eg, personal finances and living situation) and aspects of their mental health were barriers to engagement with internet-enabled technology. This means that efforts to overcome digital exclusion among individuals with mental health difficulties should address both the multiple deprivations that digitally excluded individuals may experience in the offline world and their specific mental health needs. For example, hallucinations and poor memory may negatively impact on an individual’s ability to engage and retain acquired skills in the future. So, understanding specific health needs may facilitate both short- and long-term digital inclusion. Gaps in knowledge and familiarity in people who have been isolated from developments in internet-enabled technology and services, such as those in inpatient services, should also be addressed. Providing supervised access to these technologies and services during periods of inpatient treatment may prevent these gaps arising, although this may not be required for everyone receiving inpatient mental health treatment. For example, people receiving treatment within acute mental health services, where the average length of stay is typically short, may experience a brief disruption in their access to internet-enabled technology but are unlikely to be completely excluded when returning to the community.

Overcoming Digital Exclusion

The range of reported knowledge gaps suggests that a single umbrella approach to overcoming digital exclusion may not be effective because it presupposes an equal level of understanding and confidence. While some may benefit from assistance tailored specifically toward internet use, others may require fundamental instruction in operating internet-enabled technology. Formally evaluating individuals’ perceived confidence and competence would be beneficial to inform the scope and content of approaches to overcome digital exclusion. This would enable specific, individualized goals concerning technology and internet use to be set. Finding effective ways of ensuring digitally excluded individuals are aware of sources of support is also necessary.

Motivation was a key facilitator for overcoming digital exclusion but depended on a perceived disadvantage of being excluded. Without intrinsic motivation, engagement with programs to overcome digital exclusion will not be successful. For individuals expressing ambivalence about internet-enabled technology, techniques such as motivational interviewing [33,34] could be employed to foster this intrinsic motivation. There may be some instances, where digital exclusion does not exert a negative impact on the individual’s life, when efforts to overcome digital exclusion are not necessary or desired by the individual. In addition, older people are often thought to be unmotivated to use internet-enabled technology [11], but the findings of this study indicate that this is not always the case.

Personal support was a facilitator, but participants did not all value the same format of support. Efforts to overcome digital exclusion would benefit from an individually tailored learning approach. There was a preference for individual support, but if a one-on-one approach is not feasible, then small groups could facilitate individual support more readily than large groups. In addition, the risk of individuals falling behind owing to an absence or inability to engage should also factor into this learning approach. This could be mitigated by supplementary written materials or the option to refresh their learning, an option endorsed by multiple participants.

Participants reported financial barriers but did not specify what they believed the cost of internet-enabled technology and services to be. This should be explored, as individuals may overestimate this cost compared with the cost of available technology and services. Where financial barriers do exist,
individuals could be signposted to free sources of internet-enabled technology and services, such as libraries and other public services. The option to supply these devices on a temporary or permanent basis could be explored but would need to be considered against the number of individuals requiring this support.

Limitations and Future Research

Previous research highlights that digital inclusion is not always permanent, with some individuals who were previously digitally engaged subsequently disengaging [35]. There were 14 participants in this study who reported previously using the internet; however, this study did not compare whether the reasons for disengagement differ from those of never engaging with the internet or whether the consequences of each type of exclusion differ. Future research should, therefore, ensure that participants’ status as digitally naïve or digitally disengaged is identified, as there may be shared and divergent causes and consequences of both types of exclusion.

Reported difficulties with hallucinations are arguably specific to those with a diagnosis of psychosis, but other difficulties, such as amotivation and anhedonia, are shared across multiple diagnoses and may also impact on the ability to engage with internet-enabled technology and services. As our sample had 50% (10/20) participants with a psychosis diagnosis, this allowed both these specific and shared symptoms to be reported as affecting digital exclusion. Future research could benefit from a more comprehensive formulation of individuals’ difficulties beyond the level of diagnosis, to identify and explore the impact of specific clinical difficulties on digital exclusion. We recruited 25% (5/20) participants from computer skills workshops, and they may have possessed a higher level of intrinsic motivation and knowledge than the other participants. This group allowed the exploration of these different potential motivational effects, and shared factors were identified between this group and the remaining group who had not experienced such training.

Future research should consider whether there are any potential variables, such as demographic characteristics, that may relate to digital exclusion. Exploring how these factors have historically impacted on digital exclusion could help to identify at-risk groups and inform personally tailored approaches to overcoming digital exclusion.

Conclusion

This study identified three themes that maintain digital exclusion among mental health service users: knowledge, personal circumstances, and mental health. Efforts to support mental health service users to overcome digital exclusion must, therefore, address the multiple deprivations individuals may face in the offline world and their individual mental health needs. In addition to addressing wider societal issues related to finance and living circumstances, specific facilitators for overcoming digital exclusion include fostering an intrinsic motivation to overcome it and a personalized learning format tailored to individuals’ specific knowledge gaps and preferred learning style.
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Abstract

Background: In early life, both mothers and fathers are important influences on their children’s diet, active play, and obesity risk. Parents are increasingly relying on the internet and social media as a source of information on all aspects of parenting. However, little is known about the use of Web-based sources of information relevant to family lifestyle behaviors and, in particular, differences between mothers’ and fathers’ use and sociodemographic predictors.

Objective: The objective of this study was to examine if mothers and fathers differ in their use of the internet for information on their own health and their child’s health, feeding, and playing and to examine sociodemographic predictors of the use of the internet for information on these topics.

Methods: We conducted a secondary analysis on data collected from mothers (n=297) and fathers (n=207) participating in the extended Infant Feeding, Activity and Nutrition Trial (InFANT Extend) when their children were 36 months of age. The main outcome variables were the use of the internet for information gathering for parents’ own health and child health, feeding, and playing and to examine sociodemographic predictors of the use of the internet for information on these topics.

Results: Compared with fathers (n=296), a higher proportion of mothers (n=198) used the internet for information on their own health (230, 78.5% vs 93, 46.5%), child health (226, 77.1% vs 84, 42.4%), child feeding (136, 46.3% vs 35, 17.5%), and child play (123, 42.1% vs 28, 14.0%) and intended to use Facebook to connect with other parents (200, 74.9% vs 43, 30.5%). Despite the high use of the internet to support family health behaviors, only 15.9% (47/296) of mothers reported consulting health practitioners for advice and help for their own or their child’s weight, diet, or physical activity. Sociodemographic predictors of internet use differed between mothers and fathers and explained only a small proportion of the variance in internet use to support healthy family lifestyle behaviors.

Conclusions: Our findings support the use of the internet and Facebook as an important potential avenue for reaching mothers with information relevant to their own health, child health, child diet, and active play. However, further research is required to understand the best avenues for engaging fathers with information on healthy family lifestyle behaviors to support this important role in their child’s life.

Trial Registration: ISRCTN Registry ISRCTN81847050; http://www.isrctn.com/ISRCTN81847050

http://www.jmir.org/2019/1/e11454/
Introduction

The prevention of childhood obesity remains a significant global public health challenge, with an estimated 41 million children under 5 years of age being overweight or obese [1]. In Australia, nearly one-quarter of 2-4 year-olds are overweight or obese [2], with important health and economic consequences [3] underscoring the importance of early prevention. Lifestyle risk factors for overweight and obesity in early life include a short breastfeeding duration [4], early introduction of solids [4], poor child diet quality [5], short sleep duration [5] as well as low levels of child physical activity [5] and high levels of sedentary behaviors [5], such as screen time exposure. Parents play a primary role in shaping these behaviors through parental modeling, parenting styles, and food, physical activity, and sedentary environments provided [6].

Although much of the existing research has focused on the maternal influences on children’s lifestyle behaviors [7], recent research has also found fathers to have an important influence. Associations between the dietary intakes of fathers and their children have been identified from as early as 20 months of age [8], and these continue through early childhood [9]. Furthermore, parenting styles of fathers [10] as well as feeding practices [11] have been found to be associated with child adiposity [10]. This highlights the importance of considering both maternal and paternal influences on child obesity risk behaviors.

Providing parents with high-quality information and support to inform healthy family lifestyle behaviors is critical. Evidence suggests that parents are actively seeking support in their parenting role. On average, parents in Australia make 11 visits to general practitioners and 14 visits to Maternal and Child Health nurses in the first year of their child’s life, with the majority of these visits unrelated to illness [12]. In addition to health professionals, parents are increasingly relying on the internet and social media for information and support on all aspects of parenting, including family health [13]. A Google survey in 2014 revealed that new and expecting parents undertake nearly 3 times the number of Web-based searches as nonparents [14]. In the United States, 3-quarters of parents use social media, both for information and social support [15]. In line with this, a nationally representative survey conducted in Australia in 2016 revealed that more than 60% of parents and 73% of those with children under 5 years of age used websites, blogs, and Web-based forums to get child health information in the last 6 months. Interestingly, 30% reported that they did not trust this information source [16].

Research on the use of the internet to support lifestyle behaviors important for child obesity prevention is growing but still limited. The use of the internet as the main source of information on nutrition in the general population has grown rapidly in the last decade [17], and research supports that this is also the case among parents of young children [18,19], including those at risk of obesity [20]. There is much less information on the use of the internet by parents to seek information on active childhood play and limiting sedentary behavior. Despite this, excessive screen time and insufficient physical activity rated the top and third top concern of Australian parents in a national health poll [21]. Just 1 Spanish study addresses this, showing that around 30% of parents of young children search for Web-based information on play activities [22]. Our own qualitative research [23] suggests that parents would welcome Web-based sources of support in this area.

Despite the important influence of fathers on child health behaviors [9,24,25], research on the use of the internet and social media to support healthy family lifestyle behaviors has almost exclusively been with mothers, with very few studies [22,26] focusing on fathers. Research suggests that fathers engage in Web-based activities significantly more for general rather than for parenting purposes [27]. In line with this, 1 study of parents of young children in Spain [22] has found that mothers were more likely to search for digital information on child development and family health compared to fathers, but there were no differences in seeking information on play activities. Another study [26] found no significant difference in the use of the internet for health information between expectant mothers and fathers; however, the sample of fathers was small (n=21), limiting the ability to draw robust conclusions. In terms of social media, Facebook was found to be the most popular among parents in the United States; however, it was used more by mothers (81%) compared with fathers (66%) for information and social support [15]. Further research is required to examine fathers’ use of the internet to support healthy family lifestyle behaviors.

We also know little about how the use of the internet for family health information seeking varies according to parents’ socioeconomic position, ethnicity, or age. There is a debate in the general parenting literature about the existence of a digital divide in the use of the internet and Web-based sources of health information according to parents’ sociodemographic characteristics. Although internet access is near universal, some research suggests that parents of lower socioeconomic position (as indicated by education, income, or the use of services for vulnerable parents) are less likely to use the internet for health information seeking [22,28,29] but equally likely to use social media for these purposes [28]. In line with this, Guerra-Reyes and colleagues [30] reported that in postpartum women, college graduates searched authoritative Web-based sources, while nongraduates preferred forums. Other studies, however, have found no difference in the use of the internet for information on pregnancy [26] and personal or child health information according to parents’ education levels [20]. Again, these studies were predominantly among mothers, with very few studies specifically examining sociodemographic predictors of fathers’ use of the internet for family health information seeking.
The aim of this paper is to examine if mothers and fathers differ in the use of the internet for information on their own health and their child’s health, feeding, and playing and to examine sociodemographic predictors of the use of the internet for information on these topics. This will provide new insights into the differing patterns of internet use by mothers and fathers to support healthy family lifestyle behaviors, which is important in informing the future development of targeted interventions in this area.

Methods

Study Context and Participant Recruitment

This study undertook a secondary analysis of data collected as part of the extended Infant Feeding, Activity and Nutrition Trial (InFANT Extend) Program: a cluster randomized controlled trial of a 33-month parent-focused child obesity prevention intervention. Details of the trial and participant recruitment have been reported elsewhere [31]. In brief, the trial aimed to test the effectiveness of a 6-session group-based program delivered to first-time parents when infants were 3–18 months of age, followed by quarterly newsletters from 18–36 months of age. Control participants received usual care. Participants were recruited from first-time parent groups within 7 purposively selected socioeconomically disadvantaged local government areas in Melbourne, Australia. Individual parents were eligible to participate if they gave informed written consent, were first to time parents, and were literate in English. Both the main caregiver and partner were invited to participate in the program and data collection. Infants with chronic health problems likely to influence height, weight, levels of physical activity, or eating habits were excluded from analyses but were permitted to participate in the program.

Data Collection

This study analyzed data collected from main caregivers and partners participating in the InFANT Extend trial when children were 36 months of age (between 2014–2015). Participants were asked about their use of the internet in general and for information on their own health, dieting, recipes, child health, how to feed their baby, and how to play with their baby. Participants were asked if and how often they used Facebook and whether they could imagine using Facebook to connect with other parents. Sociodemographic variables collected included parent education level, country of birth, relationship status, employment status, income, and self-rated health status. Participants’ perception of the attention they paid to personal health habits and weight control were collected using a 5 point Likert scale from “none” to “very much.” Participants were asked about how well they were coping with life at present from “not at all” to “extremely well.” The main caregiver was also asked whether they had consulted with a health practitioner for advice and help for their own or child weight, diet, or physical activity; the type of practitioner consulted as well as whether they had access to the internet, a tablet, desktop computer, laptop, or smartphone at home. All data were collected using paper-based surveys mailed to participants with paid reply envelopes.

Data Analyses

The main outcome variables of interest were the use of the internet for information on parents’ own health and child health, feeding, and playing. Preliminary analyses showed no significant differences in these variables between the intervention and control group participants; hence, data were analyzed for both groups combined. However, the treatment group was controlled for in the analysis; main caregiver and partner data were analyzed separately. All main caregiver surveys were completed by mothers, and all partner surveys were completed by fathers with the exception of 5 surveys (2 mothers, 2 stepfathers, and 1 participant who did not identify their relationship with the child), which were excluded for the purposes of this analysis. Initial analyses were conducted to describe each sample (mothers and fathers) and their use of the internet. Binary logistic regression analyses were used to examine sociodemographic predictors of (1) mothers’ use of the internet for information on child feeding and playing and (2) fathers’ use of the internet for information on their own health and their child’s health. These outcome variables were chosen for logistic regression analysis because they showed the most variability (around 40%-50% of the sample responding positively), whereas other variables had very high positive responses (>75%; ie, mothers’ use of the internet for own health and child) or very low positive responses (<20%; ie, fathers’ use of the internet for information on child feeding and playing), limiting the ability to examine predictors. The selection of sociodemographic and other independent variables to be included in the models was based on existing literature and hypotheses about factors potentially important in influencing internet use. Independent variables showing little variation (ie, relationship status and employment status in fathers showed >90% were married and worked full-time) were considered redundant and not included in the models.

Ethics

This study was approved by the Deakin University Human Ethics Research Committee.

Results

Participant Characteristics

A total of 57.8% (297/514) main caregivers and 47.8% (207/433) partners participating in the trial completed the survey when their child was 36 months of age. There were no significant differences in any baseline characteristics of those who completed the survey at 36 months and those lost to follow-up, with the exception that those lost to follow-up had a higher prepregnancy body mass index (BMI). Participant characteristics are shown in Table 1. A higher proportion of mothers had a university education than fathers. Just under half of mothers were not in paid employment and were looking after children full-time, and a similar proportion worked part-time. Just over 10% (31/297, 10.4%) of mothers worked full-time compared with over 90% (179/197, 90.9%) of fathers. Most parents were married or in a de facto relationship and around 80% (387/487, 79.5%) of all parents were born in Australia. Self-rated health status was high for both mothers and fathers.
and just under half rated their attention to personal health habits as high.

### Table 1. Participant characteristics when their child was aged 3 years.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mothers (n=297)</th>
<th>Fathers (n=202)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (SD); range</strong></td>
<td>35.2 (4.2); 22.3-47.9</td>
<td>37.3 (5.4); 26.2-57.8</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school education or less</td>
<td>36 (12.4)</td>
<td>33 (16.8)</td>
</tr>
<tr>
<td>Trade, certificate, or diploma</td>
<td>80 (27.6)</td>
<td>78 (39.8)</td>
</tr>
<tr>
<td>University degree or higher degree</td>
<td>174 (60.0)</td>
<td>85 (43.4)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or de facto relationship</td>
<td>274 (92.3)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>12 (4.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Never married</td>
<td>11 (3.7)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working full-time</td>
<td>31 (10.4)</td>
<td>179 (90.9)</td>
</tr>
<tr>
<td>Working part-time</td>
<td>132 (44.4)</td>
<td>9 (4.6)</td>
</tr>
<tr>
<td>Unemployed or laid off</td>
<td>1 (0.3)</td>
<td>4 (2.0)</td>
</tr>
<tr>
<td>Keeping house full-time</td>
<td>130 (43.8)</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Studying full-time</td>
<td>3 (1.0)</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td><strong>Health care card, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>229 (78.7)</td>
<td>158 (80.6)</td>
</tr>
<tr>
<td>Other</td>
<td>62 (21.3)</td>
<td>38 (19.4)</td>
</tr>
<tr>
<td><strong>Self-rated health status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>19 (6.4)</td>
<td>20 (9.9)</td>
</tr>
<tr>
<td>Very good or good</td>
<td>226 (76.1)</td>
<td>156 (77.2)</td>
</tr>
<tr>
<td>Fair</td>
<td>49 (16.5)</td>
<td>24 (11.9)</td>
</tr>
<tr>
<td>Poor</td>
<td>3 (1.0)</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td><strong>Attention to personal health habits, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or little</td>
<td>40 (13.5)</td>
<td>32 (15.8)</td>
</tr>
<tr>
<td>Some</td>
<td>121 (40.7)</td>
<td>78 (38.6)</td>
</tr>
<tr>
<td>Much or very much</td>
<td>136 (45.8)</td>
<td>92 (45.5)</td>
</tr>
<tr>
<td><strong>Attention paid to controlling weight, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or little</td>
<td>90 (30.3)</td>
<td>55 (27.4)</td>
</tr>
<tr>
<td>Some</td>
<td>115 (38.7)</td>
<td>82 (40.8)</td>
</tr>
<tr>
<td>Much or very much</td>
<td>92 (31.0)</td>
<td>64 (31.8)</td>
</tr>
<tr>
<td><strong>Coping with life at present, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all or little</td>
<td>19 (6.4)</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>Fairly well</td>
<td>135 (45.5)</td>
<td>87 (43.1)</td>
</tr>
<tr>
<td>Very or extremely well</td>
<td>143 (48.1)</td>
<td>105 (52.0)</td>
</tr>
</tbody>
</table>

*Percentages relate to samples with valid data for each variable; missing data were excluded.  
N/A: not applicable (as these questions were only asked of mothers).
Use of the Internet to Support Healthy Family Lifestyle Behaviors

Among the 297 mothers, 292 (98.3%) reported having internet access at home and 256 (86.1%) had a tablet, 292 (98.3%) a smartphone, 254 (85.5%) a laptop, and 149 (50.2%) a desktop computer. Although almost all mothers and fathers reported using the internet, there were distinct differences in use of the internet for health and lifestyle-related information between mothers and fathers (Table 2). Over 90% of mothers reported using the internet for recipes and around 3-quarters for information on their own health and their child’s health compared with less than half of fathers using the internet for their own health or their child’s health. Around half of the mothers reported using the internet for information on child feeding and a similar proportion for play compared with only 17.5% (35/200) and 14.0% (28/200) of fathers, respectively.

Health Professional Consultations for Diet, Activity, and Weight

In contrast to the high proportion of mothers reporting using the internet for information on dieting, child feeding, and playing, only 15.9% (47/296) reported seeking health professional advice and help for their own or their child’s weight, diet, or physical activity (Table 3); this question was only asked of primary caregivers. General practitioners (family doctors) and pediatricians were the most common health professionals consulted.

Table 2. Internet and Facebook use by mothers and fathers.

<table>
<thead>
<tr>
<th>Use the internet to access information on</th>
<th>Mothers (n=297), n (%)</th>
<th>Fathers (n=202), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use the internet</td>
<td>296 (99.7)</td>
<td>198 (98.5)</td>
</tr>
<tr>
<td>Your health</td>
<td>230 (78.5)</td>
<td>93 (46.5)</td>
</tr>
<tr>
<td>Dieting or your diet</td>
<td>109 (37.2)</td>
<td>59 (29.6)</td>
</tr>
<tr>
<td>Fitness</td>
<td>N/A b,c</td>
<td>81 (40.5)</td>
</tr>
<tr>
<td>Child health</td>
<td>226 (77.1)</td>
<td>84 (42.4)</td>
</tr>
<tr>
<td>How to feed your child</td>
<td>136 (46.3)</td>
<td>35 (17.5)</td>
</tr>
<tr>
<td>How to play with your child</td>
<td>123 (42.1)</td>
<td>28 (14.0)</td>
</tr>
<tr>
<td>Recipes</td>
<td>274 (92.9)</td>
<td>N/A d</td>
</tr>
<tr>
<td>Frequency of Facebook use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once a week or less</td>
<td>24 (9.4)</td>
<td>18 (12.9)</td>
</tr>
<tr>
<td>A few times a week</td>
<td>17 (6.4)</td>
<td>17 (12.2)</td>
</tr>
<tr>
<td>Once a day</td>
<td>57 (21.3)</td>
<td>38 (27.3)</td>
</tr>
<tr>
<td>Several times a day</td>
<td>168 (62.9)</td>
<td>66 (47.5)</td>
</tr>
<tr>
<td>Could you imagine using Facebook to connect with other parents</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>200 (74.9)</td>
<td>43 (30.5)</td>
</tr>
<tr>
<td>No</td>
<td>19 (7.1)</td>
<td>65 (46.1)</td>
</tr>
<tr>
<td>Maybe</td>
<td>48 (18.0)</td>
<td>33 (23.4)</td>
</tr>
</tbody>
</table>

aPercentages relate to samples with valid data for each variable; missing data were excluded.

bN/A: not applicable.

cThese questions were only asked of fathers.

dThese questions were only asked of mothers.
Table 3. Mothers’ use of health practitioners for advice and help for own weight or child weight, diet, or physical activity (N=296).

<table>
<thead>
<tr>
<th>Mothers’ use of health practitioners</th>
<th>Mothers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any health professional advice since birth</td>
<td>47 (15.9)</td>
</tr>
<tr>
<td>Maternal and child health telephone line</td>
<td>12 (4.1)</td>
</tr>
<tr>
<td>Mother and baby center (day stay)</td>
<td>6 (2.0)</td>
</tr>
<tr>
<td>Mother and baby center (overnight stay)</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Home visit or outreach nurse</td>
<td>5 (1.7)</td>
</tr>
<tr>
<td>General practitioner or family doctor</td>
<td>23 (7.8)</td>
</tr>
<tr>
<td>Pediatrician</td>
<td>19 (6.4)</td>
</tr>
<tr>
<td>Dietitian</td>
<td>14 (4.7)</td>
</tr>
<tr>
<td>Chiropractor, naturopath, or osteopath</td>
<td>12 (4.1)</td>
</tr>
<tr>
<td>Other health professional</td>
<td>12 (4.1)</td>
</tr>
</tbody>
</table>

Predictors of Mothers’ Use of the Internet for Information on Child Feeding and Playing

Predictors of mothers’ use of the internet for information on child feeding and playing are shown in Tables 4 and 5 respectively. Nonworking mothers were 1.7 times more likely to seek information from the internet on child feeding compared with mothers who were working or studying, with employment status the only significant predictor in the model. Mothers born outside Australia were also more likely to use the internet for information on child feeding compared with Australian-born mothers; however, this did not reach statistical significance. The model explained 37%-50% of the variance in mothers’ use of the internet for information on child feeding. There were no significant sociodemographic predictors of internet use for information on child play; however, there was a trend for university-educated mothers to be more likely to seek information on child play compared with their less educated counterparts (Table 5). This model explained only 25%-33% of the variance in mothers’ use of the internet for information on child play.

Table 4. Predictors of internet use by mothers for information on child feeding when their child was aged 3 years.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>β (SE β)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.01 (0.03)</td>
<td>1.01 (0.95-1.07)</td>
<td>.87</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Nonuniversity educated</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>University educated</td>
<td>−0.16 (0.26)</td>
<td>0.85 (0.51-1.43)</td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Working or studying</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Not working (keeping house or unemployed)</td>
<td>0.56 (0.25)</td>
<td>1.76 (1.08-2.87)</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Australia</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.56 (0.32)</td>
<td>1.76 (0.95-3.25)</td>
<td></td>
</tr>
<tr>
<td>Child body mass index z-score age 3 years</td>
<td>0.02 (0.15)</td>
<td>1.02 (0.76-1.37)</td>
<td>.91</td>
</tr>
<tr>
<td>Attention paid to personal health habits</td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>None, little, or some</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Much or very much</td>
<td>0.30 (0.25)</td>
<td>1.35 (0.83-2.20)</td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.36 (0.25)</td>
<td>1.43 (0.88-2.31)</td>
<td></td>
</tr>
</tbody>
</table>
Predictors of Fathers’ Use of the Internet for Information on Their Own Health and Their Child’s Health

Fathers’ reported attention to personal health habits was the only significant predictor of the use of the internet for their own health. There was a trend for fathers with higher levels of education to be more likely to use the internet for their own health; however, this did not reach statistical significance (Table 6). This model only explained 8%-11% of the variance in fathers’ use of the internet for information on their own health.

A younger age, higher education level, and greater reported attention to personal health habits were all significant predictors of the use of the internet for information on child health (Table 7). Fathers born outside Australia were also more likely to use the internet for child health, but this did not reach statistical significance. This model explained 13%-18% of the variance in fathers’ use of the internet for information on their child’s health.

Table 5. Predictors of internet use by mothers for information on child play when their child was aged 3 years.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>β (SE β)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>−0.03 (0.03)</td>
<td>0.97 (0.91-1.03)</td>
<td>.33</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniversity educated</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>University educated</td>
<td>0.45 (0.27)</td>
<td>1.57 (0.93-2.66)</td>
<td>.09</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working or studying</td>
<td>Reference</td>
<td>1.00</td>
<td>.19</td>
</tr>
<tr>
<td>Not working (keeping house or unemployed)</td>
<td>0.33 (0.25)</td>
<td>1.39 (0.85-2.27)</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Australia</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.05 (0.31)</td>
<td>1.05 (0.57-1.94)</td>
<td>.57</td>
</tr>
<tr>
<td>Child body mass index z-score age 3 years</td>
<td>−0.09 (0.15)</td>
<td>0.92 (0.68-1.24)</td>
<td></td>
</tr>
<tr>
<td>Attention paid to personal health habits</td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>None, little, or some</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Much or very much</td>
<td>0.16 (0.25)</td>
<td>1.17 (0.72-1.90)</td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.26 (0.25)</td>
<td>1.29 (0.80-2.11)</td>
<td></td>
</tr>
</tbody>
</table>
Table 6. Predictors of use of the internet by fathers for information on their own health when their child was aged 3 years.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>$\beta$ (SE $\beta$)</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.04 (0.03)</td>
<td>0.96 (0.90-1.02)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonuniversity educated</td>
<td>Reference</td>
<td>1.00</td>
<td>.08</td>
</tr>
<tr>
<td>University educated</td>
<td>0.56 (0.32)</td>
<td>1.74 (0.93-3.27)</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>Reference</td>
<td>1.00</td>
<td>.41</td>
</tr>
<tr>
<td>Other</td>
<td>0.33 (0.40)</td>
<td>1.39 (0.64-3.00)</td>
<td></td>
</tr>
<tr>
<td><strong>Attention paid to personal health habits</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or little</td>
<td>Reference</td>
<td>1.00</td>
<td>.02</td>
</tr>
<tr>
<td>Some</td>
<td>-0.01 (4.63)</td>
<td>0.99 (0.40-2.45)</td>
<td>.98</td>
</tr>
<tr>
<td>Much or very much</td>
<td>0.88 (0.45)</td>
<td>2.42 (0.99-5.88)</td>
<td>.05*</td>
</tr>
<tr>
<td><strong>Fathers’ body mass index</strong></td>
<td>0.04 (0.05)</td>
<td>1.04 (0.95-1.14)</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Treatment group</strong></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>-0.16 (0.31)</td>
<td>0.85 (0.47-1.56)</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Predictors of use of the internet by fathers for information on their child’s health when their child was aged 3 years.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>$\beta$ (SE $\beta$)</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.07 (0.03)</td>
<td>0.93 (0.87-0.99)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Nonuniversity educated</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University educated</td>
<td>1.07 (0.34)</td>
<td>2.92 (1.51-5.66)</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>Reference</td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Other</td>
<td>0.71 (0.41)</td>
<td>2.04 (0.91-4.55)</td>
<td></td>
</tr>
<tr>
<td><strong>Attention paid to personal health habits</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or little</td>
<td>Reference</td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Some</td>
<td>0.97 (0.53)</td>
<td>2.62 (0.93-7.41)</td>
<td>.07</td>
</tr>
<tr>
<td>Much or very much</td>
<td>1.26 (0.52)</td>
<td>3.52 (1.28-9.67)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Fathers’ body mass index</strong></td>
<td>0.004 (0.05)</td>
<td>1.004 (0.91-1.11)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Treatment group</strong></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Control</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>-0.03 (0.32)</td>
<td>0.97 (0.52-1.83)</td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This is 1 of few studies to compare mothers’ and fathers’ use of the internet to seek information on their own health and their child’s health, feeding, and playing and to examine sociodemographic predictors of the use of the internet in these areas. Despite the similar use of the internet by both parents, mothers were found to use the internet more than fathers to seek information in all the family health domains examined. Mothers also reported much higher use of the internet for information relevant to childhood obesity prevention compared with consulting health professionals for advice in this area. Sociodemographic predictors varied between mothers and fathers and the specific topics examined, highlighting the nuances in health information seeking behaviors of parents.

A key finding of interest in this study was that although nearly half of the mothers reported using the internet for information on child feeding and playing, less than 1-fifth reported consulting a health professional on these matters. This is in line
with previous research that suggests mothers of young children prefer digital media because it provides them with free information when they need it most and at the times when they have opportunities to access it [32]. In contrast, a lack of time and childcare, inconvenient scheduling, and lack of awareness of services or programs have previously been reported as the top barriers to accessing more traditional face-to-face parenting services and programs [18]. This highlights the importance of Web-based digital media as a potential avenue for the delivery of programs to mothers to promote healthy lifestyle behaviors for the whole family. The findings also underscore the importance of understanding the quality of parenting information accessed by parents on the internet.

Despite the almost universal use of the internet by parents in this study, we found, in line with previous research, a much higher proportion of mothers compared with fathers reported using the internet for family health information seeking [22,27]. These differences may reflect the division of responsibility in child rearing, with women more likely to be responsible for cooking and child feeding and gatekeepers for family health and nutrition [33]. However, our own qualitative research [34] shows that fathers believe that they have shared responsibility with respect to the dietary and physical activity behaviors of their young children but felt frustrated by the lack of useable or, at times, conflicting information. This suggests that difficulties accessing or identifying quality Web-based resources may be a barrier for fathers, particularly given the plethora of information available, with limited time exacerbating this issue. Parenting websites also typically target mothers as the primary audience and, therefore, may cater to their interest at the expense of engaging fathers who have been found to have negative attitudes to Web-based parenting resources [27]. Further research is required to explore the best mode of engaging fathers in Web-based parenting resources targeting child lifestyle behaviors.

Our findings regarding the existence of a digital divide in the use of the internet for healthy lifestyle information differed between mothers and fathers. For mothers, maternal age and education were not significant predictors of the use of the internet for information on child feeding and playing. The only significant predictor was employment status, with nonworking mothers nearly twice as likely to search for information on the internet about feeding their child. This may reflect time available outside of paid employment and the more frequent provision of meals to young children among nonworking mothers. In contrast, our findings do suggest a digital divide exists for fathers, with younger, more health conscious, and university-educated fathers more likely to use the internet for information on child health. Again, further research is required to better understand how to engage fathers in digital information relevant to child health and family lifestyle behaviors.

A novel finding in this study was the influence of ethnicity on child feeding practices and, thus, a potential avenue for delivery of child obesity prevention interventions [38]. Further research is required to better understand how social media influences obesity-related behaviors in families and how effective interventions could be developed using these platforms.

**Strengths and Limitations**

This study has a number of strengths and limitations. A key strength of this study was the relatively large sample of parents, enabling predictors of internet use for family health information seeking to be examined separately for mothers and fathers, unique within the existing literature. However, the parents were recruited to participate in a child obesity prevention intervention and, hence, may be more interested in family health behaviors, limiting generalizability. The questions on internet use were not derived from a validated scale or pretested prior to use. As data were collected in 2014-2015, the findings may not reflect parents’ current digital health information seeking practices; in particular, we did not examine the use of other social media beyond Facebook. The findings do, however, provide unique insights and ideas for future research.
Conclusions

Our findings support the use of the internet and Facebook as important potential avenues for reaching mothers with information relevant to family lifestyle behaviors, given their frequent use and apparent preference for these sources over consulting health professionals. However, fewer fathers reported using the internet for information relevant to family lifestyle behaviors. Further research is required to understand how best to engage fathers in Web-based parenting resources targeting child obesity prevention, particularly the less educated and less health conscious fathers who are the least likely to seek this information but are likely in greater need of support. Our findings also warrant further investigation of the internet as a potential avenue for reaching ethnic minority parents. The findings from this study, however, only explained a proportion of the variance in the health information seeking behaviors of parents, highlighting the importance of further research in this area to uncover the potential of digital parenting resources and other modes of delivery in supporting healthy lifestyle behaviors in families.
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Abstract

Background: A range of digital technologies are available to lay people to find, share, and generate health-related information. Few studies have directed attention specifically to how women are using these technologies from the diverse array available to them. Even fewer have focused on Australian women’s use of digital health.

Objective: The Australian Women and Digital Health Project aimed to investigate which types of digital technologies women used regularly for health-related purposes and which they found most helpful and useful. Qualitative methods—semi-structured interviews and focus groups—were employed to shed light on the situated complexities of the participants’ enactments of digital health technologies. The project adopted a feminist new materialism theoretical perspective, focusing on the affordances, relational connections, and affective forces that came together to open up or close off the agential capacities generated with and through these enactments.

Methods: The project comprised two separate studies including a total of 66 women. In study 1, 36 women living in the city of Canberra took part in face-to-face interviews and focus groups, while study 2 involved telephone interviews with 30 women from other areas of Australia.

Results: The affordances of search engines to locate health information and websites and social media platforms for providing information and peer support were highly used and valued. Affective forces such as the desire for trust, motivation, empowerment, reassurance, control, care, and connection emerged in the participants’ accounts. Agential capacities generated with and through digital health technologies included the capacity to seek and generate information and create a better sense of knowledge and expertise about bodies, illness, and health care, including the women’s own bodies and health, that of their families and friends, and that of their often anonymous online social networks. The participants referred time and again to appreciating the feelings of agency and control that using digital health technologies afforded them. When the technologies failed to work as expected, these agential capacities were not realized. Women responded with feelings of frustration, disappointment, and annoyance, leading them to become disenchanted with the possibilities of the digital technologies they had tried.

Conclusions: The findings demonstrate the nuanced and complex ways in which the participants were engaging with and contributing to online sources of information and using these sources together with face-to-face encounters with doctors and other health care professionals and friends and family members. They highlight the lay forms of expertise that the women had developed in finding, assessing, and creating health knowledges. The study also emphasized the key role that many women play in providing advice and health care for family members not only as digitally engaged patients but also as digitally engaged carers.

(J Med Internet Res 2019;21(1):e11481) doi:10.2196/11481
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Introduction

Over the past three decades, a range of digital technologies for sharing and generating health and medical information has emerged. This began in the mid-1990s following the invention of the internet and the World Wide Web, with the establishment of information websites, email-enabled listservs, blogs, and online discussion forums for lay people to access details about health and medicine and share their own experiences. More recently, mobile devices constantly connected via Wi-Fi, social media platforms, mobile apps, and wearable self-tracking devices have become available to enable people to seek online information at any time and generate and share their own health data and experiences of health care and illness. Recent health care policy emphasizes the importance of active patient engagement with medical expertise, the incorporation of lay expertise into health care delivery, and patient responsibility for understanding and managing their chronic health conditions [1-4]. People are now often expected to be digitally engaged patients [5], actively using digital technologies to seek out information about health and medical issues and manage and promote their health.

The gendered dimensions of the use of digital health technologies have received little attention. Most of these technologies are designed for the universal user: an individual typically assumed to be white, male, and middle class. This can mean that devices do not fit well on female bodies or that menstrual tracking options are not initially included in smartwatch design (as was the case of the first Apple Watch, for example). Female bodily experiences such as menopause or problems with pelvic floor strength tend to be ignored [6-8].

Yet several studies have shown that women are higher users of online health and medical information than men [9,10]. Information websites, online discussion groups, and patient-authored blogs about health and medical topics have helped diverse groups of women, including those with metastatic breast cancer [11] or seeking information about breast cancer [12], women searching for information and support in relation to endometriosis [13], and women with multiple sclerosis [14]. The bulk of research related to women’s use of online health sources has focused on digital media for pregnancy and parenting [15]. This research has demonstrated how much women appreciate being able to easily find both medical expert advice and support from other women, who are often located across the globe, experiencing similar health and medical conditions, and willing to share information with each other.

Beyond the specific domains of pregnancy and early parenting, little research has focused on women’s use of apps, wearable devices, and social media for health-related purposes. Some studies involving both women and men have identified gendered differences in how people use health and fitness apps. For example, a French study [16] involving interviews with people aged from 20 to over 50 years who had tried using self-tracking diet and fitness apps noted that women were more likely to use diet apps, while more men used fitness apps. Older women were more resistant to using either type of app and more likely to use them for only a short time. Some survey-based research has shown that women tend to use health apps more than men, including studies in Hong Kong [17] and the United States [18]. However, a survey of older Germans (aged over 60 years) found that men were higher users of health apps than women [19], and another recent German survey of adults found little gender difference in health app use [20]. There is very little detailed qualitative research on how women use health and fitness apps. One study has investigated how adolescent girls interested in sports use fitness tracking apps, finding a degree of ambivalence in the participants, particularly in relation to their competitive elements [21].

Only a small number of studies published thus far have addressed Australian women’s use of digital health technologies. As with other geographical locations, most Australian-based research on women’s use of digital technologies for health-related purposes focuses on pregnancy and parenting. These studies have demonstrated that Australian women experiencing these life stages are keen users of social media and apps to find information, communicate and connect with other mothers, and track their pregnancy and children’s development [22-29]. A survey of Australian women who were pregnant or had a child under 3 years found that three-quarters had used a pregnancy app and half had used a parenting app [23]. Little research has investigated other groups of Australian women. One exception is a large survey of Australian young women (aged 18 to 24 years), which found that only 43% had used the internet to search for health information. Those women experiencing stigmatized conditions or symptoms (such as mental health problems) were more likely to have searched online than other participants [30]. Another study of young Australian women diagnosed with a sexually transmissible infection showed that they found both face-to-face and online sources valuable for advice and support [31].

In this paper, we present some key findings from the Australian Women and Digital Health Project. This project is innovative in several ways. First, it included Australian women across a range of ages, education levels, and geographic locations. Second, rather than focusing on specific digital health technologies, it covered the full range currently available to Australian women. Third, it investigated the contextual details of the participants’ lived experiences of digital health by using qualitative research methods that invited them to discuss these experiences in detail. Finally, concepts from feminist new materialism were employed to analyze the research materials. This theoretical perspective has not yet been adopted to any great extent in sociocultural analyses of digital health. We employed feminist new materialism to identify the affordances (of both technologies and human bodies), relational connections, and affective forces that came together to open up or close off the agential capacities generated with and through the participants’ enactments of digital health.
This approach generated many rich findings, providing novel insights into the women’s experiences of different types of digital health technologies. We focus in this paper on the findings that identify how women used health-related information websites, online discussion groups and social media, and apps and wearable devices.

Methods

Research Questions

The Australian Women and Digital Health Project aimed to investigate the following research questions: What digital technologies do women use regularly for health-related purposes, both for themselves and for any others (family members or friends)? Which do they find most and least helpful and useful? What kinds of digital health technologies would they like to see developed in the future? Qualitative methods—semistructured interviews and focus groups—were chosen because they are able to shed light on the situated complexities of the participants’ encounters with digital health technologies.

Theoretical Perspective

The theoretical perspective adopted in this project is that of sociomaterialism and particularly feminist new materialism. While sociomaterialist perspectives acknowledge the importance of discourses, imaginaries, social relations, and interactions between people, they direct particular attention to the role played by nonhuman actors in humans’ enactments of technologies. This approach recognizes and emphasizes the relational engagements of people with technologies as well as with other people and the dynamic nature of these engagements. Humans and nonhumans (in this case, digital technologies) are viewed as working together to generate agential capacities, a term used in feminist new materialism theory to denote the ways in which people create action and meaning with and through things [32,33]. Empirical analysis is directed at identifying the ways in which “matter comes to matter” [32].

When this theoretical perspective is employed to analyze people’s experiences with digital health, it is acknowledged that human bodily sensations, digital technologies, and other humans (for example, family members, members of online communities, and medical practitioners) are involved in complex and ever-changing assemblages [34-36]. The affordances of both technologies and human bodies are brought together. Technological affordances include the uses that are designed into them, while human bodily affordances include enfleshed sensory responses and perceptions, thinking, and memory. The relational connections between actors in these assemblages, both human and nonhuman, and the affective forces generated with and through the intra-actions of these actors [37]—or how people feel emotionally in ways that compel action—contribute to the agential capacities that are created. When adopting a feminist new materialism approach, research materials such as interviews and focus group discussions are analyzed looking for the ways in which people describe their practices referring to these affordances, relational connections, and affective forces and how they work together to open up or close off agential capacities.

Recruitment and Participants

The project comprised 2 separate studies. A total of 66 women participants across the 2 studies were involved in either interviews or focus groups about their use of digital health technologies.

Study 1 involved 3 sets of women living in Canberra, totaling 36 participants. The first set included a total of 11 women who attended an initial community forum advertised among women’s community health groups by the Women’s Centre for Health Matters, a community-based not-for-profit organization that works in Canberra and surrounding regions to improve women’s health. The participants who attended the forum were divided into 2 focus groups, one of which was led by the first author and the other by a staff member from the community center. Participant ages ranged from 28 to 65 years. The forum was used to identify key issues and to test and further develop the questions used for future interviews and focus groups.

Following this forum, another 12 participants (aged 21 to 63 years) were recruited to take part in individual face-to-face interviews. Three further focus groups with a total of 13 women were also conducted. Focus group 1 included 4 women with young children who were part of a support group for mothers living with mental health conditions (aged 25 to 30 years), focus group 2 comprised 6 women (aged 25 to 33 years) with young children, and focus group 3 included 3 women aged in their mid-to-late 50s. Of the total of 36 women involved across these Canberra participants, 28 identified their ancestry as Anglo-Celtic and 8 as Asian. Twenty-two participants reported university-level education, while 14 had high school or technical qualifications. These interviews and focus groups were conducted by two research assistants employed on the project. The participants who attended the forum were divided into 2 focus groups, one of which was led by the first author.

Study 2 involved telephone interviews with 30 women living in various locations around Australia. A market research company was commissioned to recruit the participants and conduct the interviews. Participant information and consent were provided online before the interviews were conducted. This group of participants was recruited using subquotas based on age to ensure a good spread of ages: 10 women aged 18 to 40 years, 10 women aged 41 to 60 years, and 10 women aged 61 years and over. Participants ranged in age from 22 to 74 years. Two-thirds lived in major cities; one-third lived in rural or remote Australia. Twenty participants lived in the state of New South Wales, 4 in Queensland, 5 in Victoria, and 1 in Western Australia. Twenty-five participants described themselves as having Anglo-Celtic ancestry, 1 as western European, 2 as southern European, 2 as Asian, and 1 as middle Eastern. Of this group, 14 reported university qualifications and the remaining 16 participants had high school or technical qualifications.

http://www.jmir.org/2019/1/e11481/
The same semistructured interview schedule was used with all participants. These questions provided the basis of the interviews and group discussions, but interviewers also probed participants for further comments and explanations of their responses. See Multimedia Appendix 1 for details on the questions asked in the interviews and focus groups.

Ethics Approval and Consent
Ethics approval to conduct this research was granted by the University of Canberra’s human ethics research committee (reference number HREC 16-172). All participants were provided with project information and gave their consent to participate. They were all given pseudonyms to protect their anonymity.

Analysis
All the group discussions were audio-taped and transcribed by a professional transcription company. The authors worked together to analyze the transcripts using inductive thematic analysis [38] informed by the feminist new materialism approaches outlined earlier. This involved identifying recurring themes within and across each group discussion by reading and rereading the transcripts, locating the places where the participants talked about the digital information that they accessed from online media, and considering the different ways in which human-technological assemblages came together in the participants’ accounts. We focused in particular on identifying the affordances, relational connections, affective forces, and agential capacities that were generated [35]. Our results are organized by topic (overview of information sources, information websites, discussion forums and social media, and health and fitness apps and wearable devices). Verbatim quotations from the discussions were chosen to provide support for the analysis.

Results
Overview of Health Information Sources
The interviews and focus group discussions opened with a contextualizing question asking participants what sources they currently used to access health information. They were specifically asked about every source listed in Table 1, which provides an overview of their responses; they also had the opportunity to list other sources. All of the participants said that they accessed both online sources and face-to-face sources of health information regularly. All referred to visiting doctors and other health care professionals, and the majority noted that in-person interactions with family and friends were also a key source of health information for them. For the most part, traditional media forms such as books were not highly used. However, printed pamphlets did remain influential sources for about half of the participants, particularly as they were available when the women were waiting at doctors’ offices for appointments. Other sources of health information were nominated by small numbers of participants (categorized as other in the table). These included a medical phone service, videos, podcasts, information sheet about a medication provided by pharmacist, asking a pharmacist for information, emailed newsletters from groups, magazines, newspapers, television advertisements, and television health programs/documentaries.

The next question asked participants to specify which digital health technologies they currently used. Again, they were specifically asked to respond to each technology listed in Table 2, which gives an overview of their responses.

As Table 2 demonstrates, using a search engine to search for health information online was a universal practice among the participants. Google Search was the only search engine mentioned by the participants: they typically referred to googling or consulting Dr Google when describing this practice. Health and fitness apps were used by over half of the participants. Social media were used less frequently (a third of participants), with Facebook groups most often mentioned as social media sources of information about health. One in five participants was currently using a wearable device for health-related purposes, with Fitbit (Fitbit Inc) fitness trackers and Apple Watches (Apple Inc) the most popular. Small numbers of women said they used digital self-care devices to manage a chronic health condition or exercise games like Wii Fit (Nintendo), while none reported using online physical fitness platforms like Strava. When asked if they used any other digital technology for health-related purposes that had not been listed, 2 said they played mind fitness games online, another 4 women referred to using email to send articles to family members or friends about health issues or being part of email groups set up for health-related topics, and 3 mentioned watching YouTube videos about health issues.

<table>
<thead>
<tr>
<th>Source</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctors/other health care providers</td>
<td>66 (100)</td>
</tr>
<tr>
<td>Online sources</td>
<td>66 (100)</td>
</tr>
<tr>
<td>Friends and family</td>
<td>56 (85)</td>
</tr>
<tr>
<td>Pamphlets</td>
<td>31 (48)</td>
</tr>
<tr>
<td>Books</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (20)</td>
</tr>
</tbody>
</table>
Table 2. Digital technologies currently used for health by participants (N=66).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search engines</td>
<td>66 (100)</td>
</tr>
<tr>
<td>Websites</td>
<td>60 (90)</td>
</tr>
<tr>
<td>Apps</td>
<td>38 (57)</td>
</tr>
<tr>
<td>Social media</td>
<td>50 (33)</td>
</tr>
<tr>
<td>Online discussion forums</td>
<td>18 (27)</td>
</tr>
<tr>
<td>Wearable device</td>
<td>13 (20)</td>
</tr>
<tr>
<td>Exercise games</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Self-care devices for chronic illnesses</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Physical activity platforms</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (14)</td>
</tr>
</tbody>
</table>

Health Information Websites

The majority of participants, regardless of their age, geographical location, or level of educational attainment, reported accessing health information websites. It was common for women to say that they went online very regularly: several times a week, in some cases. The definition of health-related information was quite broad in women’s accounts. It was interpreted by women to mean baby care; fitness advice; weight loss, diet, healthy eating, or cooking sites; discussion groups or social media groups, as well as sites that offered information about symptoms or medical conditions and treatments. Participants valued the currency of online information compared with traditional printed media, noting that websites were regularly updated.

Many women discussed going online to look for health information for a family member: a child (including adult children), grandchild, their partner, or elderly parent. One explained that she searches for information online on a weekly basis for family members’ health conditions.

I’ve got a son who has Asperger syndrome, which is a form of autism, and quite often I’ll access information to see if there’s anything new coming out. My husband has type 2 diabetes and a heart condition so quite often I’ll do research to see if there’s anything new coming out about that. [Susan, 56 years]

Visits to medical practitioners were far less frequent. Susan, for instance, only visits her doctor quarterly on average. The women commented that consulting a doctor was much more time-consuming: it involved taking additional time to make an appointment that could fit into people’s schedules and to attend the appointment. They noted that they valued online sources highly because they were accessible at any time, free to use, and could be consulted at length, without time constraints. For some women, the expense of a doctor’s consultation was also a factor that deterred them from seeing doctors too often or too readily, if their doctor did not bulk-bill and there were out-of-pocket fees. People with poor access to the type of health services they needed also appreciated online resources. Those women who were caring for young children wanted to avoid the effort required to bring them along to an appointment.

The participants’ frequent recourse to websites for health information mostly did not diminish their trust or faith in medical expertise. When they were asked to nominate their major sources of health information, doctors and other health care professionals were mentioned by all the participants. Most women acknowledged that online sources supplemented rather than replaced the expertise and advice of medical practitioners. For example, one commented that she valued the more personal approach she obtains from a doctor’s visit. Doctors can examine her closely and draw on their experience in making a diagnosis. This expertise is not offered on the internet.

If you’re googling stuff, or you’re using the internet, or even social media for that matter, they don’t know the full story and they can’t see what you’re talking about—it’s just their opinion. But if you go to the doctor, the doctor has studied for this and they know what they’re looking for and they know how to deal with it. [Rachel, 38 years]

The participants also described searching for further information once a diagnosis had been made by a medical professional. Online sources were used to fill gaps in information or explanations of illnesses that participants or their family members received from medical practitioners.

For instance, if you go to the doctor and they tell you you’ve got high blood pressure you would maybe just have a look to get more information about something that the doctor has diagnosed you with. Well with the doctor you’re only there for a limited amount of time so they probably can’t tell you every single little thing there is to do with it. [Jodie, 45 years]

Although the participants were highly reliant on websites to find health information, they were not uncritical of the details they found there.

Google is most useful technology—I think it’s a great place to start, [but] when I do go on to Google I don’t go for the first one, I give a bit of time to research all the different sites to try and get a good overview. I
Participants were particularly concerned about the accuracy of websites funded by commercial interests. They outlined various strategies they used to determine whether they could trust information they found online. These strategies included looking for government-related websites (such as those run by departments of health), major health charities and organizations, and preferring Australian sources over non-Australian (because they were considered more relevant).

Online Discussion Forums and Social Media

Many women also referred to the value of accessing peer communities such as patient support forums and Facebook groups established to share information about health and medical topics or specific conditions. The key benefits of these sources were the opportunity to share experiences as well as ask advice and find support from other people experiencing similar illnesses or life events. Online discussion forums and social media sites were described by women as providing support and advice from other people in their situation. They particularly valued being able to access a more personalized form of information that provided insights from like-minded others.

*Just the really interesting things people put on there and real-life experiences and what they’ve gone through. They give you information, like links to go through, you can either take it or leave it. It’s up to you what you get out of it.* [Houda, 45 years]

Several women said that they appreciated the privacy that online forums and social media afforded them, meaning that they could see what other people were saying about health topics and contribute their experiences without needing to reveal their identity.

*It’s more private, yeah, it’s definitely more... you know, you are able to look up safe without feeling embarrassed about if you were to talk to somebody about it. It’s not judgmental.* [Lara, 33 years]

Online forums and social media groups were sometimes used as a way of finding information based on lived experience that women were having difficulty accessing on medical websites or from their encounters with doctors. One gave an example of finding information for her adult daughter, who has Hashimoto disease (a disorder of the thyroid gland).

*A lot of googling was discovering what this was and finding out there was a lot of people that had [this condition], and the things that made them sick. It wasn’t so much that we were talking on a forum but going in and finding what people had said. Not getting involved in that, but people were able to say, “Okay, I found out that this was blah blah blah and gluten really set me off.” And it was very good: very, very good.* [Diane, 56 years]

Other women recounted their experiences of contributing actively to an online forum or social media group. Facebook was the most commonly mentioned social media platform used by the participants for health and medical information and exchanging experiences. Some women, particularly those with young children or who were living with chronic health conditions, said that they were members of more than 10 Facebook groups related to health or parenting. A few women described using Instagram for following fitness influencers and Pinterest for healthy recipes and fitness tips.

For some women, online forums and social media were used in similar ways as health and medical websites: as a first source of information that helped them decide whether they needed to consult a doctor. Those women who used Facebook were sometimes members of numerous special-interest groups devoted to specific health topics, including diseases or medical conditions that they or their children had or nutrition or fitness groups. For example, a focus group participant said that she was caring for a child with allergies and had found an online forum for women in this situation to be a key source of advice and support.

*For me, I have a forum that’s for mums with allergy kids. So I will often just go and read things on there because I find it really useful. I get lots of information that I wouldn’t have found otherwise. I do often actively ask questions, but questions that just like an experienced mother would know, not necessarily medical, yeah.*

While the women were mostly very positive about discussion forums and social media they used for health information, advice, and support, some explained that participating in these peer-support communities could take an emotional toll. Some were also conscious of the potential limits of these platforms as an information source and so used them purposefully. A focus group participant who was part of several Facebook groups for mothers of young children described this tension.

*I think it depends on what you’re looking for too, and what you’re asking because people have their own opinion and I kind of find they can borderline bully you on Facebook too... There’s a fine line between giving your opinion and then like pushing and pushing or being judgmental.*

Health and Fitness Apps and Wearable Devices

For those participants who used health and fitness apps, calorie-tracking apps such as MyFitnessPal and Weight Watchers and physical activity apps for monitoring heart rate, calories burned, and steps taken or apps providing workout or yoga programs and routines were by far the most often mentioned. Other apps nominated included those designed for the following purposes: medication reminders, self-diagnosis, medical insurance, first aid, Medicare (the universal state-funded health care system in Australia), water consumption, child vaccination, booking exercise classes, pelvic floor exercises, and sleep-tracking. Many of these apps were used for information purposes—to look up information about pharmaceuticals, for example, send out reminders, or to generate details about the users’ own bodies.

Several women who were using health and fitness self-tracking apps and wearable devices appreciated the better knowledge of their bodies that their practices gave them. They reported struggling with weight loss or attempting to increase their fitness...
levels. Being able to use an app or wearable device to closely monitor their bodies helped them exert control over their bodies. It is notable that women in their 50s, 60s, and even 70s reported using apps and wearable devices for these purposes. For example, one uses apps on her iPhone to help her monitor her weight-loss and exercise efforts.

I think it just helps you keep track of things a little bit better and easier. Before you had all these apps and things, you never knew how many steps you’d walked or never knew whether your heartbeat was fine or not unless you went to the doctor’s or the hospital. So this way it’s given you a little bit more control of what your body is telling you. Or knowledge I should say, not so much control, more knowledge about what your body is doing. [Pearl, 72 years]

The women who used calorie and fitness tracking apps and wearable devices discussed how motivating they were, allowing them to set goals that they could strive to reach. Several women also referred to enjoying the notifications and reminders that apps and wearable devices sent them, again as a way of providing motivation to reaching goals. One woman uses MyFitnessPal to monitor her calorie intake and physical activity.

The app lets me know whether I’ve done well or whether I haven’t done well. Because you get a bit complacent with these sorts of things. And it sends me messages as well: “You haven’t logged on for a particular amount of time” or “You haven’t done enough steps today.” It just prompts you with bits of information like that. So it tracks how I’m going and it gives me reminders... Every time those little messages pop up, I think “Oh God, I haven’t done that yet!” [Julie, 51 years]

Among the wearable devices for health and fitness mentioned by participants, Fitbit was the most highly used. Those women who used it described the benefits of being easily able to track their physical activity or their sleep patterns using the automated features of the device.

The Fitbit is easy. I don’t have to do anything, I’ll just wear it and set goals and that’s it. It’s easy and very measurable. It’s quantifiable, there’s no point in having goals if you can’t quantify it and you can’t measure it, well Fitbit makes both of those very easy. I wish I’d had it a lot further back. Even 10 years ago, this was a dream. [Robyn, 64 years]

Apps to monitor reproductive health and parenting were also popular among the younger women. Several women used period tracking apps such as Clue to help them identify patterns in their menstrual cycle and generate notifications about when their next period could be expected. Women who were pregnant or menstruating considered not to be accurate enough. Some apps demanded too much time from users—they were particularly the case for calorie-counting apps that required users to input data manually each day. Other apps were considered not to be accurate enough. Some women began to find the constant reminders and notifications sent by apps or wearable devices to be overly intrusive. The women in the 2 focus groups comprised of new mothers, for example, noted that while they found self-tracking fitness apps and wearable devices to be helpful before having their babies, they no longer had the time or desire to use them. They commented on the guilt and shame that these technologies could incite in them and also the lack of acknowledgement by the devices or apps that their lives had changed so enormously. One participant observed this of her Garmin smartwatch.

I wish that there was a thing that during pregnancy where that I could put in and say “I’m pregnant,” because I got those notes that your sleep is really irregular, and I was like, “Because I’m pregnant!” ...It’s almost like it’s shaming you.

Discussion

Principal Findings

The findings from the Australian Women and Digital Health Project revealed new insights into how Australian women across a range of ages, geographical locations, and education levels are using the spectrum of digital technologies available to manage and support their health and well-being. There are no previous qualitative studies with which these findings can be directly compared, but they demonstrate that it is not only Australian women in the life stage of pregnancy or early parenting [22-29] who regularly seek information online and actively use social media and apps.

Older digital tools and sources such as search engines, websites, and online discussion forums are often neglected in contemporary discussions of the potential of digital health, while newer digital media such as apps, wearable devices, and social media receive high levels of attention. An important finding from our project is that the older digital media remain very highly used and valued among the participants. Regardless of their sociodemographic characteristics, our participants were avid users of online tools and resources such as search engines and websites to find health and medical information. They referred to valuing the affordances of instant and up-to-date information, the opportunity to search for information privately or anonymously, and the peer support that they could find...
online. Those women who used apps and wearable devices appreciated the opportunity to automatically monitor their bodies, engender motivation, and work toward health and fitness goals. The participants were actively working with digital technologies to source, assess, and apply health information and advice to their circumstances. They embraced the ideal of responsible citizenship promulgated by the digitally engaged patient discourse [5].

The participants’ accounts revealed that a range of agential capacities was generated with and through women’s engagement with digital health technologies. These included the capacity to seek and generate information and create a better sense of knowledge and expertise about bodies, illness, and health care, including the women’s own bodies and health, that of their families and friends, and that of their often anonymous online social networks. Affective forces such as motivation, reassurance, control, care, and connection emerged in the participants’ accounts. Women described a sense of empowerment from being able to readily access health information online and decide whether or not their concerns about their bodies or the health of family members were warranted, could be dealt with using lay remedies, or required a medical appointment. The participants referred time and again to the capacities of agency and control that using digital health technologies afforded them, including feeling as if they were able to better manage their own health, and in many cases, that of their family members. When the technologies failed to work as expected, these agential capacities were not realized. Women responded with feelings of frustration, disappointment, and annoyance, leading them to become disenchanted with the possibilities of the digital technologies they had tried.

Education levels or geographical location did not appear to play an important role in women’s use of digital health. However, age, life stage, and whether a participant was living with a chronic health condition or caring for a child or other family member with such a condition were influential. Reflecting general trends among Australians [39], the use of social media groups, apps, and wearable devices was more common among young and mid-life–aged women compared with those aged 65 years and over. Women with a chronic health condition or caring for a family member with such a condition, as well as those experiencing pregnancy or caring for young children, were among the most avid users of health websites, social media groups, and online forums, seeking peer support and alternative information sources to those offered by doctors as well as orthodox medical advice. However, these women could often be frustrated by the design of apps and wearable devices that did not recognize or cater for their needs in their current life stage or state of health. The capacities of these human-technology assemblages were closed down, as the technological affordances did not align well with their bodily affordances.

While a comparison with Australian men’s use of digital health cannot be made given that no previous research has focused on this group, it was notable that many participants reported frequently searching for information on behalf of their male partners as well as other family members. No women mentioned that any family member reciprocated this information sourcing on their behalf. Women have traditionally adopted this gendered role, taking responsibility for protecting and promoting the health of partners, children, and elderly parents [40,41]. These findings show that they are now using digital technologies to perform this type of reproductive citizenship [41] and family caring role.

Trust was an important affective force emerging in women’s accounts of how they evaluated online sources of information, what they did with this information, and how they interacted with their medical practitioners. The participants positioned their digital health activities as supplementing rather than replacing expert medical advice. As this suggests, online resources have increased the capacity of lay people to access both medical and lay expertise. Lay expertise was valued for its personalized insights into the everyday worlds of living with a condition and information about which treatments can work best, while medical expertise was valued for its authority, clinical experience, and facilitating access to other resources such as medical testing, drug prescriptions, and specialists. Medical experts tended to be positioned as being able to confirm and validate a self-diagnosis or self-sourced therapy, or alternatively, to allay fears that symptoms were serious. Rather than online health resources competing with expert health professionals, therefore, they were used in a complementary manner by the participants, often in ways that reduced their recourse to face-to-face medical services.

Limitations

A limitation of the project is that while it included quite a diverse range of Australian women, there was an overrepresentation of women with a university education, those living in a metropolitan area, and those from Anglo-Celtic and English-speaking backgrounds. Further research should direct more attention to women who are members of more sociodemographically disadvantaged groups. Their experiences of digital health may be different, and their access to both digital technologies and health services tends to be more limited than women who are more advantaged [42]. In-depth studies focusing specifically on Australian men’s uses of digital health, another neglected area of research, would also draw further attention to the gendered nature of the enactment of digital health technologies.

Conclusions

This research emphasized the situated dimensions of the range of digital technologies women used to support and promote their health and that of their family members as well as the nondigital elements of their health experiences and practices. The findings demonstrate that affordances, relational connections, and affective forces were important elements of the agential capacities that were opened up or closed off by women’s enactments of digital health. The research drew attention to the nuanced and complex ways in which the participants were engaging with and contributing to online sources of information and using these sources together with face-to-face encounters with doctors and other health care professionals and friends and family members. The findings highlight the lay forms of expertise that women have developed in finding, assessing, and creating health knowledges. The study also emphasizes the key role that many women play in providing
advice and health care for family members. As this study demonstrated, many were actively using digital media to find information not just for themselves but for others. They were performing the roles of both digitally engaged patients [5] and digitally engaged carers.
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Abstract

Background: Hypertension is a rapidly growing epidemic in China. Yet, it remains inadequately controlled, especially in rural areas. The internet has shown potential for better health management in different settings; however, few studies have investigated its role in hypertension management in China.

Objective: This study aims to examine the association between internet access and hypertension awareness, treatment, and control among elderly Chinese adults and to investigate whether the association between internet access and hypertension management differed between those living in urban and rural areas.

Methods: We obtained data from the nationally representative survey of the China Health and Retirement Longitudinal Study in 2011. Hypertension was defined as (1) average systolic blood pressure of ≥140 mm Hg or average diastolic blood pressure of ≥90 mm Hg or (2) currently taking antihypertensive medications. The outcome assessed included hypertension awareness, treatment, and control. The key independent variable was defined as whether one had internet access at home. We performed multivariate logistic regressions for each of the 3 outcomes.

Results: Among 5135 hypertensive respondents (age 62.4 [SD 9.9] years; 2351/5135, 45.78% men), 12.89% (662/5135) had internet access at home. Compared with those who had no internet access, internet access was positively associated with hypertension awareness (odds ratio [OR] 1.36, 95% CI 1.07-1.73) and treatment (OR 1.38, 95% CI 1.09-1.75), but not with control (OR 1.19, 95% CI 0.90-1.58). Internet access reduced urban-rural disparity in hypertension awareness by 9.6% (P=.02), treatment by 8.3% (P=.05), but not in control. In addition, the moderating effect of internet access on urban-rural disparities in hypertension management was larger among females. The decreased urban-rural disparities were primarily driven by that internet access improved the management level in rural areas.

Conclusions: Despite the low rate of internet access among the elderly population, the internet shows its potential as a platform for achieving better hypertension management in China. Strategies for reducing the disparities in hypertension management and overall disease burden of hypertension among the elderly population might consider the internet as a platform.

(J Med Internet Res 2019;21(1):e11280) doi:10.2196/11280
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**Introduction**

Hypertension is a major health problem and largely contributes to morbidity and mortality worldwide [1]. In China, there is a growing epidemic of hypertension among the population as a whole and urban and rural population specifically [2]. Over the past decades, lifestyle and dietary pattern have changed substantially in rural areas owing to China’s rapid economic growth and urbanization [3]. As a result, the hypertension prevalence in the rural population is getting close to that of their urban counterparts [3]. However, most health facilities and human resources are located in urban areas [4]. Partially owing to the unequal distribution of health resources, a very pronounced gap exists in hypertension awareness, treatment, and control between urban and rural residence in China [2].

The successful management of hypertension, like optimal control of many other chronic diseases, requires early detection and sufficient compliance to medications [5]. A growing strand of literature has studied the internet as a potential platform for improved disease management. The internet provides patients opportunities for efficient information search and purchase of medication and devices, timely consulting with health providers, as well as real-time data monitoring [6-8]. Positive empirical evidence in developed countries has accumulated in the field of chronic diseases control like diabetes, respiratory disease, and cardiac disease [9-11]. However, 2 key questions remained unanswered; first, does the positive effect on chronic disease management found in other settings apply to hypertension management in China, where access to qualified health workers and effective medications is limited [12]; second, given the large urban-rural disparity in hypertension management in China [13], is the association between internet access and hypertension management differential between urban and rural areas? If so, is internet widening or narrowing existing urban-rural disparities of hypertension management?

To fill this gap, this study uses a nationally representative survey to examine the role of internet access in hypertension management among the elderly population in China. The objectives of this study are 2-fold as follows: (1) to examine the association between internet access and hypertension awareness, treatment and control among elderly Chinese adults and (2) to investigate whether the association between internet access and hypertension management differed between those living in urban and rural areas.

**Methods**

**Data and Sample**

Data for this study were obtained from the 2011 round of China Health and Retirement Longitudinal Study (CHARLS 2011). In China, CHARLS is a nationally representative longitudinal survey of adults aged ≥45 years and their spouses, including assessments of social, economic, and health circumstances of community residents [14]. CHARLS 2011 was conducted between June 2011 and March 2012 and included 17,708 participants from 450 communities in 28 provinces. All participants provided written informed consent, and survey protocols were approved by the Peking University Ethics Review Board [15].

This study sample was selected from respondents who completed the survey and provided biomarker information of blood pressure measurement in CHARLS 2011 (n=13,965). The likelihood of nonresponse appeared to be uncorrelated with demographic, socioeconomic status characteristics [15]. Of 13,965 participants, 5260 (37.66%) were found to have hypertension (see the following subsection for detailed measurement of hypertension). Our final analytic sample included 5135 individuals who had hypertension and provided complete data for all study variables (Figure 1).

**Outcome Measures and Covariates**

Blood pressure was measured 3 times at 45-second intervals using an Omron HEM-7200 monitor (Omron, Dalian Co, LTD, Dalian, China) during the daytime. Respondents were asked to relax and remain seated when measured by professionals. The final analytic blood pressure level was calculated by averaging these 3 measures. Hypertension was defined as (1) average systolic blood pressure of ≥140 mm Hg or average diastolic blood pressure of ≥90 mm Hg or (2) currently taking antihypertensive medications (either Western or traditional Chinese medications) to manage hypertension condition.

This study analyzed the following 3 hypertension management variables as outcome variables: (1) **Hypertension Awareness**, defined as an individual with hypertension who reported previous diagnosis of hypertension or simply claimed to have hypertension; (2) **Hypertension Treatment**, defined as an individual with hypertension who claimed to be taking any antihypertensive medications (either Western or traditional Chinese medications); and (3) **Hypertension Control**, defined as an individual with hypertension whose average systolic blood pressure <140 mm Hg and average diastolic blood pressure <90 mm Hg from the blood pressure measures.

Demographic and socioeconomic status covariates for this study included age (45-59, 60-69, and >70), gender (male or female), educational attainment (illiterate, part of primary school, primary school, middle school, high school or above), marital status (married, widowed, separated, divorced, or never married), and insurance status (whether or not uninsured). Family wealth was measured by the market price of the house an individual owned and currently resided. As about 16.38% (841/5135) of our sample did not own a house, their family wealth was coded as zero. Then, a categorical variable of 3 terciles was generated, which cut the sample into lower, middle, and upper tercile based on the value of their family wealth. Lifestyle covariate included smoking behavior (currently smoking or not), comorbidities covariate included the number of co-occurring chronic diseases (whether >3 co-occurring chronic diseases). The key independent variable was defined as whether one had internet access at home. Urban or rural residence was defined as the Hukou household registration record of the individual during the survey.

---
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Figure 1. Flowchart of sample selection from the CHARLS 2011.

Statistical Analysis

A descriptive analysis presented the characteristics of study participants among the full sample as a whole and by a subsample of urban and rural areas. Two multivariate logistic regression models were estimated to investigate the role of internet access in hypertension management. Model 1 regressed each outcome variable on internet access and urban residence. Model 2 added an additional regressor of the interaction term between urban residence and internet access. Both models were adjusted for covariates with a $P \leq 0.05$ in the descriptive analysis. Province fixed effects were added in both models to adjust for unobserved provincial-level factors. The sign of interaction term in Model 2 could be interpreted as whether internet access modified the urban-rural disparity of hypertension management [16,17].

To provide a more intuitive interpretation of the moderating effect of internet access on the urban-rural disparity of hypertension management, we computed the mean and SE of marginal effects for the interaction term in logistic regressions. We repeated our computation using full sample and subsample by gender. In addition, we calculated whether the moderating effect of internet access on urban-rural disparities was primarily driven by the fact that internet changed hypertension management levels in urban or rural areas. All analyses were conducted in Stata 14.1 (StataCorp LP).

Results

Characteristics of Study Participants

Data from 5135 eligible participants with hypertension aged ≥45 years (4000 rural subjects and 1135 urban subjects) were included for analysis. Table 1 provides the characteristics of these participants. Hypertension management levels were low, and among the 5135 participants, awareness, treatment, and control rate were 56.94% (2924), 49.15% (2524), and 20.29% (1042), respectively. Compared with urban participants, rural participants were younger (945/4000, 23.62%, aged ≥70 years in rural areas vs 324/1135, 28.6%, in urban; $P<0.001$), comprised more females (2228/4000, 55.70% vs 556/1135, 48.99%; $P<0.001$), were less educated (1497/4000, 37.42%, were illiterate in rural areas vs 144/1135, 12.69%, in urban; $P<0.001$), were poorer (1160/4000, 29.0%, were in rich tercile of family wealth in rural areas vs 522/1135, 45.99%, in urban; $P<0.001$), and had less access to internet at home (329/4000, 8.22% vs 333/1135, 29.34%; $P<0.001$), but were less likely to be uninsured (236/4000, 5.90% vs 118/1135, 10.40%; $P<0.001$). In terms of hypertension management, rural participants had lower rates of awareness (2165/4000, 54.12%, in rural vs 759/1135, 66.87%, in urban; $P<0.001$), treatment (1834/4000, 45.85%, in rural vs 690/1135, 60.79%, in urban; $P<0.001$), and control (734/4000, 18.35%, in rural vs 308/1135, 27.14%, in urban; $P<0.001$) than their urban counterparts.
### Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>National (n=5135), n (%)</th>
<th>Rural (n=4000), n (%)</th>
<th>Urban, (n=1135), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-59</td>
<td>2153 (41.93)</td>
<td>1718 (42.95)</td>
<td>435 (38.33)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>1713 (33.36)</td>
<td>1337 (33.42)</td>
<td>376 (33.13)</td>
<td></td>
</tr>
<tr>
<td>≥70</td>
<td>1269 (24.71)</td>
<td>945 (23.62)</td>
<td>324 (28.55)</td>
<td></td>
</tr>
<tr>
<td>Male sex</td>
<td>2351 (45.78)</td>
<td>1772 (44.30)</td>
<td>579 (51.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Illiterate</td>
<td>1641 (31.96)</td>
<td>1497 (37.42)</td>
<td>144 (12.69)</td>
<td></td>
</tr>
<tr>
<td>Part of primary school</td>
<td>945 (18.40)</td>
<td>822 (20.55)</td>
<td>123 (10.84)</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>1139 (22.18)</td>
<td>883 (22.07)</td>
<td>256 (22.56)</td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>913 (17.78)</td>
<td>612 (15.30)</td>
<td>301 (26.52)</td>
<td></td>
</tr>
<tr>
<td>High school or above</td>
<td>497 (9.68)</td>
<td>186 (4.65)</td>
<td>311 (27.40)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Married</td>
<td>4220 (82.18)</td>
<td>3269 (81.72)</td>
<td>951 (83.79)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>801 (15.60)</td>
<td>647 (16.18)</td>
<td>154 (13.57)</td>
<td></td>
</tr>
<tr>
<td>Separated, divorced, or never mar-</td>
<td>114 (2.22)</td>
<td>84 (2.10)</td>
<td>30 (2.64)</td>
<td></td>
</tr>
<tr>
<td>ried</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Market price of house</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor tercile</td>
<td>1803 (35.11)</td>
<td>1415 (35.38)</td>
<td>388 (34.19)</td>
<td></td>
</tr>
<tr>
<td>Middle tercile</td>
<td>1650 (32.13)</td>
<td>1425 (35.62)</td>
<td>225 (19.82)</td>
<td></td>
</tr>
<tr>
<td>Rich tercile</td>
<td>1682 (32.76)</td>
<td>1160 (29.00)</td>
<td>522 (45.99)</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>354 (6.89)</td>
<td>236 (5.90)</td>
<td>118 (10.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;3 co-occurring chronic diseases</td>
<td>1180 (36.61)</td>
<td>1415 (35.38)</td>
<td>465 (40.97)</td>
<td>.001</td>
</tr>
<tr>
<td>Currently smoke</td>
<td>2007 (39.08)</td>
<td>1556 (38.90)</td>
<td>451 (39.74)</td>
<td>.61</td>
</tr>
<tr>
<td>Internet access at home as key independent variable</td>
<td>662 (12.89)</td>
<td>329 (8.22)</td>
<td>333 (29.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Hypertension management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>2924 (56.94)</td>
<td>2165 (54.12)</td>
<td>759 (66.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment</td>
<td>2524 (49.15)</td>
<td>1834 (45.85)</td>
<td>690 (60.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control</td>
<td>1042 (20.29)</td>
<td>734 (18.35)</td>
<td>308 (27.14)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Association Between Internet Access and Hypertension Management

Figure 2 plots the odds ratios (ORs) of multivariate logistic regressions. Without adding the interaction term between urban residence and interaction access (Model 1), internet access at home was positively associated with all of the 3 hypertension management outcomes; however, none of the coefficients was statistically significant: hypertension awareness (OR 1.14, 95% CI 0.95-1.37; P=.17), treatment (OR 1.19, 95% CI 0.99-1.43; P=.06), and control (OR 1.14, 95% CI 0.93-1.41; P=.21). In addition, we found significant and notable urban-rural disparities in hypertension awareness (OR 1.55, 95% CI 1.33-1.82; P<.001), treatment (OR 1.66, 95% CI 1.43-1.94; P<.001), and control (OR 1.50, 95% CI 1.25-1.78; P<.001).

After adding the interaction term (Model 2), the positive associations between internet access and hypertension management became statistically significant and with larger coefficient sizes in hypertension awareness (OR 1.36, 95% CI 1.07-1.73; P=.01) and treatment (OR 1.38, 95% CI 1.09-1.75; P=.007), but not in hypertension control (OR 1.19, 95% CI 0.90-1.58; P=.23). In terms of urban-rural disparities, the coefficient sizes were even larger in all 3 outcomes: hypertension awareness (OR 1.69, 95% CI 1.42-2.02; P<.001), treatment (OR 1.78, 95% CI 1.50-2.11; P<.001), and control (OR 1.52, 95% CI 1.25-1.85; P<.001).
Association Between Internet Access and Urban-Rural Disparity of Hypertension Management

The ORs of the interaction term were <1 for each outcome, indicating that internet access reduced the urban-rural gap in hypertension management, although the OR of the interaction term in hypertension control was statistically insignificant. Specifically, the OR of the interaction term between internet access and urban residence in hypertension awareness was 0.65 (95% CI 0.45-0.94; P=.02), indicating that the effect of internet access on being aware of hypertensive status for urban residents was 35% smaller than that on rural residents. Similar patterns were also observed for hypertension treatment (OR 0.70, 95% CI 0.49-1.01; P=.05) and control (OR 0.92, 95% CI 0.62-1.37; P=.68).

Tables 2, 3, and 4 provide a more intuitive interpretation of whether internet access modified the urban-rural disparities on hypertension management by presenting the mean marginal effects of the interaction term between urban residence and internet access. Internet access reduced the urban-rural disparities on hypertension awareness by 9.6% (P=.02), hypertension treatment by 8.3% (P=.05). We observed no statistically significant change in hypertension control. In addition, these interaction effects were disproportionally and more significantly benefiting female participants; internet access reduced the urban-rural disparities in hypertension awareness by 14.7% (P=.01), in hypertension treatment by 14.5% (P=.01) among female participants.

The decreased urban-rural disparities in hypertension awareness and treatment associated with internet access were primarily driven by the significant improvement of management level in rural areas among those with internet access at home compared with those without internet access at home. However, the management level remained constant in urban areas between those with and without internet access at home (Tables 5, 6, and 7).
Table 2. Marginal effects of the interaction term between urban residence and internet access for the awareness hypertension.

<table>
<thead>
<tr>
<th>Population</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (N=5135)</td>
<td>−0.096(^a)</td>
<td>0.042</td>
<td>.02</td>
</tr>
<tr>
<td>Male (N=2351)</td>
<td>−0.046(^a)</td>
<td>0.061</td>
<td>.45</td>
</tr>
<tr>
<td>Female (N=2784)</td>
<td>−0.147(^a)</td>
<td>0.057</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\)All values adjusted for 6 covariates with a \(P \leq .05\) in Table 1: age, gender, educational level, uninsured, the market price of the house, \(>3\) co-occurring chronic diseases. Province fixed effects were also adjusted.

Table 3. Marginal effects of the interaction term between urban residence and internet access for the treatment of hypertension.

<table>
<thead>
<tr>
<th>Population</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (N=5135)</td>
<td>−0.083(^a)</td>
<td>0.042</td>
<td>.05</td>
</tr>
<tr>
<td>Male (N=2351)</td>
<td>−0.012(^a)</td>
<td>0.062</td>
<td>.83</td>
</tr>
<tr>
<td>Female (N=2784)</td>
<td>−0.145(^a)</td>
<td>0.058</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\)All values adjusted for 6 covariates with a \(P \leq .05\) in Table 1: age, gender, educational level, uninsured, the market price of the house, \(>3\) co-occurring chronic diseases. Province fixed effects were also adjusted.

Table 4. Marginal effects of the interaction term between urban residence and internet access for the control of hypertension.

<table>
<thead>
<tr>
<th>Population</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (N=5135)</td>
<td>−0.010(^a)</td>
<td>0.036</td>
<td>.79</td>
</tr>
<tr>
<td>Male (N=2351)</td>
<td>0.075(^a)</td>
<td>0.052</td>
<td>.15</td>
</tr>
<tr>
<td>Female (N=2784)</td>
<td>−0.091(^a)</td>
<td>0.050</td>
<td>.07</td>
</tr>
</tbody>
</table>

\(^a\)All values adjusted for 6 covariates with a \(P \leq .05\) in Table 1: age, gender, educational level, uninsured, the market price of the house, \(>3\) co-occurring chronic diseases. Province fixed effects were also adjusted.

Table 5. Estimated hypertension awareness by urban residence and internet access.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Rural(^a)</th>
<th>Urban(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Internet</td>
<td>0.43 (0.03)</td>
<td>0.54 (0.02)</td>
</tr>
<tr>
<td>Internet</td>
<td>0.49 (0.03)</td>
<td>0.49 (0.03)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.03</td>
<td>.10</td>
</tr>
</tbody>
</table>

\(^a\)All values adjusted for 6 covariates with a \(P \leq .05\) in Table 1: age, gender, educational level, uninsured, the market price of the house, \(>3\) co-occurring chronic diseases. Province fixed effects were also adjusted.

Table 6. Estimated hypertension treatment by urban residence and internet access.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Rural(^a)</th>
<th>Urban(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Internet</td>
<td>0.34 (0.03)</td>
<td>0.47 (0.02)</td>
</tr>
<tr>
<td>Internet</td>
<td>0.41 (0.03)</td>
<td>0.44 (0.03)</td>
</tr>
<tr>
<td>(P) value</td>
<td>.02</td>
<td>.27</td>
</tr>
</tbody>
</table>

\(^a\)All values adjusted for 6 covariates with a \(P \leq .05\) in Table 1: age, gender, educational level, uninsured, the market price of the house, \(>3\) co-occurring chronic diseases. Province fixed effects were also adjusted.
Table 7. Estimated hypertension control by urban residence and internet access.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Rural^a</th>
<th>Urban^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Internet</td>
<td>0.15 (0.03)</td>
<td>0.22 (0.02)</td>
</tr>
<tr>
<td>Internet</td>
<td>0.17 (0.02)</td>
<td>0.22 (0.03)</td>
</tr>
<tr>
<td>P value</td>
<td>.44</td>
<td>.89</td>
</tr>
</tbody>
</table>

^aAll values adjusted for 6 covariates with a P ≤0.05 in Table 1: age, gender, educational level, uninsured, the market price of the house, >3 co-occurring chronic diseases. Province fixed effects were also adjusted.

Discussion

Principal Findings

To the best of our knowledge, this study was the first to examine the role of internet access in hypertension management among the elderly population in China. Hypertension is a leading cause of mortality and disability around the world [18]. In China, it accounted for >2.5 million deaths (almost one-third of total deaths) and 15% of total disability-adjusted life-years in 2013, mainly from stroke and ischemic heart disease [18,19]. Over the past decade, the proportion of population connected to the internet has been growing exponentially [20], and researchers in the field of health promotion have been quick to capitalize on the internet to promote changes in health behavior in many settings [21]. Taking advantage of the population-based nationally representative survey CHARLS 2011, we were able to investigate whether the positive effect of the internet on disease management found in other settings still holds in the context of China, where fast economic growth and population aging are happening simultaneously, and more importantly, whether the internet has a moderating effect on the existing urban-rural gap in hypertension management.

In this study, several key findings were highlighted. First, internet access at home was associated with better hypertension management among elderly Chinese adults. Previous studies have found a positive effect of the internet on disease management in different settings [22-26]. For example, one randomized trial proved that internet-based chronic disease self-management program was effective in changing health-related behaviors and improving the health status of patients with chronic diseases [7]. However, few have investigated whether this positive effect still holds in developing contexts such as China. The positive association between internet access and hypertension management in this study was of practical importance in the sense that China is facing a huge public health crisis of hypertension in which sufficient awareness and compliance to medications are the necessary steps to achieve adequate control.

Second, the finding that internet access was associated with decreased urban-rural disparities in hypertension management was encouraging. The existing gap in hypertension awareness, treatment, and control between urban and rural areas found in this study paralleled that of a recent nationwide population-based epidemiology study of hypertension prevalence and management among Chinese adults [2]. In this study, we were able to use a rich individual-level dataset and examine the association between internet access and urban-rural disparities in hypertension management adjusted for demographic characteristics, socioeconomic status, comorbidity, and lifestyle factors. The magnitudes of 9.6% decrease in hypertension awareness and 8.3% decrease in hypertension treatment were considered to be substantial compared with other studies measuring urban-rural disparities in hypertension management among Chinese patients [13,27]. A well-documented contributor to China’s urban-rural disparities in health, including hypertension management, is the unequal distribution of health workforce [28]. Efforts to cope with the shortage of health care workers in rural areas have been slow, especially at primary care level [29]. Our finding provided suggestive evidence that the internet could help to cope with the limited access to quality care in rural areas. More broadly, our results might shed lights to improve health equity in China [30].

Third, a significant and substantial reduction in urban-rural disparity of hypertension awareness and treatment did not translate into the reduction of hypertension control; therefore, improving both is necessary but not sufficient to achieve the optimal control of hypertension [2]. Hypertension control often requires multiple medications, yet in rural China, the availability and affordability to antihypertensive drugs were limited [31]. A recent national study showed that less than one-third of primary health care institutions stocked guideline-recommended and low-cost antihypertensive medications, and unfortunately the deficiencies were even worse in rural areas [31].

Exploring clear mechanisms in explaining the association between internet access and decreased urban-rural disparities in hypertension management was beyond the scope of this study. Nevertheless, we found the association was more notable and statistically significant among female participants. This was in line with a series of studies emphasizing the fact that female patients are more responsive to hypertension management interventions [32,33]. Future studies should focus on understanding channels through which internet access works on improving hypertension management. In addition, decreased urban-rural disparities in hypertension management were primarily driven by the fact that internet access improved management levels in rural areas. This is an encouraging finding, highlighting the importance of improving the hypertension management in rural areas to reduce the burden of hypertension [34]. Furthermore, the results of this study were consistent with previous studies that showed better health management by the internet-based health care models in rural areas and less-developed regions [35,36].

Limitations

This study has several limitations. First, the observational nature of our study limited our ability to draw any causal inference from our findings. The results should not be interpreted as the
effect of internet access on reducing urban-rural disparities in hypertension management. Rather, the association found in this study underscored the need for research to capitalize on new technologies to mitigate the disease burden of hypertension. Second, measuring blood pressure 3 times in the CHARLS study might not lead to the most accurate hypertension diagnosis. The medical literature has confirmed that the 24-hour ambulatory blood pressure monitoring to be the best assessment of hypertension [37]. However, given the large-scale, population-based survey design of CHARLS, the 24-hour ambulatory blood pressure monitoring might not be cost-effective or feasible in implementation. Third, in the 2011 round of CHARLS survey, only 29% and 8% household had internet access in urban and rural areas. This low rate of internet access among our sample population might limit us to generate policy relevance. Although we did not have data of latest internet access among the elderly population, it was reported that internet availability has improved markedly across the country over the past few years [20]. Nonetheless, this lower internet access rate might make our estimates of the association between internet access and reduced urban-rural disparities in hypertension management conservative. Fourth, although the 2.4% nonresponse rate could be considered as low given the large-scale survey of CHARLS, our nonresponse analysis was only limited to comparing hypertension outcome variables between response and nonresponse groups. We have to acknowledge that the nonresponse analysis provided by CHARLS was based on the whole sample, which might not apply to our sample of hypertensive participants. However, because those nonresponses in our study did not complete the survey and only provided biomarker information, we were only to compare the hypertension outcome variables and found nonresponse was not associated with hypertension awareness, treatment, and control (see Multimedia Appendix 1). Last but not least, even if we used a nationally representative survey of the elderly population in China, the generalizability of our results should be limited to the context of China. Given the rapid pace of population aging in China, we believed that our results among elderly adults were of policy importance to that specific population in China.

Conclusions
Hypertension is becoming a public crisis in China and around the globe. Using a nationally representative survey of Chinese elderly, we found that internet access at home was associated with better hypertension management, and internet access reduced the urban-rural gap in hypertension management outcomes. Despite the low rate of internet access among the elderly population, the internet shows its potential as a platform for achieving better hypertension management in China. Longitudinal studies on the internet and hypertension management, because internet facilities have improved significantly in recent years, are needed. Given the growing epidemic of hypertension and the rapid pace of population aging in China, we believe that this study sheds lights on designing polices for achieving optimal hypertension management and health equity in China. Strategies for reducing the disparities in hypertension management and overall disease burden of hypertension might consider the internet as a platform for disease management.
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Abstract

Background: To treat many patients despite lacking personnel resources, triage is important in disaster medicine. Various triage algorithms help but often are used incorrectly or not at all. One potential problem-solving approach is to support triage with Smart Glasses.

Objective: In this study, augmented reality was used to display a triage algorithm and telemedicine assistance was enabled to compare the duration and quality of triage with a conventional one.

Methods: A specific Android app was designed for use with Smart Glasses, which added information in terms of augmented reality with two different methods—through the display of a triage algorithm in data glasses and a telemedical connection to a senior emergency physician realized by the integrated camera. A scenario was created (ie, randomized simulation study) in which 31 paramedics carried out a triage of 12 patients in 3 groups as follows: without technical support (control group), with a triage algorithm display, and with telemedical contact.

Results: A total of 362 assessments were performed. The accuracy in the control group was only 58%, but the assessments were quicker (on average 16.6 seconds). In contrast, an accuracy of 92% (P=.04) was achieved when using technical support by displaying the triage algorithm. This triaging took an average of 37.0 seconds. The triage group wearing data glasses and being telemedically connected achieved 90% accuracy (P=.01) in 35.0 seconds.

Conclusions: Triage with data glasses required markedly more time. While only a tally was recorded in the control group, Smart Glasses led to digital capture of the triage results, which have many tactical advantages. We expect a high potential in the application of Smart Glasses in disaster scenarios when using telemedicine and augmented reality features to improve the quality of triage.

(J Med Internet Res 2019;21(1):e11939) doi:10.2196/11939
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**Introduction**

Terrorist attacks, natural disasters, and major traffic accidents present challenges to emergency physicians around the world. The lack of information about those affected and injured and an initial difference between available and necessary resources require a quick overview of the overall situation. In disaster medicine, various strategies exist for assisting the management of mass casualties and prioritizing injured persons according to the need and available resources. Serious injuries require urgent treatment; immediate life-saving measures may be required. Slightly injured persons have to be cared for, but their transport from the damage area can be postponed owing to limited resources; this results in the need of prioritization of treatment and transport to a hospital—the procedure of triage [1]. The triage category is encoded in color and recorded with an individual identification number on a so-called “injured attachment card.”

In many countries around the world, different triage algorithms are established to help rescue service personnel and emergency physicians in assigning casualties to one of the triage categories [2]. Algorithms are different for doctors and nonmedical staff who perform the so-called “pretriage”: this is important for many reasons, including providing an overview of the reclaimg of additional personnel. The Primary Ranking for Initial Orientation in Rescue service (PRIOR) algorithm is a pretriage algorithm often used in Germany [3]. Qualitatively, patient consciousness, breathing, and circulation are addressed, which results in the case of nonpathological evaluation in further questions for individual triage; this can be divided into 3 categories as follows: severely injured with immediate treatment priority (category red or I); severely injured with appropriate transport priority (category yellow or II); and easily injured or uninjured (category green or III). However, various triage algorithms are often used incorrectly or not at all [4-6]; this results in incorrect assignments of triage categories and wrong prioritization. Subsequently, scarce resources cannot be used correctly, appropriate treatment priorities are neglected, and treatments delayed [7,8]. All of these are in contradiction with the principles of triage in disaster medicine [9]. From this, it can be concluded that technical support for triage is urgently needed. Therefore, we used the augmented reality and the potential of data glasses for this important task.

To provide technical support for this important phase in the case of mass casualty incidents (MCI), we have developed a triage app running on Smart Glasses (Recon Jet, Recon Instruments, Vancouver, BC, Canada) within the framework of the project Augmented Disaster Medicine (AUDIME), which was financed by the German Federal Government. The AUDIME project aims to develop new high-tech strategies, including apps for Smart Glasses, for the technical support of an MCI [10]. Data are displayed on a small monitor on the Smart Glasses, the video stream of an integrated camera is used for telemedical support. With simple operating gestures provided on an optical touchpad on the Smart Glasses, menu items can be selected, and simple manual entries can be made.

This study aims to evaluate the feasibility of various technical methods for triage support using Smart Glasses. The average duration of a screening process and the accuracy of the assignment to one of the listed triage categories are the primary target parameters.

**Methods**

**Android App**

For Smart Glasses, an app was developed together with our project partner (Tech2go GmbH, Hamburg, Germany) for use on Android devices. Using several menu levels, information can be displayed to task forces, and appropriate support can be offered. Triage support was achieved through the display of PRIOR as an example of one of the various triage algorithms (Figure 1). With simple hand movements above the optical touchpad, the decision tree can be processed, and the result of the triage is displayed. The result is recorded digitally and assigned to the individual ID of the patient appendix card through a photo.

**Telemedical Support**

Another method for investigating technical support provided through Smart Glasses is telemedicine. In Aachen, Germany, this has been used for many years in individual medical emergency care in the routine prehospital rescue service [11-15]. A telemedical-connected emergency medical service (EMS) physician can offer medical assistance to the ambulance staff for making difficult decisions. Telemedicine has not yet been used in disaster medicine. Therefore, the camera of the Smart Glasses was used in this project to provide information about the MCI site through a live video transmission to a tele-EMS-physician. The physician was thus able to gain an impression of the situation and carry out triage collaboratively with the on-site team and assign each patient to a triage category. For this purpose, a separate tele-senior-EMS-physician software (Tele-LNA, Docs in Clouds GmbH, Aachen, Germany) was developed. Again, a digital recording of the triage results was retained. The audio connection was achieved through Voice over Internet Protocol. For better voice quality, a Bluetooth-connected headset was used. Optionally, a battery pack can be connected to optimize the battery capacity of the Smart Glasses even for longer periods of use (Figure 2).

The function of the AUDIME system requires a local Wi-Fi network, which can be spanned by local access points on site; although this technology is still unusual at a deployment site, we assume that many rescue vehicles in the future will have such technology installed to ensure interoperability between rescue and medical technology. Alternative concepts, such as the use of the mobile network, are also conceivable. Using a secure data connection, all collected data are transferred to an information integration layer of the AUDIME server, analyzed, and made available for use on Smart Glasses or other devices, such as tablet personal computers.
Study Design

For evaluation in a randomized triage study, a simulation was set up on the grounds of the Fire Brigade and Rescue Training Center in Frankfurt with the approval of the Local Ethics Committee (Aachen, Germany, EK 185/17), which represented an explosion in a row of residential buildings. A total of 12 professional actors mimed patients with different injuries (Table 1). Two of each injury were of identical make-up. The actors were required to exaggerate the case once and then understate it once.

A total of 31 paramedics were available as subjects for the simulation study. Each had sufficient experience of at least 2 years being in practice in EMS. The inclusion criteria for participation, in addition to requisite vocational training, was sufficient eyesight with contact lenses or without visual aids, as the Smart Glasses do not accommodate the wearing of prescription or reading glasses; therefore, this was considered an exclusion criterion. Participants were randomly assigned to 1 of the 3 groups as follows: group 1 was asked to perform an individual triage without further aids and document the results in a tally (control group); group 2 was asked to use the PRIOR algorithm provided by the Smart Glasses app; and group 3 was asked to contact a tele-senior EMS physician to collaboratively carry out the triage of an injured through a video streaming through the integrated camera of the data glasses. Group assignments were unknown to subjects in advance (blinding).

The tele-EMS physician had specialist training in anesthesia, intensive care, and emergency medicine, as well as many years of experience as a regular EMS physician.

To ensure the same level of knowledge regarding triage algorithms, all paramedics, including the control group, were trained on the PRIOR algorithm half an hour prior to the simulation (no one knew it before). In addition, all paramedics were provided with the PRIOR algorithm as a pocket card. Subsequently, they were assigned to the method they should use for the triage depending on the study group to which they belonged. The size of each group was based on the estimated time spent on the experiences of the first pilot study.
Table 1. The overview of injury patterns of simulation patients.

<table>
<thead>
<tr>
<th>Number</th>
<th>Injury</th>
<th>Type of simulation</th>
<th>Triage category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Unconsciousness</td>
<td>N/A(^{a})</td>
<td>I/red</td>
</tr>
<tr>
<td>2</td>
<td>Unconsciousness</td>
<td>N/A</td>
<td>I/red</td>
</tr>
<tr>
<td>3</td>
<td>Open lower leg fracture</td>
<td>Understated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>4</td>
<td>Open lower leg fracture</td>
<td>Exaggerated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>5</td>
<td>Piling lower leg</td>
<td>Understated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>6</td>
<td>Piling lower leg</td>
<td>Exaggerated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>7</td>
<td>Deep thigh wound, no bleeding</td>
<td>Understated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>8</td>
<td>Deep thigh wound, no bleeding</td>
<td>Exaggerated</td>
<td>II/yellow</td>
</tr>
<tr>
<td>9</td>
<td>Cuts face</td>
<td>Understated</td>
<td>III/green</td>
</tr>
<tr>
<td>10</td>
<td>Cuts face</td>
<td>Exaggerated</td>
<td>III/green</td>
</tr>
<tr>
<td>11</td>
<td>Head wound</td>
<td>Understated</td>
<td>III/green</td>
</tr>
<tr>
<td>12</td>
<td>Head wound</td>
<td>Exaggerated</td>
<td>III/green</td>
</tr>
</tbody>
</table>

\(^{a}\)Not applicable.

Successively, subjects completed the screening process according to their group assignment. In each case, they were unobtrusively accompanied by an auxiliary who documented the duration of triage and the selected category. Then, the primary target parameters were assessed—duration and accuracy of triage. If the selected triage category did not agree with the correct category, so-called “major deviations” were defined for selected green (III) instead of red (I) or red (I) instead of green (III) category. Subsequently, paramedics of the 2 technical supported groups completed a usability questionnaire. In addition, the feelings of safety of all participating teams and their individual opinions on the executed triage processes are inquired. The data from the subject survey were defined as further outcome parameters.

**Statistical Analysis**

Data analysis was performed on the nonparametric distribution of primary outcome parameters using the Mann-Whitney U test for independent samples (significance level, \(P = .05\)). We used SPSS Statistics software, version 23 (IBM) for statistical evaluation and data backbone. All data are stated as median, interquartile range (IQR), or minima to maxima, respectively. The evaluation of the secondary outcome parameters was descriptive.

**Results**

**User Results**

In total, 362 individual triages were performed by 31 paramedics (Table 2): 20 paramedics conventionally triaged 240 patients with manual coverage of the triage category (control group), 7 paramedics triaged a total of 84 patients with an indication of the PRIOR algorithm in the Smart Glasses, and 4 paramedics performed a total of 38 triages along with a tele-senior EMS physician.

**Duration of Triage**

While the average triage time in the control group (conventional triage with manual coverage of the triage category in a tally) was 16.6 seconds (IQR 11.3-23.6), screening with technical support was longer. The average triage time when using the PRIOR in the Smart Glasses was 37.0 seconds (IQR 28.7-40.4; \(P = .001\)), a triage along with the tele-senior EMS physician averaged 35.0 seconds (IQR 31.7-41.1; \(P = .01\)). Thus, a triage with technical support and digital capture took markedly longer than conventional triage (Figure 3). The figure includes time required per triage type: Conventional triage, Triage with the PRIOR display in data glasses, and Triage with tele-senior EMS physician by the integrated camera of data glasses. Only technically supported procedures involve a digital capture of the category. Looking at the individual triage categories, the increased time requirements of the technically supported groups, especially in category II and III, were observed (Figure 4).

**Quality of Triage**

The correct assignment to a triage category was the primary outcome parameter. In the conventional triage, subjects reached an average accuracy of 58% (IQR 33%-75%) of the triage results. The quality of the triages could, however, be markedly increased with technical support. The accuracy was significantly increased to 92% (IQR 75%-92%) for the triage with the PRIOR Smart Glasses app (\(P = .04\)) and to 90% (IQR 82%-98%; \(P = .01\)) with tele-senior-EMS-physician assistance by data glasses (Figure 5). Deviations of 2 category ranks were found only in the control group. The amount of these “major deviations” was 8% (IQR 0%-15%).

With regard to the outcome parameters, both, the usability and the sense of safety, showed sufficient acceptance among subjects. Of participants who were supported by either the triage algorithm or a telemedical contact, 73% (8/11) stated good or very good usability of the Smart Glasses. In addition, most subjects confirmed compatibility with the personal protective equipment in the event of a disaster. In the questionnaire’s free
text, several subjects added that they felt markedly safer during the triage owing to the technical support. Only one test person regarded the assistance by a tele-senior EMS physician during the triage as superfluous, as “one does not need a doctor for triage.” This subject felt the doctor’s contact was intrusive, and he would prefer to do triage alone in the future.

Table 2. The demographic profile.

<table>
<thead>
<tr>
<th>Group</th>
<th>Control group (n=20)</th>
<th>Triage with PRIOR² service display (n=7)</th>
<th>Triage with tele-senior emergency medical service physician (n=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td>Females</td>
<td>Males</td>
<td>Females</td>
</tr>
<tr>
<td></td>
<td>4 (20)</td>
<td>16 (80)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>32.5 (21-50)</td>
<td>34.1 (28-40)</td>
<td>26.8 (24-31)</td>
</tr>
</tbody>
</table>

²PRIOR: Primary Ranking for Initial Orientation in Rescue.

Figure 3. Time (CI) required per triage type. Circles with numbers denote outliers. PRIOR: Primary Ranking for Initial Orientation in Rescue service; EMS: emergency medical service.
**Figure 4.** Time (CI) required for a triage in each individual category (from I, seriously injured to III, slightly injured) per each triage group. Circles with numbers denote outliers. PRIOR: Primary Ranking for Initial Orientation in Rescue service; EMS: emergency medical service.

**Figure 5.** Accuracy (CI) of the chosen triage results per triage group. Numbers denote outliers. PRIOR: Primary Ranking for Initial Orientation in Rescue service; EMS: emergency medical service.
Discussion

Principal Findings

In a simulated MCI scenario, Smart Glasses apps for displaying a triage algorithm or telemedical contact with an experienced emergency physician were applied to support the triage conducted by paramedics compared with a conventional control group. While in one test group, the PRIOR triage algorithm was used to ensure standardized decision support, a telemedical connection to a senior EMS physician, who could also follow a triage algorithm or could deviate from it, was provided in the second test group. Although triage took almost 2 times as long in each test group when compared with the control group, the overall quality of triage—as measured by its accuracy—was markedly increased.

The duration of a conventional triage with 16.6 seconds is consistent with similar studies. It was noticeable that many of the participants did not apply the previously learned PRIOR, but often decided spontaneously; this was also reflected in the overall bad triage quality with a huge interindividual range. Only 58% of the triage corresponded to the correct results previously determined by 3 independent, experienced emergency physicians. Thus, the accuracy of triage remains under the experience of other studies that also investigated the use of different triage algorithms [16,17].

In the observation of subjects, many displayed distinct nervousness, which, in turn, confirmed the realism of the simulation. Many went into the so-called “tunnel vision,” and the triages were wrong. For the most part, a higher priority category was chosen. While this phenomenon is known as a potential source of error for the PRIOR algorithm, this extent indicates that the algorithm has rarely been correctly applied. Although the control group was explicitly instructed to use the algorithm, none of the subjects used the handed-out pocket card, which is also available for real disaster use in many EMS units. Numerous studies showed that checklists in medicine are not well accepted but regularly used in other safety-related professions, for example, in aviation [18,19].

Finally, those subjects who viewed the PRIOR triage algorithm on the Smart Glasses app showed markedly better triage quality, which was significantly increased with 92% matches compared with 58% for the control group. All participants in this study group were introduced to use the app for algorithm display for every triage. By working through the decision tree, the subjects were forced to use the PRIOR until the triage result was achieved. Owing to the direct display of the algorithm in front of the eyes compared with the pocket card, this tool was really used. However, this resulted in a longer duration of triage, which almost doubled compared with the control group.

In this context, it is important to note that this group has digitally recorded the triage results compared with a manual tally maintained by the control group; this resulted in many advantages with decisive importance in the deployment tactics. In addition, it allowed the digital results to be retrieved from anywhere and could, in future, contribute to the early knowledge of human and material needs; this is particularly important in a disaster scenario to better plan for rare resources such as hospital capacity and ambulances. However, an internet connection is not required to display the PRIOR algorithm in Smart Glasses but required for the digital acquisition of the triage results.

The telemedical assistance in triage was generated by a live video streaming through the camera of the Smart Glasses; this showed a particularly good triage quality of 90% and thus, a highly significant increase compared with the control group. This was certainly owing to both, the four eyes principle and the presence of a doctor in the screening process. However, this contradicts the statement of the paramedic in the questionnaire who considered a doctor in the triage pointless. The much better quality of triage is certainly also attributed to the high level of compliance with the guidelines for the processing of the screening algorithm, as well as other procedural instructions; this phenomenon is also indicated by other studies of individual medical treatments by the tele-EMS physician in Aachen Germany [20].

The duration of the tele-senior EMS physician-assisted triage was markedly prolonged, but a digital acquisition of the triage results was achieved, unlike the control group. In addition, the tele-physician was able to collect and document more information in addition to the triage category, such as the patient name and first diagnoses. The longer time required for classification into the category III of the slightly injured is a well-known phenomenon in the PRIOR algorithm, as well as a high rate of overtriage [2]. The time lag from technical support was the lowest in triage category I (Figure 4). As this category identifies severely injured patients with immediate treatment priority, this is an important finding.

The reason why no 100% accuracy in triage has been achieved, however, can be explained by the different estimation of qualitative characteristics. Thus, it must be assessed whether there is a respiratory or circulatory disorder, without this being described in more detail. In addition, the group triage algorithm display on the data glasses did not achieve full accuracy. In addition to the above reasons, errors in the menu navigation of the data glasses and thus in the course of the algorithm can have an influence here.

In 2015, a feasibility study was carried out on the app of modern telemedicine in a disaster to triage, in which only 2 patients were triaged with telemedicine [21]; the authors found no marked differences in the quality of the triage, but in the duration. In another study, the use of optical head-mounted displays in disaster missions was mentioned as beneficial, without direct comparisons to a control group [22]. Another triage algorithm was tested on Google Glass during a full-scale exercise to perform visually guided augmented-reality Simple Triage and Rapid Treatment triage and identify casualties and collect georeferenced notes, photos, and videos to be incorporated into the debriefing [23]. However, this study demonstrated for the first time the controlled randomized comparison between conventional triage, the display of triage algorithms as augmented reality, and telemedically assisted triage.
The increased quality of triage by using the Smart Glasses was also reflected in the questioning of subjects. In this study, the majority of subjects who underwent triage with the technical support provided by the Smart Glasses described an increased sense of security; this can be an important factor for the emergency services in the stressful and unfamiliar situation of a disaster case.

Sufficient usability of the Smart Glasses was confirmed under realistic conditions. Operations using the optical touchpad for menu control of the Smart Glasses was also done while wearing protective gloves, which this led to no considerable problems, although only a very short briefing was given when handling the Smart Glasses. In addition, the simulation was completed by subjects using their own personal protective equipment, and sufficient compatibility was confirmed in the questionnaire.

Limitations
The different size of the study groups resulted from the fact that the control group was also part of a parallel observational study. The size of the 2 study groups with technical support from the data glasses (with both the display of the algorithm and telemedical contact) was originally designed with n=10. However, owing to the given timeslots, not all paramedics could participate; this fact is a limitation that should be considered in future studies.

Another limitation, in addition to the low battery capacity, which could be extended by connecting a battery pack (Figure 2), there is a lack of compatibility with personal glasses. For eyeglass wearers to be able to use the Smart Glasses, personal glasses would have to be adapted; this would involve considerable costs. In non-eyeglass wearers, however, the current Smart Glasses also serve as protective eyewear. In addition, the local Wi-Fi connection led to problems. In 10 triages, no adequate connection could be achieved owing to structural obstacles; these were excluded from the study results. A mobile connection with sufficient network coverage and increased battery capacity would certainly make sense here. Unfortunately, such solutions are currently not available on the market.

Conclusions
In summary, technically assisted triage shows markedly better quality than traditional methods. Smart Glasses have proven to be a useful tool in disaster medicine; they allow EMS responders to continue working with both hands while information is displayed on the monitor and data are collected through the integrated camera. The delay of the triage seems acceptable and in view of the digital coverage of the triage quality. Further developments to the system, as well as use in routine operations, will certainly shorten the duration of triage markedly. Assuming that both augmented and virtual reality will gain in importance in the coming years in both work and leisure, future users will then use it much more quickly and intuitively.

This study has shown that research on screening assistance procedures is still required to achieve sufficient quality of triage, which can be critical and contribute to the targeted and prioritized treatment and transport of patients in a disaster situation. High-tech can thus also support special challenges in the event of a disaster. These missions are rare and therefore lacking in routine with all emergency medical professionals. It is important to exploit all potentials of modern technologies in such situations and integrate and use augmented reality and telemedicine in existing civil defense structures.
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Abstract

Background: Placebo effects and their underpinning mechanisms are increasingly well understood. However, this is poorly communicated to participants in placebo-controlled trials. For valid informed consent, participants should be informed about the potential benefits and risks of participating in placebo-controlled trials. Existing information leaflets often fail to describe the potential benefits and adverse effects associated with placebo allocation. This study tested the effects of a new website designed to inform patients about placebo effects (The Power of Placebos, PoP). PoP was designed using qualitative methods in combination with theory- and evidence-based approaches to ensure it was engaging, informative, and addressed patients’ concerns.

Objective: This study aimed to test the effects of PoP, compared with a control website, on people’s knowledge about placebo and the ability to make an informed choice about taking part in a placebo-controlled trial.

Methods: A total of 350 adults with back pain recruited from 26 general practices in Southern England participated in this Web-based study. Participants were randomly assigned to PoP (which presented scientifically accurate information about placebo effects in an engaging way) or a control website (based on existing information leaflets from UK trials). Participants self-completed Web-based pre- and postintervention questionnaire measures of knowledge about placebo effects and preintervention questionnaire measures of attitudes toward and intentions to participate in a placebo-controlled trial. The 2 primary outcomes were (1) knowledge and (2) informed choice to take part in a placebo-controlled trial (computed from knowledge, attitudes, and intentions).

Results: After viewing PoP, participants had significantly greater knowledge about placebos (mean 8.28 [SD 1.76]; n=158) than participants who viewed the control (mean 5.60 [SD 2.24]; n=174; F₁,329=173.821; P<.001; η²=.346). Participants who viewed PoP were 3.16 times more likely than those who viewed the control to make an informed choice about placebos (χ²₁=36.5; P<.001).

Conclusions: In a sample of adults with back pain, PoP increased knowledge and rates of informed choice about placebos compared with a control website. PoP could be used to improve knowledge about placebo effects in back pain. After essential further development and testing in clinical trial settings, it could support informed consent in placebo-controlled trials.
placebos; placebo effects; informed consent; research ethics; health knowledge, attitudes, practice; internet

Introduction

Background

Placebo-controlled trials remain the gold standard for establishing the efficacy of new pharmacological and other interventions and are often used in pain medicine. According to the Declaration of Helsinki, investigators should obtain a priori voluntary informed consent from participants after informing them about “the anticipated benefits and potential risks of the study and the discomfort it may entail” (item 26, [1]). Although participant information leaflets typically focus on the benefits and risks of the new intervention being trialed [2], placebos themselves can trigger both beneficial and adverse effects in a range of conditions, particularly pain [3-7]. Patients in a trial who receive the placebo may thus experience placebo and/or nocebo effects but are unlikely to have been informed about them in advance. Arguably, it should be standard practice to inform patients in placebo-controlled trials about the placebo and its possible benefits and adverse effects [8].

Current information provision about placebo interventions in clinical trials is likely to be inadequate and thus jeopardizes the validity of informed consent. Qualitative studies and surveys suggest that members of the public and trial participants often have misunderstandings and partial knowledge about placebos and their effects [9,10]. For example, trial participants often believe that placebo effects are fake or illusory and that people who respond to placebos are gullible or foolish [10-12]. Such beliefs are inconsistent with the scientific literature on placebo effects and may: deter people from volunteering for trials [13]; contribute to patient anxiety about placebo effects [11]; and/or make it difficult for participants to make sense of a personal placebo response when debriefed to placebo allocation at the end of a trial [14,15]. Furthermore, only a small minority of people understand that placebos can have adverse effects; this has been found consistently across surveys of trial participants [9] and patients [16-18]. These beliefs are also unlikely to be challenged by existing patient information leaflets, which rarely mention the placebo; a content analysis of participant information leaflets from major UK-based placebo-controlled trials found that only 1 of the 45 leaflets studied explicitly stated that patients might experience beneficial effects from the placebo, only 4 leaflets explicitly stated that patients might experience adverse effects from the placebo, and 8 leaflets explicitly stated that the placebo treatment was either undesirable or ineffective [2]. This paucity of information about placebos is probably widespread, as studies of patient information leaflets have reported similar findings, for example, in Finland [19], Spain [20], and internationally [21].

Preliminary evidence suggests it is possible to improve people’s understandings of placebos [22,23], but effects in well-defined clinical populations and on key outcomes such as informed choice have not been evaluated. Web-based resources could usefully augment or improve existing paper-based information leaflet because websites (1) are increasingly popular with health consumers [24,25]; (2) easily incorporate interactive features [26], which can enhance engagement and effective education [27]; (3) are easily and cheaply disseminated for widespread access [26]; and (4) can be readily adapted and/or tailored for use in different clinical trials [26].

Objectives

A Web-based experiment was conducted to compare a newly developed, scientifically accurate, and engaging website about placebos—The Power of Placebos (PoP) [28]—with a control website based on existing patient information about placebos. PoP was designed for and tested in adults with back pain because placebo analgesia is well documented in this population [3,5,29,30]. It was important to focus on 1 condition as the nature of and mechanisms underpinning placebo effects differ by disease [31]. Back pain is a major public health concern [32] as it is the leading cause of disability in most countries [33]. The most effective therapies appear to involve exercise and education [34], although 1 study has found improvements in back pain after open-label placebo treatment [35]. The hypotheses were that PoP would increase knowledge about placebos, enable more patients to make an informed choice about having placebos, and encourage people to believe that placebos can have credible analgesic and adverse effects.

Methods

Design

This Web-based study tested the effects of a newly developed interactive website (PoP) on patients’ knowledge, informed choice, and beliefs about placebos. Participants were randomized automatically by the overarching study website to view either PoP or the control website. They also saw a separate website about acupuncture (again either a newly developed one or a control), as this study was part of a larger 2 × 2 factorial trial (for details, see Multimedia Appendix 1). As there were no effects of the acupuncture website manipulation on patients’ knowledge, informed choice, and beliefs about placebos, this study reports the PoP versus control comparison for the placebo website only. The equivalent comparison for the acupuncture website is being reported separately.

Furthermore, 2 volunteers, with personal experience of back pain and clinical research, acted as patient advisors in this study. Research has shown that such “patient public involvement” in research can enhance the design and conduct of studies [36]. Both our volunteers participated in team meetings, which involved discussions and decision making around study design, procedures, and conduct. The patient advisors also helped to finalize recruitment materials and contributed to website design, for example, by providing feedback on prototypes of PoP. Of the 2 advisors, 1 advisor also chose to contribute to the process of writing up for publication.
Ethical approval was sought and obtained from the University of Southampton (Ethics ID: 12323) and the NHS NRES (National Health Service National Research Ethics Service) Committee East of England-Hatfield (Research Ethics Committee reference: 14/EE/1176).

**Participants and Recruitment**

Adults aged 18 years and older with a recent history of back pain (within 3 years) as documented by their general practitioner (GP) were recruited via 26 general practices in South West England between December 2014 and March 2015. General practice staff conducted database searches and mailed study invitation packs to eligible patients. Invitation packs contained a cover letter and information sheet including the study website address. Participants needed to be computer literate to self-enroll in the study and complete it independently (technical support was available from the researchers by telephone or email if needed). People with needle phobia (important for the acupuncture websites) or unable to complete questionnaires in English were excluded. Figure 1 shows the flow of participants through the study.

An a priori power calculation was conducted using G*Power (Heinrich Heine Universität Düsseldorf) [37]. Assuming an effect size $f=0.15$ (based on unpublished pilot data), power 0.8, and alpha .05 for a factorial analysis of variance (ANOVA) required a total of 351 participants, and assuming 5% dropout required 369 patients to be randomized.

**Interventions**

Overall, 2 websites about placebo effects were developed for this study: a person-based website and a control website. Both websites were explicitly labeled as developed at the University of Southampton and included identical brief biographies of the research team. Participants were not told which website they were viewing. Both websites presented information about placebo effects and were created using LifeGuide software, a package developed for researchers to design, build, and trial Web-based interventions [38]. Guidance for developing patient-focused health information was followed to ensure both websites were understandable, readable, and accessible [39]. The person-based website was longer than the control website (10 pages vs 5 pages). Table 1 compares the content and formats of each website. No changes to the websites were made during this study.

Figure 1. Flow of participants through the study. GP: general practitioner; PoP: The Power of Placebos.
Table 1. Summary comparison of The Power of Placebos (PoP) and control websites.

<table>
<thead>
<tr>
<th>Content and format of websites</th>
<th>PoP</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defining placebos</td>
<td>✓✓</td>
<td>✓</td>
</tr>
<tr>
<td>Potential benefits of placebo</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Potential adverse effects of placebo</td>
<td>✓</td>
<td>X✓b</td>
</tr>
<tr>
<td>Patients’ experiences of placebos</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Common concerns about placebos</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Debunking myths that placebo responders are malingerers or gullible</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Mechanisms underpinning placebo effects</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Placebos in placebo-controlled trials</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Placebos in clinical practice</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Formats</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Images</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Film</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Audio clips</td>
<td>✓</td>
<td>X</td>
</tr>
</tbody>
</table>

aTick indicates feature is present in the website.
bCross indicates feature is absent in the website.

The Power of Placebos Website

PoP was developed using a rigorous approach derived from person-based intervention development, which incorporates evidence and theory [40-42]. This entailed extensive intervention planning, drawing on existing evidence and theory about placebo effects and how to change patients’ health beliefs and behaviors, and conducting qualitative think-aloud interviews to develop and refine the website. The content was based on published scientific evidence [3,4,31,43] and targeted theoretically informed constructs (primarily knowledge but also attitudes, subjective norms, and perceived behavioral control, derived from the Theory of Planned Behavior [44]). For a full description of the development process and the resulting website, refer to the study by Greville-Harris et al [28]. Figure 2 shows an example page, and screenshots showing additional pages are available in Multimedia Appendix 2. A completed TIDieR (template for intervention description and replication) checklist in Multimedia Appendix 3 presents full information about the description of PoP.

The Control

The control website was based on the limited information about placebos that is included in some UK patient information leaflets for placebo-controlled clinical trials. Consistent with common practice among those leaflets that provide any information about placebos [2], it provided only minimal detail about the possible effects of placebos and did not explain their mechanisms of action. Figure 3 shows an example page. Screenshots of the entire control website are available in Multimedia Appendix 4.

Measures

Participants’ Characteristics

Items selected from the recommended minimum dataset for back pain [45] were used to assess clinical characteristics (pain duration, pain frequency, pain intensity, pain catastrophizing, and pain spread to legs), pain-related legal claims, disability benefits or compensation (all single items), and pain functioning and interference (4-item scales with excellent internal consistency in this sample; Cronbach alphas .96 and .92, respectively). Single items assessed ethnicity, age, gender, and education level.

Primary Outcomes

Primary outcomes were knowledge and informed choice about placebos. Informed choice was selected as an analogy to informed consent because the website was being tested outside the context of a placebo-controlled trial. Informed choice is a composite measure based on knowledge, attitudes, and intentions to try placebo, the components of which were measured after participants had finished viewing the website.
Figure 2. Screenshot from the Power of Placebos website: How do placebos work?
Placebo knowledge was assessed using a 10-item knowledge quiz, comprising true-false questions developed and validated in preparation for this study. These 10 items were selected from a larger pool of 15 items pilot tested in a Web-based study with a community-based sample of 210 adults with a history of back pain [18]. The 10 items most commonly answered incorrectly by the community-based sample were chosen for this study (eg, “A placebo pill can have side effects” and “Placebo pills can help to treat pain conditions”—both are true). The knowledge score is the total number of items answered correctly. The quiz was completed before and after viewing the websites. The pre- and postadministrations had acceptable internal consistency in this sample (Cronbach alphas .66 and .79, respectively).

Making an informed choice can be understood as choosing to act in a way that is based on one’s knowledge and one’s values [46-48]. To make an informed choice, a person needs to have an accurate understanding of the options available, have formed an opinion about the options based on their personal values, and make a decision (or otherwise act in a way) that is consistent with their knowledge and values [46-48]. Although it can be argued that knowledge alone is sufficient for informed choice, attitudes are incorporated in our chosen definition as an attempt to reflect the role of personal values in making health decisions that are optimized for the individual concerned. If decisions were based on knowledge alone, people could still make decisions that are inconsistent with their personal values and so could be considered sub-optimal for them as individuals. By choosing a definition of informed choice that incorporates attitudes, we are better able to model the role of personal values in decision making. From this perspective, an informed choice to have a placebo requires knowledge about the possible beneficial and adverse effects of placebos, a positive attitude to placebos, and a decision to try a placebo. An informed choice not to have a placebo requires knowledge about the possible beneficial and adverse effects of placebos, a negative attitude to placebos, and a decision not to try a placebo.

In this study, knowledge was measured using the placebo knowledge quiz. Attitudes were measured using 4 items derived following the Theory of Planned Behavior guidelines for measuring attitudes [49], for example, “having a placebo treatment would be good.” Behavioral intentions were used as a proxy for behavior and were measured using 3 items derived following the same guidelines [49], for example, “if given the opportunity, I intend to have a placebo treatment.” Items assessing attitudes and intentions were measured on 7-point Likert-type scales labeled strongly disagree to strongly agree, and scores across constituent items were averaged. The scales had good internal consistency (Cronbach alphas .97 and .87, respectively).

Participants were categorized as making an informed choice or not based on their attitude (split by scale midpoint to produce 2 groups with positive and negative attitudes), intention to have treatment (split by scale midpoint to produce 2 groups with positive and negative intentions), and their knowledge score (based on median split to produce 2 groups with high and low knowledge). Participants were categorized as making an informed choice if they scored above the median on knowledge and either (a) above the scale midpoint on both attitudes and intentions or (b) below the scale midpoint on both attitudes and intentions. All other participants were categorized as not making an informed choice. Although there are drawbacks of computing composite measures in this way (see Discussion), this approach enabled us to follow published definitions of informed choice to create a primary outcome measure with good face validity and is consistent with previous studies of informed choice in other settings [46-48].
Secondary Outcomes
Secondary outcomes were participants’ beliefs about placebos and willingness to try a placebo. These were completed after participants had finished viewing the website.

Overall, 4 dimensions of beliefs about placebos were measured using the previously validated 4-item subscales of the Low Back Pain Treatment Beliefs Questionnaire [50]: concerns (eg, “I have concerns about having placebos for my back pain”), individual fit (eg, “I am confident placebos would be a suitable treatment for my back pain”), expectancy (eg, “Placebos can work well for people with back pain”), and credibility (eg, “Generally, placebos are a believable therapy for back pain”). The Low Back Pain Treatment Beliefs Questionnaire was validated in a Web-based study [50]. All items used 5-point Likert-type response scales labeled strongly disagree to strongly agree. All subscales had good internal consistency in this sample (Cronbach alpha for concerns=.72, individual fit=.91, expectancy=.94, and credibility=.84).

A single yes or no item asked whether participants would be “willing to have placebo treatment.” As participants could take breaks from viewing the website and return later, an item was also included to assess whether participants had “looked up additional information about placebo during breaks from the study.”

Procedure
On accessing the study website at a time and location of their choice (eg, at home), not in the presence of a researcher, participants viewed the information sheet and indicated consent to take part by clicking a button (see Multimedia Appendix 5 for information sheet). Participants were then asked 3 mandatory screening questions assessing age, current or recent back pain, and needle phobia. Those not meeting the associated inclusion criteria were directed to an exit page. Those passing the screening questions entered their email address and created a password for the website, which allowed participants to take breaks when desired. Participants then completed the 10-item placebo knowledge quiz to assess baseline knowledge before being presented with the series of 2 websites (placebo and acupuncture) appropriate to their randomization group. Participants could take breaks, log out and return to the study later, and stop viewing each website whenever they wanted (“click here when you have finished looking at the information” was available on every page). Directly after viewing the websites, participants completed the primary and secondary outcome measures and measures of sociodemographic and clinical characteristics. All measures were completed on the study website. Finally, participants were directed to a debriefing page with further information about the study and links to other resources. Everyone who completed the study was emailed a £10 online shopping voucher.

Statistical Analysis
Data were downloaded from LifeGuide and imported into IBM SPSS Statistics v22 for analysis. The proportion of missing data was small (<5% on any 1 variable) but was not missing completely at random (MCAR; Little MCAR test: \(\chi^2_{7845}=8279.7; P<.001\)), suggesting imputation might be inappropriate but unlikely to alter the results [51]. All analyses were repeated excluding missing data and then imputing missing values with the expectation-maximization algorithm. The results were the same, and the reported analyses used all available data with no imputation.

Pearson’s chi-square test compared the proportions of people (a) making an informed choice and (b) willing to have a placebo, between PoP and the control website. ANOVAs tested the effects of PoP compared with control on postintervention measures of knowledge and treatment perceptions. Analyses of covariance were then computed adjusting for baseline knowledge [52], which was the only baseline variable to differ between the groups.

Results
Participants’ Characteristics
The final sample comprised 350 adults, of whom the majority were female, white British, and educated up to at least 18 years (see Table 2). The average age of participants was 47.88 years (SD 15.8; control group mean age 48.80 years [SD 15.9]; PoP group mean age 46.88 years [SD 15.6]). Almost all participants (308/350, 88.0%) reported having back pain in the last week, and on average, they reported pain interfering with daily activities between a little bit and somewhat and being able to perform functional tasks such as chores or walking with a little difficulty. Participants’ back pain was typically longstanding (157/350, 45.1% had onset over 5 years ago), affected them daily or almost daily (133/350, 38.0%), and was of moderate intensity (mean 4.79 on a 10-point scale; control group mean 4.79 [SD 2.46]; PoP group mean 4.71 [SD 2.40]). Pain interference in the past week was also moderate (control group mean 2.58 [SD 1.29]; PoP group mean 2.58 [SD 1.25]; on a 5-point scale) as was current pain functioning (control group mean 1.98 [SD 0.96]; PoP group mean 2.06 [SD 1.02]; on a 5-point scale). Approximately, one-third (126/350, 36.0%) reported pain catastrophizing. Very few participants (2 per group) reported looking up additional information about placebo effects during the study. The groups did not differ significantly on any of these measures (all \(P\) values >.05), except baseline knowledge about placebo, on which the PoP group scored slightly higher (mean 6.21 [SD 2.141] than the control group (mean 5.72 [SD 2.20]; \(t_{349}=-2.08; P=.04\)).

Knowledge, Attitudes, and Intentions
There was a significant main effect of website on placebo knowledge: after viewing the website, people who viewed PoP had higher knowledge about placebo effects than people who viewed the control website (Table 3). On average, people who viewed PoP also had less positive attitudes and more positive intentions toward placebo effects than people who viewed the control website, but these effects were much smaller than the effect on knowledge (Table 3).

Informed Choice
Table 4 shows how participants were classified as making an informed choice or not according to their knowledge, attitudes, and intentions. There was a significant association between
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website and informed choice about placebo ($\chi^2_1=36.5; P<.001$). Almost half of people (66/146, 45.2%) who viewed PoP made an informed choice about placebos compared with 14.3% (24/168) of people who viewed the control website. Thus, people who viewed PoP were 3.16 times more likely than those who viewed the control website to make an informed choice about placebos. The most common pattern of scores on components of informed choice was to have negative intentions of having placebos, and negative attitudes toward placebos, and low knowledge about placebos, a pattern displayed by 27.4% of all participants, 41.1% of participants who viewed the control website, and 11.6% of participants who viewed PoP.

**Treatment Beliefs**

After viewing the website, people who viewed PoP had significantly more positive beliefs that placebo treatment was a good fit for them, had significantly higher expectations of benefit from placebo, and perceived placebo treatment as significantly more credible than people who viewed the control website (Table 5). Level of concerns about placebo treatment did not differ between the groups.

**Willingness to Try Placebo**

There was a significant effect of website on willingness to try a placebo ($\chi^2_1=10.1; P=.001$). More than half of participants (59.3%, 99/167) who had viewed PoP compared to 42.2% (76/180) of those who had viewed the control website said they would be willing to try a placebo. Thus, people who viewed PoP were 1.41 times more likely than those who viewed the control website to be willing to try a placebo.
<table>
<thead>
<tr>
<th>Characteristic and category</th>
<th>Whole sample (N=350)</th>
<th>Control website (n=182)</th>
<th>PoP (^{a}) (n=168)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>197 (56.3)</td>
<td>102 (56.0)</td>
<td>95 (56.5)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>311 (88.9)</td>
<td>166 (91.2)</td>
<td>145 (86.3)</td>
</tr>
<tr>
<td>White (any other)</td>
<td>16 (4.6)</td>
<td>7 (3.8)</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>4 (1.2)</td>
<td>1 (0.5)</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Mixed ethnicity</td>
<td>2 (0.6)</td>
<td>0 (0.0)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Black or black British</td>
<td>2 (0.6)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not complete secondary school</td>
<td>19 (5.4)</td>
<td>13 (7.1)</td>
<td>6 (3.6)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>89 (25.4)</td>
<td>48 (26.4)</td>
<td>41 (24.4)</td>
</tr>
<tr>
<td>Sixth form or college (aged 16-18 years)</td>
<td>106 (30.3)</td>
<td>61 (33.5)</td>
<td>45 (26.8)</td>
</tr>
<tr>
<td>Undergraduate study</td>
<td>98 (28.0)</td>
<td>43 (23.6)</td>
<td>55 (32.7)</td>
</tr>
<tr>
<td>Postgraduate study</td>
<td>35 (10.0)</td>
<td>16 (8.8)</td>
<td>19 (11.3)</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time since pain onset</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to 1 year</td>
<td>71 (20.4)</td>
<td>29 (15.9)</td>
<td>42 (25.0)</td>
</tr>
<tr>
<td>1 to 5 years</td>
<td>105 (30.2)</td>
<td>57 (31.3)</td>
<td>48 (28.6)</td>
</tr>
<tr>
<td>&gt;5 years</td>
<td>157 (45.1)</td>
<td>83 (45.6)</td>
<td>74 (44.0)</td>
</tr>
<tr>
<td><strong>Pain frequency in past 6 months</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day or nearly every day</td>
<td>133 (38.0)</td>
<td>70 (38.5)</td>
<td>63 (37.5)</td>
</tr>
<tr>
<td>More than half the days</td>
<td>85 (24.3)</td>
<td>40 (22.0)</td>
<td>45 (26.8)</td>
</tr>
<tr>
<td>Less than half the days</td>
<td>102 (29.1)</td>
<td>53 (29.1)</td>
<td>49 (29.2)</td>
</tr>
<tr>
<td>Disability or compensation benefits</td>
<td>16 (4.6)</td>
<td>7 (3.8)</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td>Legal claim related to back</td>
<td>4 (1.1)</td>
<td>1 (0.5)</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Pain spread to leg or legs in past 2 weeks</td>
<td>142 (40.6)</td>
<td>73 (40.1)</td>
<td>69 (41.1)</td>
</tr>
<tr>
<td>Pain catastrophizing</td>
<td>126 (36.0)</td>
<td>66 (36.3)</td>
<td>60 (35.7)</td>
</tr>
<tr>
<td>Previous participation in a placebo-controlled trial</td>
<td>6 (1.7)</td>
<td>4 (2.2)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Looked up additional information about placebos during the study</td>
<td>4 (1.1)</td>
<td>2 (1.1)</td>
<td>2 (1.2)</td>
</tr>
</tbody>
</table>

\(^{a}\)PoP: The Power of Placebos.
Table 3. Postintervention knowledge, attitudes, and intentions toward placebos by group.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Control website</th>
<th>The Power of Placebos</th>
<th>Comparison across websitesa</th>
<th>ηp²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) n (%)</td>
<td>Mean (SD) n (%)</td>
<td>F test (df) P value</td>
<td></td>
</tr>
<tr>
<td>Knowledgeb</td>
<td>5.60 (2.24) 174 (52)</td>
<td>8.28 (1.76) 158 (48)</td>
<td>173.821 (1.329) &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Attitudesc</td>
<td>3.89 (1.28) 173 (53)</td>
<td>3.24 (1.31) 156 (47)</td>
<td>15.779 (1.326) &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Intentionsc</td>
<td>2.58 (1.65) 172 (52)</td>
<td>3.34 (1.87) 161 (48)</td>
<td>13.264 (1.330) &lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

aModels adjusted for baseline knowledge.
bPossible score range 0 to 10 (10=high knowledge).
cPossible score range 1 to 7 (7=positive attitudes or intentions).

Table 4. Informed choice categories.

<table>
<thead>
<tr>
<th>Informed choice</th>
<th>Knowledge</th>
<th>Attitude</th>
<th>Intentions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Whole sample (N=314), n (%)</td>
<td>Control website (n=168), n (%)</td>
<td>PoP® (n=146), n (%)</td>
</tr>
<tr>
<td>No</td>
<td>Low</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>28 (8.9)</td>
<td>25 (14.9)</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>No</td>
<td>Low</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>17 (5.4)</td>
<td>14 (8.3)</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>No</td>
<td>Low</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>29 (9.2)</td>
<td>20 (11.9)</td>
<td>9 (6.2)</td>
</tr>
<tr>
<td>No</td>
<td>Low</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>86 (27.4)</td>
<td>69 (41.1)</td>
<td>17 (11.6)</td>
</tr>
<tr>
<td>No</td>
<td>High</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>50 (15.9)</td>
<td>11 (6.5)</td>
<td>39 (26.7)</td>
</tr>
<tr>
<td>No</td>
<td>High</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>14 (4.5)</td>
<td>5 (3.0)</td>
<td>9 (6.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>High</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td></td>
<td>52 (16.6)</td>
<td>9 (5.4)</td>
<td>43 (29.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>High</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td>38 (12.1)</td>
<td>15 (8.9)</td>
<td>23 (15.8)</td>
</tr>
</tbody>
</table>

Table 5. Postintervention treatment beliefs by group.

<table>
<thead>
<tr>
<th>Treatment belief</th>
<th>Control website</th>
<th>PoP®a</th>
<th>Comparison across websitesb</th>
<th>ηp²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) n (%)</td>
<td>Mean (SD) n (%)</td>
<td>F test (df) P value</td>
<td></td>
</tr>
<tr>
<td>Concernsc</td>
<td>2.40 (0.82) 173 (51)</td>
<td>2.29 (0.84) 163 (49)</td>
<td>0.810 (1,333) 0.37</td>
<td></td>
</tr>
<tr>
<td>Individual fitc</td>
<td>2.19 (0.91) 172 (52)</td>
<td>2.76 (1.03) 159 (48)</td>
<td>23.728 (1,328) &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Expectancyc</td>
<td>2.59 (1.00) 172 (52)</td>
<td>3.40 (0.88) 161 (48)</td>
<td>58.657 (1,330) &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Credibilityc</td>
<td>2.43 (0.90) 173 (52)</td>
<td>3.06 (0.91) 162 (48)</td>
<td>36.529 (1,332) &lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

aPoP: The Power of Placebos.
bModels adjusted for baseline knowledge.
cPossible score range 1 to 5 (5=positive beliefs or fewer concerns about placebo).

Discussion

Principal Findings

This study tested the effects of a new person-based website about placebo effects, PoP, on adults with recent back pain, by comparing it with a control website based on existing written UK patient information leaflets. Participants who viewed PoP had greater increases in knowledge about placebos and were 3 times more likely to make an informed choice about placebos compared with participants who viewed the control website. On average, participants who viewed PoP answered 2 more knowledge quiz items correctly (out of a total of 10 items). Compared with the control website, PoP also led participants to perceive placebos as more credible, more effective, and more suitable for them personally and to be more willing to try a placebo in the future.

Other studies have also successfully modified people’s beliefs and/or knowledge about placebos. For example, 1 study [22] compared a brief educational intervention comprising 5 slides presenting information about placebo effects and their mechanisms with a control intervention presenting information about the epidemiology, costs, and risk factors for musculoskeletal pain. Participants with chronic musculoskeletal pain were randomly assigned to 1 of the 2 interventions. Those who viewed the placebo educational intervention subsequently reported feeling more knowledgeable about placebo analgesia.
Qualitative studies suggest that patients typically believe if they experience no side effects in a trial, then this means they are receiving the placebo, whereas if they do experience side effects, then this means they are receiving the verum intervention [12,57]. This logic is appealing but incorrect as patients in placebo groups regularly report benefits and adverse effects, particularly in pain trials [5,58]. As PoP increases patients’ knowledge about the positive and adverse effects of placebos, this could reduce patients’ confidence in a link between effects and treatment allocation, thus helping to maintain uncertainty and, therefore, blinding. Believing that placebos can have no effects might also lead patients to be surprised and/or distressed on being debriefed at the end of a trial and finding out they were in the placebo group [10,14,15,57]. Future research could use PoP to test whether providing more comprehensive information about placebos at the start of a trial can improve patients’ and investigators’ experiences of debriefing at the end of a trial.

Strengths and Limitations

Strengths of this study include the systematic approach used to develop the person-based website, the choice of a Web-based modality and the use of a control intervention. PoP had previously been developed using person-based, theory-based, and evidence-based intervention designs [28,42]. This ensured it was engaging, persuasive, and based on current scientific evidence about the size and mechanisms of action of placebo effects. Compared with traditional paper-based patient information leaflets, creating a website enabled us to provide more detailed information in an accessible and engaging manner using a range of formats including text, audio, and film. Other studies of person-based digital interventions typically compare them with usual care (ie, nondigital) [59,60]. This study contributes a demonstration of the value of the person-based approach to intervention development as compared with a website based on standard written patient information.

Limitations stem from the choice of control, the sample, and the measure of informed choice. The use of a control website based on existing printed materials enabled a pragmatic evaluation of the potential impact of PoP but did not allow an evaluation of which components of the website were most important; for example, both websites included (different) text and images, but PoP also included audio clips and short films and was longer than the control website. It is, therefore, possible that the effects of PoP were because of these differences in sheer volume of information.

Online health information is accessible to a large majority—but not all—of the population: in 2015, 86% of UK households had internet access and 78% of adults accessed the internet daily or almost daily [61]. The generalizability of the study is somewhat limited as there was a very low uptake from the initial mail out via GP surgeries (leading to possible selection bias) and only people with self-reported recent back pain were included. It is not possible to compare the participants with all patients who were invited to take part as no information could be ascertained about the latter group. As we invited patients who had consulted their GP with back pain as much as 3 years ago, it is possible that many of the nonresponders were no longer seeking treatment for back pain, and therefore, this study was not relevant to them. The inclusion criteria do not directly map onto
current definitions of acute or chronic back pain but were chosen to capture a group of people for whom PoP might be of interest. The website should have similar effects on other groups of people with painful conditions, but this could be tested in future studies. The final sample size fell short of the a priori sample size calculation by 1 participant, but as almost all the results were statistically significant, this did not seem to have an impact on the findings.

The outcome measures were previously validated and included an assessment of objective knowledge and an assessment of informed choice, which is particularly relevant when considering the potential use of the website to inform volunteers for RCTs. However, the conceptual strength of measuring informed choice must be balanced by an acknowledgment of the statistical limitations of the loss of data associated with this particular outcome measure, as it was derived (following published guidelines) by dichotomizing 3 continuous variables. Finally, it must be noted that the participants in this study were asked about intentions and willingness to take part in a placebo-controlled trial without actually being invited to take part in a specific trial. This is a limitation for at least two reasons. First, intentions and willingness to do something do not always translate into actual behavior [62]. Second, placebo-controlled trial participants receive information about the trial treatment and procedures as well as about the placebo, and they have to decide whether they would be willing to receive either, not just one, of these interventions. Future studies should, therefore, examine the use of enhanced information resources such as the PoP website in the context of an actual placebo-controlled trial.

Conclusions
In conclusion, the person-based website, PoP, increased knowledge, led more participants to make an informed choice, and enhanced positive beliefs about placebos in a sample of adults with recent back pain recruited from primary care. It could be used to increase levels of understanding about placebo effects among the general public. In future, PoP could be adapted and used to support informed consent and recruitment to placebo-controlled clinical trials, but first, its effects on recruitment and trial outcomes should be investigated in the context of a placebo-controlled trial. This study provides initial evidence suggesting that the person-based method of developing Web-based interventions—combining extensive qualitative research with evidence-based and theory-based methods [42]—could be used to improve informed consent materials in clinical research. Further work is needed to confirm its utility in the development of materials to support the ethical conduct of clinical research.

Acknowledgments
This project was funded by a grant from Arthritis Research UK, Chesterfield, UK (grant reference 20113). Additional funding was provided by Solent NHS Trust (Research Capacity Funding). The funders and study sponsors (University of Southampton) had no role in the design of the study; collection, analysis, and interpretation of data; and writing the manuscript. The authors would like to thank all those who participated in the trial and the primary care research network and GP surgeries who facilitated recruitment. Christine Bagg (patient advisor) contributed to study design and helped review the website. Dr Jin Zhang and the core LifeGuide team provided technical support for programming the Web page.

Conflicts of Interest
The authors both developed and evaluated PoP and the control website. They have no other conflicts of interest.

Editorial notice: This randomized study was not prospectively registered, justified by the authors as “it does not measure a health outcome”. While educational outcomes related to health interventions/topics can be considered health outcomes, the editor granted an exception of ICMJE rules for prospective registration of randomized trials because the risk of bias appears low. However, readers are advised to carefully assess the validity of any potential explicit or implicit claims related to their primary outcomes or effectiveness, as the lack of registration means that authors could change their outcome measures retrospectively. Best practice is to register trials and/or publish protocols prospectively.

Multimedia Appendix 1
Description of the factorial trial design.

[PDF File (Adobe PDF File), 11KB - jmir_v21i1e9955_app1.pdf ]

Multimedia Appendix 2
Screenshots showing additional pages from PoP.

[PDF File (Adobe PDF File), 751KB - jmir_v21i1e9955_app2.pdf ]

Multimedia Appendix 3
A completed TIDieR checklist with full information about the description of PoP.
Multimedia Appendix 4
SCREENSHOTS OF THE ENTIRE CONTROL WEBSITE

Multimedia Appendix 5
INFORMATION SHEET AND CONSENT FORM FOR STUDY PARTICIPANTS

References


Informing Adults With Back Pain About Placebo Effects: Randomized Controlled Evaluation of a New Website With Potential to Improve Informed Consent in Clinical Research


J Med Internet Res 2019;21(1):e9955
URL: https://www.jmir.org/2019/1/e9955/
doi:10.2196/jmir.9955
PMID:30664462

©Felicity L Bishop, Maddy Greville-Harris, Jennifer Bostock, Amy Din, Cynthia A Graham, George Lewith, Christina Liossi, Tim O’Riordan, Peter White, Lucy Yardley. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 17.01.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Internet portals are becoming more common, and with them, the ability of patients to access their personal electronic health records (EHRs). EHRs, in particular the free-text EHR notes, often contain medical jargon and terms that are difficult for laypersons to understand. There are many Web-based resources for learning more about particular diseases or conditions, including systems that directly link to lay definitions or educational materials for medical concepts.

Objective: Our goal is to determine whether use of one such tool, NoteAid, leads to higher EHR note comprehension ability. We use a new EHR note comprehension assessment tool instead of patient self-reported scores.

Methods: In this work, we compare a passive, self-service educational resource (MedlinePlus) with an active resource (NoteAid) where definitions are provided to the user for medical concepts that the system identifies. We use Amazon Mechanical Turk (AMT) to recruit individuals to complete ComprehENotes, a new test of EHR note comprehension.

Results: Mean scores for individuals with access to NoteAid are significantly higher than the mean baseline scores, both for raw scores ($P=.008$) and estimated ability ($P=.02$).

Conclusions: In our experiments, we show that the active intervention leads to significantly higher scores on the comprehension test as compared with a baseline group with no resources provided. In contrast, there is no significant difference between the group that was provided with the passive intervention and the baseline group. Finally, we analyze the demographics of the individuals who participated in our AMT task and show differences between groups that align with the current understanding of health literacy between populations. This is the first work to show improvements in comprehension using tools such as NoteAid as measured by an EHR note comprehension assessment tool as opposed to patient self-reported scores.
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Introduction

Background and Significance
In recent years, many hospitals have adopted patient portals to make medical records available to patients. In particular, patient portals allow patients to access their electronic health records (EHRs). In a survey of studies related to patient access to their medical records, generally, patients who chose to see their records were satisfied with their contents [1-4] and felt greater autonomy about their care [1,5,6]. Granting patients access to
their records also does not increase the workload of medical staff members [1,7-9]. Generally, patient access to EHRs can lead to positive health outcomes and greater understanding of their conditions [1,10,11]. However, EHRs and the progress notes that are included often contain complex medical jargon that is difficult for patients to comprehend. When given access to their notes, patients have questions about the meaning of medical terms and other concepts included in the notes [9,12]. Tools such as OpenNotes have promoted the inclusion of patient visit notes in patient portals, but simply including the notes may not be beneficial for patients if they have questions regarding the meaning of terms in the notes. Tools and resources that can define terms and provide lay definitions for medical concepts are needed as part of the move to make EHR notes available to patients so that they can understand the contents of their notes and their medical record.

Self-service educational materials are widely available, especially on the Web. There is a wealth of information related to medicine and health care on the internet, ranging from well-maintained ontologies with curated educational materials to Web-based discussion communities of patients that suffer from the same disease. With this information, patients with certain symptoms can find information about their condition on the internet. But is the wealth of information useful? That is, does simply having access to health information lead to better understanding? In this work, we test the usefulness of both passive and active interventions for assisting patients with understanding medical concepts. The passive system, MedlinePlus (MLP) [13], is a Web-based repository maintained by the US National Library of Medicine that includes information and definitions for clinical concepts, diseases, and other terms related to health care. MLP has been used in the past to promote patient education and provide patients with definitions and educational material to improve health literacy [14-17]. MLP is a large repository of high-quality health care information, but the user must search for the information that he or she is looking for. MLP does not automatically surface information for users.

NoteAid [18,19] is a freely available Web-based system developed by our team that automatically identifies medical concepts and displays their definitions to users. NoteAid has previously been shown to improve patients’ understanding of notes as measured by self-reporting [18,19].

In this work, our goal is to determine if access to NoteAid or MLP is associated with higher levels of EHR note comprehension. Do these interventions of educational materials improve a patient’s ability to comprehend his or her EHR note?

In this work, we use the Amazon Mechanical Turk (AMT) microtask crowdsourcing platform to give AMT workers (Turkers) the ComprehENotes EHR note comprehension test [20], a set of questions designed to test EHR note comprehension. AMT is an increasingly popular tool for gathering research data [21-23] and recruiting participants for experiments, both in open-domain tasks [24,25] and medical-specific research [26-29]. Certain Turkers were not given 1 of the external resources, whereas others were provided with either MLP or NoteAid. Our results show that using NoteAid leads to significantly higher scores on the EHR comprehension test compared with the baseline population that was given no external resource. However, we found no significant difference between the Turkers with no resource and the Turkers who used MLP. Turkers were also asked to take the short Test of Functional Health Literacy in Adults (S-TOFHLA) to assess functional health literacy. All the Turkers scored adequate health literacy, the highest level for S-TOFHLA. This is the first work to quantitatively analyze the impact of tools such as NoteAid using a test of EHR note comprehension as opposed to self-reported scores.

In this work, we show that NoteAid has a significant impact on EHR note comprehension as measured by a test specific to that task. In addition, simply giving a patient access to sites such as MLP does not lead to significant improvements in test scores over a baseline group that had no external resources available to them. Finally, we analyze the demographics of the Turkers who completed our tasks. A regression model to predict test scores showed differences between demographic groups that align with the current knowledge regarding health literacy. For example, individuals that reported education of less than high school scored lower than average, whereas individuals that identified as white scored higher than average.

Related Work

Health literacy is an important issue for patients. Low health literacy is a widespread problem, with only 12% of adults estimated to be proficient in health literacy [30]. The Institute of Medicine defines health literacy as “the degree to which individuals have the capacity to make appropriate decisions regarding their health” [31]. Patients with low health literacy often have difficulty with understanding instructions for medications from their doctors and have trouble navigating systems for making appointments, filling prescriptions, and fulfilling other health-related tasks [32,33]. In addition, having low health literacy has been linked to negative health outcomes in areas such as heart disease and fear of cancer progression [34,35].

It is important to be able to test a patient’s health literacy to identify those patients with low health literacy. Doctors can then provide these patients with educational materials to improve their understanding of medical terms and concepts. Testing health literacy is especially important with the proliferation of Web-based patient portals, where patients can access their EHRs and EHR notes directly. Giving a patient access to their EHRs and EHR notes without confirming that the patient can understand the content of the notes may lead to confusion and frustration with their health care experience.

There are a number of tests for health literacy, including the Test of Functional Health Literacy in Adults (TOFHLA) and the Newest Vital Sign (NVS) [36-38]. TOFHLA and its shortened form (S-TOFHLA) test comprehension and numeracy by providing scenarios to patients and constructing fill-in-the-blank questions by removing key terms from the scenario passages. NVS is a short test where patients are required to answer questions related to a nutrition label, to test whether the patient can navigate the label. These tests work well as screening instruments to identify patients who may have
low health literacy, but they are broad tests and do not specifically test EHR note comprehension.

Although these and other tests are available, the only test that specifically targets a patient’s ability to comprehend their EHR notes is the ComprehENotes test [20]. The ComprehENotes test questions were developed using key concepts extracted from deidentified EHR notes. Questions were written by physicians and medical researchers using Sentence Verification Technique and validated using Item Response Theory (IRT) [39,40]. The test set is the first of its kind that specifically tests a patient’s ability to comprehend the type of content that is included in EHR notes.

Methods

Overview

In this work, we recruited Turkers on the AMT platform and asked them to complete the ComprehENotes EHR note comprehension test. Turkers were split into 3 groups and were allowed to use 1 external resource when completing the test (or no resource in the case of the baseline group). Test results were collected and analyzed using IRT to estimate EHR note comprehension ability for each of the individuals, and group results were analyzed to determine if either of the external resources had a significant effect on test scores. Figure 1 illustrates our methodology at a high level. Details for each of the steps are described below.

Data Collection

To assess EHR note comprehension, we used the ComprehENotes question set [20]. The dataset consists of 55 questions to measure EHR note comprehension. A bank of 154 questions was developed by groups of physicians and medical researchers from deidentified patient notes and then filtered down to a final test set using IRT. A total of 83 of the 154 questions were provided to AMT Turkers, who provided responses. These responses were used to fit an IRT model that estimated the questions’ ability to test EHR note comprehension. Of the questions in the original question bank, 55 were retained as a test of note comprehension [20].

The questions in the ComprehENotes test set include questions from patient EHR notes associated with 6 diseases: heart failure, hypertension, diabetes, chronic obstructive pulmonary disease (COPD), liver failure, and cancer. The questions are all general enough that they assess a key concept associated with 1 of the 6 diseases without being so specific to a single patient that they are not useful to others [20]. Therefore, the test can be used to assess a patient’s general EHR note comprehension ability and allows for comparisons between patients with respect to comprehension ability.

The ComprehENotes test set is most informative for individuals with low health literacy. That is, the SE of the ability estimation is lowest at low levels of ability (e.g., −2 to −0.5). In addition, most of the ComprehENotes questions have low difficulty parameters. The difficulty parameters range from −2.2 to 0.7. That is, the questions are of a difficulty that individuals with lower than average ability have a 50% chance of answering correctly. For example, if a question has a difficulty parameter of −1.0, then an individual with estimated ability of −1.0 has a 50% chance of answering the question correctly. Ability estimates are normally distributed, so an individual with estimated ability of −1.0 is 1 SD below the average individual. Textbox 1 shows two example questions taken from the ComprehENotes test. Individuals are shown a snippet of text from a deidentified EHR note and asked to select the answer that has the same meaning as the italicized portion of the text.

We set up 3 AMT tasks for Turkers to complete. Turkers were presented with the ComprehENotes question set, 1 question at a time, and were asked to provide the correct answer.

For 1 task (Baseline), the Turkers were instructed to not use any external resources when answering the questions. For the first treatment task (Treatment-MLP), Turkers were given a link to MLP and were told that they could use the site as a reference when completing the task. Turkers were encouraged to use the MLP page search functionality to search for definitions to unknown terms or concepts that appeared in the task. For the second treatment task (Treatment-NoteAid [Treatment-NA]), the Turkers were provided with a version of the ComprehENotes test set that had been preprocessed with NoteAid. We preprocessed the ComprehENotes question text using NoteAid, extracted the simplifications and definitions that were provided, and used the NoteAid output as the question text shown to Turkers in the Treatment-NA group (refer to Figure 2 for an example of text simplified by NoteAid). The tasks were restricted so that individuals who completed 1 were not eligible to complete the other 2. For all groups, we collected demographic information about the Turkers’ age, gender, ethnicity, level of education, and occupation. We also administered the S-TOFHLA test for each group to assess functional health literacy and to compare S-TOFHLA and ComprehENotes scores.

As we are not able to monitor the Turkers as they complete our tasks, we cannot know for sure that the baseline group did not use any external resources as instructed. However, we can be confident that they did not have access to NoteAid. To access NoteAid, the Turkers would have to have known the URL link to access the system, even though we did not provide it to them. Alternatively, the Turkers would have had to search for NoteAid without knowing the name of the specific system we are testing. Therefore, we are confident that even if the baseline group did use some external source during the task, they did not have access to NoteAid. The baseline Turkers may have found MLP if they searched on the Web for medical concepts during the task. For example, a Google search of “COPD definition” returns an MLP link on the first page. However, unless the Turkers knew about MLP before beginning the task, it is unlikely that they would use MLP as a reference during the task.
Figure 1. Flowchart describing our experiment. Amazon Mechanical Turk workers were randomly assigned to one of three tasks on the platform. They completed the ComprehENotes test with the use of the provided external tool. All scores were then collected, and ability estimated were obtained using Item Response Theory (IRT).
**Textbox 1.** Sample questions taken from the ComprehENotes test.

Instructions
Please read the following questions, making a note of the italicized text, and then examine the provided answer choices. Please select the answer that best represents the italicized portion of the question text.

Amitriptyline 25 mg po at bedtime; Bactrim 160 mg po bid on Friday, Saturday, and Sunday; hydrocortisone cream; and pegfilgrastim 6 mg subcutaneous one dose. He will continue to return for scheduled chemotherapy and will also be following up with the hematology and oncology clinic.

1. Do a under skin injection of 1 dose of 6 mg pegfilgrastim.
2. Pegfilgrastim 6 mg epidermal 1 dose.
3. Pegfilgrastim may prevent neutropenia.

The patient is in for her physical examination today. Overall, she is doing very well. She is not on any blood pressure medications at the moment; she is doing fine. She had some issues in the past, but those settled down. Her blood pressure is 110/78 today on no medications, pulse 68 and regular, respirations 12.

1. No physical examination was performed for the patient today.
2. The patient came to check her health.
3. An eye exam is not a part of a regular physical examination.

**Figure 2.** Example showing NoteAid simplified text.

We included quality control checks for our AMT tasks to ensure a high-quality response from the Turkers. First, we restricted access to our tasks to Turkers with a prior approval rating above 95% to include only Turkers whose work has been judged as high quality by other requesters. We also restricted the task to Turkers located in the United States as a proxy for a test of English proficiency. Within the actual task, we included 3 quality-check questions, which consisted of a very simple question with an obvious answer. If any Turker answered 1 or more of the quality control checks incorrectly, their responses were removed from the later analyses.

**NoteAid**
The NoteAid system supplies lay definitions for medical concepts in EHR notes [18,19]. Users enter the text from their EHR notes into the NoteAid system, which outputs a version of the note with medical concepts defined. When the user hovers his or her mouse over a concept, a popup with the definition is shown. Figure 2 shows a high-level overview of the components in the NoteAid system, with example text that has been annotated. Users enter their EHR note text into NoteAid and are provided with a reproduction of the text, with key medical concepts linked to their definitions.
NoteAid consists of 2 components. The concept identifier component processes input text and maps terms to medical concepts. The concepts are mapped to entries in the Unified Medical Language System using MetaMap [41,42]. It then filters the list of returned concepts to include only concepts that match a subset of possible semantic types related to patient health (eg, disease or syndrome and lab or test result). The definition fetcher component uses the filtered list of concepts to pull definitions from an external knowledge resource (eg, Wikipedia or MLP).

Previous evaluation of NoteAid has shown that patients’ self-reported comprehension scores improve when using the system [18,19]. However, there has not yet been an evaluation of NoteAid on a test of comprehension, as opposed to self-reporting scores.

Item Response Theory Analysis

The ComprehENotes test set was developed using IRT [40]. The test set was built according to a single factor, 3-parameter logistic IRT model with a fixed guessing parameter. The test, therefore, measures a single latent trait, specifically the ability to comprehend EHR notes. Once the model has been fit, ability for a new test respondent is estimated by estimating $\theta$ according to the respondent’s answers to the test questions after the responses have been converted to a correct or incorrect binary format. For a single test question $i$, the probability that individual $j$ answers the question correctly is a function of the individual’s ability ($\theta_j$). Figure 3 includes 3 equations: equation 1 is used to calculate the probability that individual $j$ with an estimated ability of $\theta_j$ will answer question $i$ correctly; equation 2 calculates the probability that individual $j$ with estimated ability $\theta_j$ will answer question $i$ incorrectly; and equation 3 calculates the likelihood of individual $j$’s set of responses $U_j$ to all items in the test set, where $u_{ij}$ is 1 if individual $j$ answered item $I$ correctly and 0 if they did not.

$$p_i(\theta_j) = c_i + \frac{1 - c_i}{1 + e^{-a_i(\theta_j - b_i)}}$$ (1)

$$q_i(\theta_j) = 1 - p_{ij}(\theta_j)$$ (2)

$$p(U_j|\theta_j) = \prod_{i=1}^{I} p_i(\theta_j)^{u_{ij}} q_i(\theta_j)^{1-u_{ij}}$$ (3)

Results

Turker Demographics

We first report the demographic information for the Turkers who completed our tasks. Table 1 shows the demographic information that we collected from the Turkers for the Baseline, Treatment-MLP, and Treatment-NA groups. Overall, most of the Turkers who completed our tasks are white, young, and have at least an associate degree. In addition, most of the Turkers do not work in the medical field. These demographics are not representative of a wider population and do not fit demographics that are more commonly associated with low health literacy [31]. However, our goal here is to compare the results with respect to different interventions. In this case, we do not need to test individuals with low health literacy; we instead want to see if scores improve when users are provided with certain external resources.

Influence of Interventions

Our analysis includes both the raw test scores as well as the estimated ability level using IRT. As the test set consists of questions that were fit using IRT, we can also calculate the ability of these Turkers and test whether the mean ability score was higher for Turkers that used NoteAid. Ability is a useful metric as it takes into consideration which questions you answer correctly, not just how many. IRT models question difficulty, so by considering whether easy or difficult answers were correct, IRT allows for a more informative score than percent correct. For each Turker, we calculated their ability score ($\theta$) using the IRT model fit as part of the ComprehENotes dataset [20]. We use the mirt and ltm open-source R packages for estimation [43,44].

Figure 4 plots the raw scores for each AMT Turker for our test set. The center rectangles span the range from the first quartile to the third quartile of responses, and the bolded line inside each box represents the median score. Open circles indicate outlier scores. The upper horizontal line marks the maximum score for each group, and the lower horizontal line is 1.5 times the interquartile range below the first quartile. As the figure shows, visually there is a spread between the populations that did and did not have access to the interventions. Median raw scores for the baseline and MLP groups are similar, whereas median scores...
for the NoteAid group is higher. The spread of responses for the treatment groups is also smaller than the baseline group.

Figure 5 shows the box plots of ability estimates. Again, the median values for the baseline and MLP groups are similar and the median ability estimates for the NoteAid group is higher. The lowest ability estimates for the baseline and MLP groups are much lower than for the NoteAid group (2 SDs below the mean as opposed to 1 SD below). This shows that even for individuals that use NoteAid and still struggle, the low range of ability is higher than when NoteAid is not used.

To test whether either intervention caused a significant difference in scores, we compared each intervention with our baseline using Welch 2-sample t test. Table 2 shows the mean raw scores and mean ability estimates for Turkers in each group. Mean scores are significantly higher than the baseline for Turkers that had access to NoteAid, both with regard to the raw scores ($P=.01$) and estimated ability ($P=.02$).

### Regression Analysis

We also wanted to determine if demographic factors had an impact on test scores. To that end, we fit a linear regression model to predict raw scores using demographic information and group (eg, baseline or treatment) as features. The results of the analysis showed that the intervention (none, MLP, or NoteAid) was a significant feature in predicting raw score. In addition, certain demographic groups were significant in determining score. Regarding ethnicity, individuals who self-reported as white had a significant positive coefficient. Regarding education, individuals that have less than a high school degree had a significant negative coefficient. These results are consistent with what is known about populations that are at risk for low health literacy. Individuals with lower education often have higher instances of low health literacy, as well as minorities. Our populations for this task, particularly with regard to minorities and less educated individuals, were very small. Future work on NoteAid in minority populations would be worthwhile to confirm these effects.

### Table 1. Demographic information collected from Turkers who completed our task.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Baseline (N=41), n (%)</th>
<th>MedlinePlus (N=29), n (%)</th>
<th>NoteAid (N=27), n (%)</th>
<th>Total (N=97), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>27 (66)</td>
<td>8 (28)</td>
<td>18 (67)</td>
<td>53 (55)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (34)</td>
<td>21 (72)</td>
<td>9 (33)</td>
<td>44 (45)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22-34</td>
<td>23 (56)</td>
<td>16 (55)</td>
<td>16 (59)</td>
<td>55 (57)</td>
</tr>
<tr>
<td>35-44</td>
<td>6 (15)</td>
<td>9 (31)</td>
<td>8 (30)</td>
<td>23 (24)</td>
</tr>
<tr>
<td>45-54</td>
<td>8 (20)</td>
<td>2 (7)</td>
<td>3 (11)</td>
<td>13 (13)</td>
</tr>
<tr>
<td>55-64</td>
<td>4 (10)</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>65 and older</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (4)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (7)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (20)</td>
<td>3 (10)</td>
<td>4 (15)</td>
<td>15 (16)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (10)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>White</td>
<td>26 (63)</td>
<td>24 (83)</td>
<td>21 (78)</td>
<td>71 (73)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>9 (22)</td>
<td>8 (28)</td>
<td>8 (30)</td>
<td>25 (26)</td>
</tr>
<tr>
<td>Associates</td>
<td>8 (20)</td>
<td>5 (17)</td>
<td>3 (11)</td>
<td>16 (17)</td>
</tr>
<tr>
<td>Bachelors</td>
<td>20 (49)</td>
<td>14 (48)</td>
<td>14 (51)</td>
<td>48 (50)</td>
</tr>
<tr>
<td>Masters or higher</td>
<td>3 (7)</td>
<td>2 (7)</td>
<td>2 (7)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Nurse</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Medical student</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>1 (4)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other profession in medicine</td>
<td>2 (5)</td>
<td>3 (10)</td>
<td>3 (11)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Other profession</td>
<td>36 (88)</td>
<td>25 (86)</td>
<td>22 (82)</td>
<td>83 (86)</td>
</tr>
</tbody>
</table>
**Figure 4.** Box plot of raw scores for baseline and treatment Turker groups. The treatment groups were able to use MedlinePlus and NoteAid, respectively, when taking the ComprehENotes test.

**Figure 5.** Box plot of ability estimates for baseline and treatment Turker groups. The treatment groups MLP and NA were able to use MedlinePlus and NoteAid, respectively, when taking the ComprehENotes test. IRT: Item Response Theory.
Comparison With the Short Test of Functional Health Literacy in Adults

All Turkers who completed our tasks were also given the S-TOFHLA test to complete. Scores on S-TOFHLA place test-takers into 1 of the 3 categories: inadequate health literacy, marginal health literacy, and adequate health literacy. It is most useful as a screening tool to identify individuals with low or marginal health literacy. All Turkers in our tasks were scored to have adequate health literacy. In fact, all Turkers either scored perfect scores or only answered 1 question incorrectly, whereas the scores from the ComprehENotes test covered a wide range of ability estimates. The ComprehENotes can be used to assess EHR note comprehension at a more granular level as opposed to a screening tool such as S-TOFHLA, where the primary concern is identification of individuals with low health literacy.

ComprehENotes Analysis

Finally, we wanted to see if the IRT model that was originally fit as part of the ComprehENotes dataset was validated by the response patterns that we collected from the Turkers. To this end, we selected the 2 questions that the most Turkers answered correctly as well as the 2 questions that the fewest Turkers answered correctly.

These questions can be considered the easiest and hardest, respectively, from our task. The difficulty parameters for these items as modeled by IRT match the expectation of how difficult these items should be. The 2 hardest questions from our task (in terms of how many Turkers answered correctly) have difficulty parameters of 0.7 and −0.3, whereas the 2 easiest questions have difficulty parameters of −1.8 and −1.4. The difficulty parameter is associated with the level of ability at which an individual has a 50% chance of answering the question correctly. Therefore, the low difficulty levels imply that someone of low ability has a 50% chance of answering the question correctly. Conversely, a higher difficulty parameter means that someone must be of a higher estimated ability level to have a 50% chance of answering correctly.

Discussion

Principal Findings

In this work, we have shown the importance of targeted, active intervention when trying to improve a person’s ability to comprehend EHR notes. By giving Turkers access to NoteAid, scores on the ComprehENotes test are significantly improved over a baseline population that had no external resources. On the other hand, Turkers that had access to MLP but had to search themselves for the information that they wanted did not have a significant improvement in scores. NoteAid automatically identifies key medical concepts and provides definitions, as opposed to the scenario with MLP, where a user must decide what to search for. The user may not know that a certain concept is key for understanding a passage or they may assume that they understand certain concepts that they do not. By letting the user decide what to search for, important terms may be missed and overall comprehension may be affected. This result is consistent with previous work on assessing comprehension using tools such as NoteAid [18,19], but this is the first time where the conclusion is based on an EHR note comprehension assessment instead of patient self-reported scores. By using the ComprehENotes test, we can quantitatively confirm the previous results self-reported by patients.

Limitations

There are limitations to this work. First, by using AMT, we are not able to monitor the Turkers who complete our task to ensure that only the external resources that we provide were used. This is particularly true in the baseline group, where our expectation is that no external resource was used. However, it is unlikely that the baseline users were able to access NoteAid without prior knowledge of the system; therefore, we can be confident that they did not use it in our task. If the baseline users did use external resources, they most likely used a passive resource such as Google or even MLP. As NoteAid was integrated into the Treatment-NA task, we can be confident that Turkers in the Treatment-NA task used NoteAid. The discrepancy between Treatment-MLP and Treatment-NA may seem to bias improvements toward the Treatment-NA group, but there is an important distinction to be made. At present, sites such as MLP are available to any patient that seeks them out, but the onus is on the patient to go to the site and search for terms. With the Treatment-NA group, we have shown that by integrating a system that can simplify and define medical terms automatically, the burden of defining terms is removed from the patient.

In addition, the demographics of the Turkers who completed our task are not representative of the larger population, specifically among demographics associated with higher risks of low health literacy [31]. In the case of this work, that is not problematic, as our goal was to examine the effect of active and passive interventions on EHR note comprehension. The demographics of our 3 groups were similarly distributed, so the changes in scores can be linked to the intervention used. Although the results obtained were significant, ideally larger populations could be examined in each group. However, as the demographics of the Turkers are not consistent with demographic groups associated with low health literacy, the

<table>
<thead>
<tr>
<th>Group</th>
<th>Raw score</th>
<th>Ability estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.831</td>
<td>−0.065</td>
</tr>
<tr>
<td>MedlinePlus</td>
<td>0.849</td>
<td>0.138</td>
</tr>
<tr>
<td>NoteAid</td>
<td>0.923a</td>
<td>0.477a</td>
</tr>
</tbody>
</table>

*a score significantly higher than baseline.

Table 2. Mean scores for the 3 groups. Mean NoteAid scores are significantly higher than the mean baseline scores, both for raw scores (P=.01) and estimated ability (P=.02).
follow-up work should focus on those groups. By using AMT and Turkers, we have shown that tools such as NoteAid do improve EHR note comprehension generally, but future work should look specifically at groups associated with low health literacy to determine if our results hold for those groups as well.

Another limitation of this study is that patients are not evaluated on their own notes. Ideally, we would be able to assess the EHR note comprehension of each patient by testing the patient using concepts extracted from his or her own EHR notes. However, there are several roadblocks to making this a reality. First, this type of personalized assessment would reduce the ability to compare comprehension ability between patients. If a patient scores highly on an assessment of their own note, we can say that the patient understands the note, but if there were no complex concepts in the note, we cannot compare this with a patient who scores poorly on an evaluation based on his or her own complex EHR note. Second, to build a personalized EHR note evaluation would require complex natural language processing (NLP) systems to automatically generate multiple-choice questions (MCQs) for patients when they enter their EHR notes. To our knowledge, there does not currently exist an NLP system for medical MCQ generation. We do believe that the development of such a system will be beneficial for personalized patient assessment of EHR note comprehension. Such a personalized system could complement the ComprehENotes test so that a patient would be assessed on their own EHR note as well as on a standardized assessment.

Conclusions
In this work, we have shown that simply having access to resources designed to improve health literacy and medical concept understanding is not enough to provide benefit. The Turkers in our experiment who had access to MLP did not score significantly higher on the ComprehENotes test than those Turkers that were not provided with an external resource. On the other hand, having access to NoteAid, which actively pulls definition information and provides it to the user, led to significantly higher scores for Turkers. This result validates previously reported self-scored comprehension results showing that users had an easier time understanding their notes when they had access to NoteAid.

Knowing that users do not see benefits from simply having access to MLP is an important observation. When doctors are recommending next steps for patients who wish to improve their health literacy, it may not be sufficient to point them to Web-based resources. Targeted interventions are necessary to ensure that patients are able to learn about specific concepts and diseases that are relevant to them. In particular, the integration of NoteAid with the EHR note on a patient’s portal would remove the friction from the patient accessing an external resource. Instead, the patient would have key terms defined and simplified within his or her own patient portal, which would minimize the effort involved from the patient’s standpoint and keep the information in the note within the portal itself.

There are several directions for future work. Developing target curricula is necessary to ensure that patients can see benefits from Web-based resources. They may not need a tool such as NoteAid (eg, if they are not looking at their notes), but something more targeted than MLP is needed to ensure that patients are learning. In addition, there should be further validation of the ComprehENotes test set with patients that are at risk for low health literacy. The Turkers in our task all scored either close to average or above average in our ability estimates, except for a few outliers. The test was designed to be most informative for individuals of lower ability, so this test should be replicated with such a population.
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Abstract

Background: The EuroQol-5 Dimension (EQ-5D), developed in 1990, is a most widely used generic tool to measure the health-related quality of life (HRQoL) and considered suitable for patients with asthma. In 2009, the EuroQol Group developed a new EQ-5D version to overcome limitations related to its consistently reported high ceiling effect. To enhance the sensitivity for assessing the HRQoL in further patient populations, the number of responses of EQ-5D was increased from 3 to 5 levels (EQ-5D-5L). Moreover, the availability of well-defined requirements for its Web-based administration allows EQ-5D-5L use to monitor the HRQoL in electronic health (eHealth) programs. No study has evaluated the metric properties of the new EQ-5D-5L in patients with asthma yet.

Objective: This study aims to examine the distribution, construct validity, and reliability of the new EQ-5D-5L questionnaire administered online to adults with asthma.

Methods: We evaluated patients with asthma (age: 18-40 years) from a primary care setting in France and England, who self-completed the EQ-5D-5L questionnaire online. The inclusion criteria were persistent asthma defined as >6 months of prescribed inhaled corticosteroids and long-acting beta-agonists or inhaled corticosteroids alone during the 12 months prior to inclusion. The EQ-5D index was obtained by applying the English preference value set for the new EQ-5D-5L and the French 3L-5L crosswalk value set. Both value sets produced single preference-based indices ranging from 1 (best health state) to negative values (health states valued as worse than death), where 0=death, allowing the calculation of quality-adjusted life years. Responses to dimensions and index distribution, including ceiling and floor effects, were examined. The construct validity was assessed by comparing the means of known groups by analyses of variance and calculation of effect sizes.

Results: Of 312 patients answering the baseline Web-based survey, 290 completed the EQ-5D-5L (93%). The floor effect was null, and the ceiling effect was 26.5% (74/279). The mean EQ-5D-5L index was 0.88 (SD 0.14) with the English value set and 0.83 (SD 0.19) with the French 3L-5L crosswalk value set. Both indices, large effect sizes were observed for known groups defined by the Asthma Control Questionnaire (1.06 and 1.04, P<.001). Differences between extreme groups defined by chronic
conditions ($P=0.002$ and $P=0.003$ for the English value set and French 3L-5L crosswalk value set, respectively), short-acting beta-agonists (SABAs) canisters in the last 12 months ($P=0.02$ and $P=0.03$), or SABA use during the previous 4 weeks ($P=0.03$ and $P=0.01$) were of moderate magnitude with effect sizes around 0.5.

Conclusions: The new EQ-5D-5L questionnaire has an acceptable ceiling effect, a good construct validity based on the discriminant ability for distinguishing among health-related known groups, and high reliability, supporting its adequacy for assessing the HRQoL in patients with asthma. EQ-5D-5L completion by most Web-based respondents supports the feasibility of this administration form.

(J Med Internet Res 2019;21(1):e10178) doi:10.2196/10178
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Introduction

The impact of asthma on the patients’ health has been traditionally assessed by either clinical markers or functional tests [1]. Patient-reported outcome measures, such as symptom control or health-related quality of life (HRQoL), have shown to be useful for clinical management, understanding disease impact on the patients’ functional status and well-being, and cost-effectiveness analyses [2]. Hence, international guidelines for asthma diagnosis and treatment have emphasized that treatment goals should include the improvement of the patients’ HRQoL [3].

In asthma, disease-specific HRQoL measures have been more widely used than generic ones, as they could be more sensitive. Adding generic HRQoL domains important to patients with asthma has been proposed [4] because asthma-specific HRQoL instruments measure similar contents to those covered by asthma control questionnaires [5,6] such as symptoms and activity limitations. Generic HRQoL instruments are broad measures that can be applied in patients with various conditions and the general population. The EuroQol-5 Dimensions (EQ-5D), developed in 1990 by the EuroQol Group, is one of the most widely used generic tools owing to its low respondent burden, good psychometric properties, and econometric development [7-9]. In addition, the availability of well-defined requirements for its Web-based administration by multiple devices, such as personal computer, tablet, or smartphones, makes this instrument adequate for monitoring the HRQoL in eHealth programs [10].

The EQ-5D was considered a suitable generic measure in a systematic review [11] of patient-reported outcome measures for patients with asthma. This health status measure allows the calculation of quality-adjusted life years (QALYs) when society preferences are applied and cost-utility analysis in economic evaluations [12-14]. However, to the best of our knowledge, only 3 studies have evaluated its psychometric properties in patients with asthma [15-17]. Garratt et al [16] showed a moderate EQ-5D association with asthma-specific HRQoL instruments and external variables such as smoking status and education level. Oga et al [15] and McTaggart-Cowan et al [17] reported a high ceiling effect (59% and 50% of the sample with the maximum score, respectively) questioning the usefulness of the EQ-5D in asthmatic patients. In fact, limitations related to the high ceiling effect have also been consistently reported for the EQ-5D in other chronic conditions such as chronic obstructive pulmonary disease [18], osteoarthritis [18], diabetes [19], and coronary heart disease [20].

The traditional EQ-5D descriptive system, composed of 5 dimensions with 3 levels of severity, defines 243 distinct health states resulting from all the possible combinations (ie, $3^5$); this is a low number compared with other generic preference-based instruments such as the Health Utilities Index [21] or the SF-6D [22] with 972,000 and 18,000 possible combinations, respectively. To improve its sensitivity, the EuroQol Group developed a new EQ-5D version, by increasing the number of responses from 3 to 5 levels, known as EQ-5D-5L, with 3125 health states (ie, $5^5$) [23].

The new EQ-5D-5L has already been tested in some disease-specific samples, such as patients with cancer [24,25] and with hepatitis [26], showing a better discrimination capability and lower ceiling effects than the traditional 3-level version (11% vs 17% [24], 9.7% vs 16.8% [25], and 21.6% vs 38.3% [26]). However, to date, no study has evaluated metric properties of the new 5-level EQ-5D in patients with asthma. Hence, this study aims to examine the distribution, construct validity, and reliability of the new EQ-5D-5L administered online to adults with asthma.

Methods

Setting and Study Population

In this study, we analyzed baseline data of adults (age: 18-40 years) enrolled in the ASTRO-LAB cohort who completed the EQ-5D-5L questionnaire. The ASTRO-LAB project is a prospective longitudinal study of asthmatic patients designed to provide new evidence regarding the safety of long-acting beta-agonists (LABAs) in routine primary care in France and the United Kingdom. Details of the study are described elsewhere [27].

The inclusion criteria were as follows: persistent asthma and age <40 years. Patients were considered to have persistent asthma when they had >6 months of prescribed treatment with inhaled corticosteroids (ICs) and LABAs or ICs alone during the 12 months prior to inclusion. Persistent asthma requires controller therapy on a regular basis, whereas intermittent asthma can be treated with rescue medication as needed. The ASTRO-LAB persistent asthma definition was based on a minimal prescription duration level of antiallergic drugs because this method is considered less biased than the
The exclusion criteria were as follows: chronic oral corticosteroid use (≥15 consecutive days 3 months before inclusion), history of omalizumab therapy, and any other concomitant chronic respiratory disease (chronic obstructive pulmonary disease, cystic fibrosis, pulmonary fibrosis, bronchiectasis, or tuberculosis). Owing to ASTRO-LAB’s main focus being LABAs safety, the abovementioned criteria based on the administration of other medications aimed at avoiding confounding with their adverse effects, implying that most patients with severe persistent asthma were excluded.

The ASTRO-LAB study has been approved by the Ethics and Regulatory Boards in France and the United Kingdom and was conducted in accordance with the Declaration of the World Medical Association. In France, approval was obtained from CCTIRS (Comité consultatif sur le traitement de l’information en matière de recherche dans le domaine dela santé) on November 21, 2012 (Dossier N°12/702), and the authorization from Commission Nationale d’Informatique et Liberté was obtained in May 17, 2013 (DR-2013-264). In the United Kingdom, according to the UK Research Governance Framework, the study was submitted to The West London Research Ethics Committee (REC), and the final approval was obtained on April 15, 2013 (REC Reference 12/LO/20139). Following the UK regulatory process, the ASTRO-LAB consortium submitted the protocol to the National Institute for Health Research Clinical Research Network (NIHR CRN) to launch the review by Primary Care Trust local sites. The first local approval was granted by the West London Primary Care Consortium on May 22, 2013. Informed consent was obtained from all participants prior to inclusion.

Measurement Instruments
Clinical data were extracted from medical records, and patient-reported information was obtained by the following 2 administration modes: patient-completed Web-based survey and telephone interviews with patients performed by trained interviewers. The EQ-5D-5L was only administered in the Web-based survey.

Clinical Data
Information on age, gender, body mass index, comorbidity, and treatment prescribed was obtained; in France, general practitioners completed a Web-based survey at patient inclusion, while in the United Kingdom, this information was directly extracted from medical records. The history of 4 associated pathologies (allergic rhinitis, nasal polyps, anxiety or depression, and gastroesophageal reflux), was registered and transformed into a count variable. The total number of short-acting beta-agonist (SABA) canisters prescribed in the 12 months prior to inclusion was transformed into a variable of 3 categories—0, 1-4, and ≥5 canisters.

Patient-Completed Web-Based Survey
Patients received instructions during the recruitment contact to self-complete a Web-based survey, which included the EQ-5D-5L to measure the HRQoL and sociodemographic data, such as their highest level of education and current work situation, among others. The EQ-5D-5L is a brief, multiattribute, generic, health status measure composed of 5 questions with Likert response options (descriptive system) and a visual analog scale (EQ-VAS). The latter asks patients to rate their own health from 0 to 100 (the worst and best imaginable health, respectively). The descriptive system covers 5 dimensions of health (mobility, self-care, usual activities, pain or discomfort, and anxiety or depression) with 5 levels of severity in each dimension (no problems, slight problems, moderate problems, severe problems, and unable to perform or extreme problems).

Preference value sets used to obtain the index of the EQ-5D-5L were the 3L-5L crosswalk from the French 3L version [29], and the new EQ-5D-5L value set from England [30]. In both cases, single preference-based indices were produced ranging from 1 (the best health state) to negative values (health states valued as worse than death), where 0=death. The minimal important difference for the EQ-5D index was estimated as 0.07 [31].

Telephone Interviews
The telephonic interviews were computer-assisted to standardize the process. Trained interviewers administered questions to patients about their asthma control and treatment use, among others. Asthma control is defined as the extent to which the manifestations of asthma can be observed in a patient, or have been reduced or removed by treatment [32,33]; it reflects the suitability of the asthma treatment.

The Asthma Control Questionnaire (ACQ) is composed of 7 items—the top scoring 5 symptoms, FEV₁% predicted, and daily rescue bronchodilator use. A shorter version called ACQ-symptoms only [34] was developed to use when it is not feasible to collect data about the last 2 items, as in ASTRO-LAB. It assesses the frequency of the 5 asthma symptoms during the previous week on a 7-point Likert scale (0=no impairment, 6=maximum impairment). The overall score, calculated as the mean of item responses, ranges from 0 to 6. A score <0.75 was defined as well-controlled asthma; 0.75-1.5 as intermediate control; and >1.5 as not well-controlled asthma [35]. The results generated by the short versions have shown to be very similar to those of the complete ACQ, as well as its measurement properties (reliability, responsiveness, internal consistency, construct validity, and interpretability) [34].

The following question was asked to patients with SABA therapy prescription: “How often have you usually taken your ‘reliever medication’ (brand name) in the past 4 weeks? Every day; almost every day; once or twice every week; less than once a week; or I don’t know.”

Analytic Strategy
Sample characteristics were described by calculating percentages, or mean (SD) values, according to the variable type (detailed in tables and figures). To examine the nonresponse...
bias, subjects who completed the Web-based survey were compared with those who had not completed this survey by a t test and chi-square test.

We calculated the percentages of responses to each EQ-5D-5L dimension. To examine the distribution of the EQ-5D index, we calculated statistics of central tendency, dispersion, asymmetry, and tail extremity, as well as the proportion and 95% CI of the individuals in the best possible (ceiling) and the worst possible (floor) health states [36]. To assess the reliability based on the internal consistency, the Cronbach alpha coefficient was estimated.

The construct validity examines whether the instrument adequately assesses the concept that it intends to measure [37], in this case the HRQoL. The strategy to evaluate the construct validity based on known groups consists of testing the ability of the instrument to discriminate among groups previously hypothesized as differing in the concept measured. The following variables were chosen to test the instrument’s capacity to discriminate, as differences have been consistently shown in the HRQoL among groups defined by them [1,15,38,39]—the number of chronic conditions (as an indicator of general health), number of SABA canisters prescribed in the previous year, frequency of SABA inhaler use during the previous 4 weeks, and ACQ scores (as 3 indicators of asthma control). We hypothesized that asthma patients with worse general health or less asthma control report worse HRQoL.

To evaluate the discriminative capacity of the EQ-5D index and EQ-VAS among the known groups mentioned above, mean scores were compared using one-way analysis of variance and the Tukey studentized range (honestly significant difference) test for post-hoc comparisons; alpha was set at 0.05. To assess the magnitude of the differences Cohen effect sizes were calculated. General guidelines define an effect size of 0.2 as small, 0.5 as moderate, and 0.8 as large [40]. All analyses were conducted using the statistical package SPSS (IBM SPSS Statistics for Windows, Version 23.0, IBM Corp).

Results

Study Sample

Of 581 subjects with asthma aged 18-40 years composing the ASTRO-LAB cohort, 312 filled in the baseline Web-based survey (Web-based participation rate, 53.7%), but 22 of these did not complete the EQ-5D-5L (questionnaire nonresponse rate, 7.0%). Of 290 who fulfilled the EQ-5D-5L, 11 were excluded because they had missing data on all the variables selected to define known groups; hence, 279 patients were finally included in this analysis. Table 1 shows patients’ baseline characteristics, comparing the included subjects with excluded ones (mainly because of not responding to the Web-based survey). Most of the included subjects were from France and had been treated with fixed-dose combinations of LABA and IC. More than half of them had completed a bachelor degree (66.9%, 184/275), and 72.6% (201/277) were employed in their usual jobs. These 2 variables were only available for patients included in the analysis, as they were recorded in the Web-based questionnaire. Nonrespondents were younger (aged 29.8 vs 31.0 years, P = .03), and presented higher ACQ mean scores (worse control) in comparison to respondents but did not differ in body mass index, treatment, number of other chronic conditions, SABA canisters prescribed last year, and frequency of SABA used in the previous 4 weeks.

5-Level EuroQoL-5 Dimension Version Distribution

Figure 1 shows the percentages of responses to each EQ-5D-5L dimension. Most subjects reported “no problems” in mobility (81.0%, 226/279) and self-care (98.2%, 274/279) dimensions, while only around half of the subjects endorsed this category in pain or discomfort (45.5%, 127/279) and anxiety or depression (48.0%, 134/279) dimensions. The “extreme problems” category was endorsed by 1 subject for pain and 7 for anxiety or depression.

Table 2 shows the distribution characteristics of EQ-5D-5L indices. In our sample, the EQ-5D-5L index constructed with the English value set ranged from 0.16 to 1 and from –0.074 to 1 when constructed with the French 3L-5L crosswalk value set. The mean was 0.88 (SD 0.14) for the English index and 0.83 (SD 0.19) for the French one. The Kurtosis statistics of 5.62 and 3.26, with skewness of –2.06 and –1.63, indicated that the asymmetry to the right part of the distribution and the tail extremity were greater in the index constructed with the English EQ-5D-5L value set. The floor effect was null, and the ceiling effect was 26.5% (74/279). Cronbach alpha coefficient was .69, achieving the recommended standard [36,37].

5-level EuroQoL-5 Dimension Version Construct Validity

Table 3 presents results on the construct validity of the EQ-5D-5L based on known groups. Both EQ-5D-5L indices showed statistically significant different means for all known groups evaluated, while EQ-VAS only showed statistically significant differences among groups defined by ACQ scores. The mean EQ-5D-5L index for asthmatic patients decreased significantly with an increase in the number of other chronic conditions from 0.91 to 0.82 with the English value set and from 0.86 to 0.75 with the French 3L-5L crosswalk. The effect size between patients with none and those with ≥2 other chronic conditions were 0.62 and 0.60 (moderate) with EQ-5D-5L indices. In addition, effect sizes were moderate between extreme groups defined by SABA canisters prescribed in the previous year (0.58 and 0.46), and by the SABA frequency during the last 4 weeks (both 0.5). Finally, among groups defined by ACQ scores, the effect size between well-controlled and moderately controlled asthma was moderate (0.44 and 0.47) and large between well- and not well-controlled asthma (1.06 and 1.04).
Table 1. The characteristics of included and excluded subjects.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Included patients (n=279)</th>
<th>Excluded patients (n=302)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25, n (%)</td>
<td>62 (22.2)</td>
<td>85 (28.1)</td>
<td>.10</td>
</tr>
<tr>
<td>25-34, n (%)</td>
<td>119 (42.7)</td>
<td>133 (44.0)</td>
<td></td>
</tr>
<tr>
<td>≥35, n (%)</td>
<td>98 (35.1)</td>
<td>84 (27.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Male</td>
<td>110 (39.4)</td>
<td>128 (42.4)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>169 (60.6)</td>
<td>174 (57.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>France, n (%)</td>
<td>222 (79.6)</td>
<td>264 (87.7)</td>
<td></td>
</tr>
<tr>
<td>United Kingdom, n (%)</td>
<td>57 (20.4)</td>
<td>37 (12.3)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Body mass index (kg/m²), mean (SD)</strong></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Missing (n)</td>
<td>127</td>
<td>107</td>
<td></td>
</tr>
<tr>
<td><strong>Treatment with, n (%)</strong></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>LABA&lt;sup&gt;a&lt;/sup&gt;</td>
<td>11 (3.9)</td>
<td>9 (3.0)</td>
<td></td>
</tr>
<tr>
<td>ICs&lt;sup&gt;b&lt;/sup&gt;</td>
<td>71 (25.4)</td>
<td>60 (19.9)</td>
<td></td>
</tr>
<tr>
<td>LABA+ICs in separate inhalers</td>
<td>37 (13.3)</td>
<td>33 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Fixed LABA and ICs combination</td>
<td>160 (57.3)</td>
<td>200 (66.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Other chronic conditions</strong></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td>0 conditions, n (%)</td>
<td>66 (41.5)</td>
<td>80 (39.2)</td>
<td></td>
</tr>
<tr>
<td>1 condition, n (%)</td>
<td>62 (39.0)</td>
<td>91 (44.6)</td>
<td></td>
</tr>
<tr>
<td>≥2 conditions, n (%)</td>
<td>31 (19.5)</td>
<td>33 (16.2)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>120</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td><strong>Number of SABA&lt;sup&gt;c&lt;/sup&gt; canisters prescribed (last year)</strong></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>0 canisters, n (%)</td>
<td>119 (53.6)</td>
<td>133 (50.2)</td>
<td></td>
</tr>
<tr>
<td>1-4 canisters, n (%)</td>
<td>78 (35.1)</td>
<td>100 (37.7)</td>
<td></td>
</tr>
<tr>
<td>≥5 canisters, n (%)</td>
<td>25 (11.3)</td>
<td>32 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>57</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of SABA use reported by patient (last 4 weeks)</strong></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Less than once a week, n (%)</td>
<td>166 (61.9)</td>
<td>171 (65.5)</td>
<td></td>
</tr>
<tr>
<td>Once or twice every week, n (%)</td>
<td>71 (26.5)</td>
<td>60 (23.0)</td>
<td></td>
</tr>
<tr>
<td>Almost every day or every day, n (%)</td>
<td>31 (11.6)</td>
<td>30 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>11</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td><strong>Asthma Control Questionnaire, mean (SD)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Well-controlled (&lt;0.75), n (%)</td>
<td>119 (44.6)</td>
<td>89 (34.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intermediate (0.75-1.5), n (%)</td>
<td>82 (30.7)</td>
<td>63 (24.1)</td>
<td></td>
</tr>
<tr>
<td>Not well-controlled (&gt;1.5), n (%)</td>
<td>66 (24.7)</td>
<td>109 (41.8)</td>
<td></td>
</tr>
<tr>
<td>Missing (n)</td>
<td>12</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td><strong>Highest education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school or less, n (%)</td>
<td>13 (4.7)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Sixth form or college, n (%)</td>
<td>41 (14.9)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Included patients (n=279)</td>
<td>Excluded patients (n=302)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>---------------------------</td>
<td>---------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Bachelor degree, n (%)</td>
<td>184 (66.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Postgraduate, n (%)</td>
<td>37 (13.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Missing (n)</td>
<td>4</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Work status</strong></td>
<td></td>
<td></td>
<td>Not calculated</td>
</tr>
<tr>
<td>Employed at usual job, n (%)</td>
<td>201 (72.6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>On light duty or restricted work, n (%)</td>
<td>1 (0.4)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Paid leave or sick leave, n (%)</td>
<td>4 (1.4)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Unemployed because of other reason, n (%)</td>
<td>23 (8.3)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Student (school, college, university), n (%)</td>
<td>35 (12.6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Keeping house or homemaker, n (%)</td>
<td>7 (2.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Retired, n (%)</td>
<td>0 (0.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>On disability, n (%)</td>
<td>6 (2.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Missing (n)</td>
<td>2</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aLABA: long-acting beta-agonist.
bIC: inhaled corticosteroid.
cSABA: short-acting beta-agonist.
dIndicates missing data.

**Figure 1.** The percentage of patients’ responses to each dimension.
Table 2. The distribution of 5-level EuroQol-5 dimension version indices (n=279). Cronbach alpha coefficient was .69.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>EQ-5D-5L&lt;sup&gt;a&lt;/sup&gt; (English value set)</th>
<th>EQ-5D-5L (French 3L-5L crosswalk value set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical range</td>
<td>-0.28097 to 1</td>
<td>-0.530 to 1</td>
</tr>
<tr>
<td>Observed range</td>
<td>0.160 to 1</td>
<td>-0.074 to 1</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.88 (0.14)</td>
<td>0.83 (0.19)</td>
</tr>
<tr>
<td>Median (interquartile range)</td>
<td>0.92 (0.84 to 1.00)</td>
<td>0.91 (0.71 to 1.00)</td>
</tr>
<tr>
<td>Kurtosis (SE)</td>
<td>5.62 (0.29)</td>
<td>3.26 (0.29)</td>
</tr>
<tr>
<td>Skewness (SE)</td>
<td>-2.06 (0.15)</td>
<td>-1.63 (0.15)</td>
</tr>
<tr>
<td>Floor effect (%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ceiling effect (%)</td>
<td>26.5</td>
<td>26.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>EQ-5D-5L: EuroQol-5 Dimensions-5 Levels.

Table 3. The construct validity of 5-level EuroQol-5 dimension version.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>EQ-5D-5L&lt;sup&gt;a&lt;/sup&gt; index (English value set)</th>
<th>EQ-5D-5L index (French 3L-5L crosswalk)</th>
<th>EuroQol visual analog scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) Effect size (95% CI)</td>
<td>Mean (SD) Effect size (95% CI)</td>
<td>Mean (SD) Effect size (95% CI)</td>
</tr>
<tr>
<td>Other chronic conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 chronic conditions</td>
<td>0.91 (0.11) Reference</td>
<td>0.86 (0.14) Reference</td>
<td>78.91 (14.85) Reference</td>
</tr>
<tr>
<td>1 chronic condition</td>
<td>0.89 (0.10) 0.14 (−0.21 to 0.48)</td>
<td>0.85 (0.15) 0.05 (−0.26 to 0.36)</td>
<td>79.08 (13.23) 0.06 (−0.25 to 0.37) Reference</td>
</tr>
<tr>
<td>≥2 chronic conditions</td>
<td>0.82 (0.13) 0.62 (0.18 to 1.06)</td>
<td>0.75 (0.20) 0.60 (0.18 to 1.02)</td>
<td>72.94 (17.22) 0.37 (−0.04 to 0.79) Reference</td>
</tr>
<tr>
<td>P value</td>
<td>.002&lt;sup&gt;b,c&lt;/sup&gt; d</td>
<td>.003&lt;sup&gt;b,c&lt;/sup&gt; d</td>
<td>.12</td>
</tr>
<tr>
<td>Number of SABA&lt;sup&gt;e&lt;/sup&gt; canisters prescribed (last year)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 canisters</td>
<td>0.89 (0.11) Reference</td>
<td>0.85 (0.15) Reference</td>
<td>78.84 (12.90) Reference</td>
</tr>
<tr>
<td>1-4 canisters</td>
<td>0.87 (0.14) 0.11 (−0.18 to 0.39)</td>
<td>0.82 (0.19) 0.19 (−0.07 to 0.45)</td>
<td>76.64 (17.93) 0.21 (−0.06 to 0.47) Reference</td>
</tr>
<tr>
<td>5 or more canisters</td>
<td>0.81 (0.17) 0.58 (0.14 to 1.01)</td>
<td>0.76 (0.22) 0.46 (0.05 to 0.86)</td>
<td>72.00 (24.52) 0.47 (0.07 to 0.88) Reference</td>
</tr>
<tr>
<td>P value</td>
<td>.02&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.15</td>
</tr>
<tr>
<td>Frequency of SABA use reported by patient (last 4 weeks)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than once a week</td>
<td>0.82 (0.19) Reference</td>
<td>0.74 (0.23) Reference</td>
<td>71.45 (19.85) Reference</td>
</tr>
<tr>
<td>Once or twice a week</td>
<td>0.87 (0.15) 0.17 (−0.11 to 0.44)</td>
<td>0.81 (0.21) 0.29 (0.03 to 0.55)</td>
<td>78.08 (12.92) 0.07 (−0.19 to 0.32) Reference</td>
</tr>
<tr>
<td>Almost every day or every day</td>
<td>0.89 (0.12) 0.50 (0.11 to 0.89)</td>
<td>0.85 (0.16) 0.50 (0.15 to 0.84)</td>
<td>78.61 (16.26) 0.37 (0.03 to 0.71) Reference</td>
</tr>
<tr>
<td>P value</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.01&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.07</td>
</tr>
<tr>
<td>Asthma Control Questionnaire</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well-controlled (&lt;0.75)</td>
<td>0.93 (0.10) Reference</td>
<td>0.91 (0.13) Reference</td>
<td>81.65 (13.80) Reference</td>
</tr>
<tr>
<td>Intermediate (0.75-1.5)</td>
<td>0.87 (0.11) 0.44 (0.15 to 0.72)</td>
<td>0.81 (0.15) 0.47 (0.22 to 0.73)</td>
<td>79.18 (11.92) 0.15 (−0.11 to 0.40) Reference</td>
</tr>
<tr>
<td>Not well-controlled (&gt;1.5)</td>
<td>0.78 (0.19) 1.06 (0.74 to 1.38)</td>
<td>0.69 (0.24) 1.04 (0.75 to 1.32)</td>
<td>68.39 (20.23) 0.79 (0.51 to 1.08) Reference</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001&lt;sup&gt;b,c,f&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b,c,f&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>EQ-5D-5L: EuroQol-5 Dimensions-5 Levels.

<sup>b</sup>First category (reference) versus third category.

<sup>c</sup>Second category versus third category.

<sup>d</sup>P value not necessary as the CI was calculated.

<sup>e</sup>SABA: short-acting beta-agonist.

<sup>f</sup>First category (reference) versus second category.
Discussion

Principal Findings
To the best of our knowledge, this is the first study evaluating metric properties of the new EQ-5D-5L in patients with asthma. In this study, this generic preference-based instrument showed adequate distribution and reliability, with 26.5% (74/279) of patients reporting the best possible health state (ceiling effect). In addition, it showed good construct validity, given its capacity of discriminating among groups differing in the number of chronic conditions and symptom control. The distribution of the EQ-5D-5L index was less skewed than the previously published one for the 3-level version owing to its lower ceiling effect [15,17].

Comparison of Web-Based Participation Rate With Prior Work
In this study, 53.7% (312/581) of participants completed the Web-based baseline survey, and almost all of these completed the EQ-5D-5L (92.9%, 290/312). The internet era has led to implementing Web-based surveys to take advantage of the known benefits such as completeness [41,42], low expenses [43], and better data management. Nevertheless, there are still some barriers to Web-based self-completion, which could produce low response rates and selection bias. Although the reported participation rate varied a lot across Web-based surveys [41,44,45], the 53.7% in this study is similar to those reported by other studies comparing different modes of data collection, such as 64.2% and 53.3% participation rates reported by Kongsved et al [41] and Hohwu et al [46] studies. Remarkably, both studies showed a slightly better response rate with the paper mode—73.2% versus 64.2% [41] and 56.2% versus 53.3% [46]. In the ASTRO-LAB cohort, the high overall respondent burden (participants were asked to respond to yearly Web-based surveys, 4-monthly telephone interviews, and monthly short message service text messages) could have affected the response rate.

Comparison With Prior Studies Evaluating the EuroQol-5 Dimension Version in Patients With Asthma
Despite being higher than the 15% [36] established for the ceiling effect, 26.5% (74/279) of patients with mild-to-moderate persistent asthma in the best possible health state in our sample was considerably lower than that reported in prior studies using the traditional EQ-5D-3L in paper-and-pencil administration [15,17]. A ceiling effect of 59% was described in Japanese patients with mild-to-severe asthma treated with ICs [15], and 50% in Canadian patients with mainly mild-to-moderate self-reported asthma [17]. In addition, our findings showed a lower proportion of patients with no problems in most dimensions than those reported by the 3-level version [15]—81.0% (226/279) versus 90.7% in mobility, 77.1% (215/279) versus 85.2% in activity, 45.5% (127/279) versus 74.1% in pain or discomfort, and 48.0% (134/279) versus 77.8% in anxiety or depression. The other 2 studies on the EQ-5D-3L in asthma [16,17] did not report percentage distributions for each dimension. This lower endorsement of the top response option when compared with results from previous studies with the EQ-5D-3L suggests that the “no problems” category (level 1 out of 3) is partially redistributed to the following intermediate category, “slight” problems (level 2 out of 5), in the new 5-level version. However, head-to-head studies are needed to ensure that the new 5L version’s better properties we have observed, compared with results from previous EQ-5D-3L studies [15,17], are not explained by differences in patients’ characteristics or design issues.

Studies that directly elicit preferences from representative general population samples to derive value sets for the new EQ-5D-5L, using a harmonized protocol, have already been published for several countries [30,47-51], but they are not yet developed in many others, including France. The EuroQol Group developed the 3L-5L crosswalk value sets as a temporary solution to estimate the EQ-5D-5L in such a situation [29]. The difference between both indices in the negative extreme of the theoretical range (~0.28 and ~0.53) is explained by the method used for the elicitation of the societal preference values to derive the value sets: time trade-off in the French general population for the 3L version [52], and the composite method of time trade-off with discrete choice experiments in the UK general population for the new 5L version [23,30]. Our findings show that the mean EQ-5D-5L indices obtained with both value sets are quite similar (0.88 and 0.83), supporting that the 3L-5L crosswalk is a good interim solution to calculate the EQ-5D-5L index, until definitive EQ-5D-5L value sets are available.

The EQ-5D-5L index could discriminate among different known groups in the hypothesized direction. In all the variables evaluated, differences between extreme groups ranged from 0.07 to 0.2, therefore being equal to or higher than the minimal important difference, previously estimated as 0.07 [31]. The magnitude was moderate for differences among groups defined by the presence of other chronic conditions and SABA use or prescription and large for differences between patients with well- and not well-controlled asthma measured with the ACQ. McTaggart-Cowan et al [17], with the traditional EQ-5D-3L in patients with asthma, also showed differences between extreme groups >0.07, ranging from 0.07 to 0.18. It was not possible to directly compare effect sizes with this study [17], as the variables to define known groups were different. Mc Taggart-Cowan et al reported a correlation of 0.37 for the ACQ with the EQ-5D-3L index [17], similar to the 0.43 found in our study with the EQ-5D-5L index. These findings indicate a good construct validity for the EQ-5D-5L index, which, in general, presented a greater discriminant capacity than the EQ-VAS among the known groups evaluated.

Limitations and Strengths
Some potential limitations of this study need to be considered. First, a direct comparison with the EQ-5D-3L was not possible. Although previous EQ-5D-3L studies in asthma patients [15-17] showed higher ceiling effects and lower discriminatory properties than ours with the EQ-5D-5L, differences among studies regarding patients’ and design characteristics cannot be discarded. Second, as no asthma-specific HRQoL measure was included in this study, we were unable to compare the generic EQ-5D-5L with them. Studies evaluating the EQ-5D-3L in
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comparison to the Asthma Quality of Life Questionnaire [15-17] or the Newcastle Asthma Symptoms Questionnaire [16] showed that these disease-specific instruments were more sensitive to change. Further head-to-head studies comparing the EQ-5D-5L with disease-specific instruments are needed, mainly to compare responsiveness. Third, the usability of online versus other methods of survey administration could not be evaluated because all patients completed the Web-based EQ-5D-5L. Fourth, because the ASTRO-LAB project only included patients with mild-to-moderate persistent asthma, the generalizability of our results to those with intermittent or severe persistent asthma is uncertain. The generalizability is also uncertain to patients older than 40 years. Finally, it is important to note that 46.3% (269/581) of participants in the ASTRO-LAB project did not answer the Web-based survey. No differences in sociodemographic characteristics, treatment, and comorbidity were found between respondents and nonrespondents, and differences detected in asthma control were minor. However, there could be differences in other characteristics, which have not been measured such as personality or other psychological traits.

This study has several strengths that need to be highlighted. First, embedding this study in an observational cohort in routine care allowed us to select several appropriate known groups for evaluating the EQ-5D-5L’s construct validity in patients with asthma. The relationship between comorbid chronic conditions and health is well established, and the associations of symptoms control [53] with the HRQoL have been extensively studied in this population. Furthermore, the ACQ, validated in 50 languages, is one of the most widely accepted instruments for measuring asthma control [54].

Conclusions

In summary, our results provide support to the construct validity of the EQ-5D-5L administered online to patients with asthma, based on its discriminant ability for distinguishing among health-related known groups, as well as its lower ceiling effect than previously reported for the traditional 3-level version [15,17]. The completion of the EQ-5D-5L by most of the Web-based survey respondents supports the feasibility of this administration form. As it was developed as a preference-based health status measure, the EQ-5D-5L index allows combining both length and quality of life, and calculates QALYs to measure health outcomes in economic evaluations. All these findings suggest that the new EQ-5D with 5 levels is a promising instrument to compare the efficiency of different programs or treatment strategies for asthma patients. Nevertheless, further studies are recommended to evaluate the responsiveness over time of the EQ-5D-5L among patients with asthma.
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Abstract

Background: Patient-reported outcome (PRO) measures describe natural history, manage disease, and measure the effects of interventions in trials. Patients themselves increasingly use Web-based PRO tools to track their progress, share their data, and even self-experiment. However, existing PROs have limitations such as being: designed for paper (not screens), long and burdensome, negatively framed, under onerous licensing restrictions, either too generic or too specific.

Objective: This study aimed to develop and validate the core items of a modular, patient-centric, PRO system (Thrive) that could measure health status across a range of chronic conditions with minimal burden.

Methods: Thrive was developed in 4 phases, largely consistent with Food and Drug Administration guidance regarding PRO development. First, preliminary core items (common across multiple conditions: core Thrive items) were developed through literature review, analysis of approximately 20 existing PROs on PatientsLikeMe, and feedback from psychometric and content experts. Second, 2 rounds of cognitive interviews were iteratively conducted with patients (N=14) to obtain feedback on the preliminary items. Third, core Thrive items were administered electronically along with comparator measures, including 20-item Short-Form General Health Survey (SF)-20 and Patient Health Questionnaire (PHQ)-9, to a large sample (N=2002) of adults with chronic diseases through the PatientsLikeMe platform. On the basis of theoretical and empirical rationale, items were revised or removed. Fourth, the revised core Thrive items were administered to another sample of patients (N=704) with generic and condition-specific comparator measures. A psychometric evaluation, which included both modern and classical test theory approaches, was conducted on these items, and several more items were removed.

Results: Cognitive interviews helped to remove confusing or redundant items. Empirical testing of subscales revealed good internal consistency (Cronbach alpha=.712-.879), test-retest reliability (absolute intraclass correlations=.749-.912), and convergent validity with legacy PRO scales (eg, Pearson r=.5-.75 between Thrive subscales and PHQ-9 total). The finalized instrument consists of a 19-item core including 5 multi-item subscales: Core symptoms, Abilities, Mobility, Sleep, and Thriving. Results provide evidence of construct (content, convergent) validity, high levels of test-retest and internal consistency reliability, and the ability to detect change over time. The items did not exhibit bias based on gender or age, and the items generally functioned similarly across conditions. These results support the use of Thrive Core items across diverse chronic patient populations.

Conclusions: Thrive appears to be a useful approach for capturing important domains for patients with chronic conditions. This core set serves as a foundation to begin developing modular condition-specific versions in the near future. Cross-walking against traditional PROs from the PatientsLikeMe platform is underway, in addition to clinical validation and comparison with biomarkers. Thrive is licensed under Creative Commons Attribution ShareAlike 4.0.

(J Med Internet Res 2019;21(1):e12075) doi:10.2196/12075
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Introduction

Patient-Reported Outcomes

Patient-reported outcomes (PROs) are reports of health status that come directly from the patient and are typically captured via a questionnaire that has been developed with clearly defined methods, provides proof of validation, and has instructions for use [1]. PROs are one method of incorporating patient perspectives into drug development [2], such as helping to identify trade-offs between treatment characteristics and health-related quality of life (HRQoL) [3]. Accordingly, academic researchers, clinicians, pharmaceutical manufacturers, and their contract research organizations have developed over a thousand PROs over the past few decades with the intent to use some of them as endpoints within clinical trials [4,5]. PROs include single-domain and multi-domain instruments covering a diverse array of domains including overall health status, condition impact, HRQoL, mood, pain, functioning, medication adherence, and treatment side effects.

In addition to their use in trials, a subset of (mostly specialist) clinics deploy PROs during routine clinical practice to help monitor patient symptoms and functioning and to assist with decision making. The incorporation of PROs into electronic medical records is likely to accelerate this trend [6]; their use for symptom management has been particularly successful in oncology [7]. Routine use of remote symptom monitoring is associated with clinically significant benefits in HRQoL, fewer admissions, and even overall survival, probably via improved communication with health care professionals [8].

Whereas other medical tools such as continuous glucose monitors were once the preserve of specialist clinics to check on patient compliance, today people with diabetes themselves are using these tools and integrating them into self-coded apps and jury-rigged mechanisms to develop their own closed-loop open artificial pancreas [9]. It should be no surprise, then, that some patients and caregivers harness PROs, research tools originally designed to monitor the outcomes of whole groups of patients in clinical trials, and use them to understand their own individual progress with disease, put themselves into context, self-experiment, and even conduct citizen-scientific experiments [10]. With the right support, some patients have even developed their own PROs to deal with the frustrations they have encountered with repurposing tools to suit their needs [11].

That was part of the motivation behind the development of the online community PatientsLikeMe, which was first founded in 2005. One feature of the site allows people living with amyotrophic lateral sclerosis (ALS) to access a patient-reported version of the clinician-reported outcome (ClinRO) used in clinical research to characterize patient function, the ALS functional rating scale revised (ALSFRS-R) [12]. At the time PatientsLikeMe was launched, ALS researchers were advised not to tell research participants their own ALSFRS-R scores or how they were doing relative to other patients like them [13]. Patients tracking their own ALSFRS-R scores on the site could see their progression overlaid on percentile curves of other patients like them (with different curves for slower ALS subtypes such as progressive muscular atrophy and primary lateral sclerosis) and bring these data to clinic appointments with their health care professionals, helping to improve communication and management [14]. At first, there was concern that PROs might lack resolution and accuracy relative to ClinROs, yet subsequent validation studies have found a high degree of agreement (eg, Spearman rho=0.965, P≤.001 [15]).

Limitations of Patient-Reported Outcomes for Digital Health Apps

However, as PatientsLikeMe expanded to other conditions such as multiple sclerosis (MS), Parkinson disease (PD), HIV, mood disorders, fibromyalgia, epilepsy, autism spectrum disorder, and organ transplants, it became clear that the state of PRO development was highly uneven across these conditions. While some PROs focused on symptoms and pathological elements of disease, others focused on the impact of the condition, treatment side effects, or broader concepts such as HRQoL. As standards on the quality of PRO development (such as the Food and Drug Administration’s (FDA’s) guidance for industry on PRO development in labeling [16]) became available, it also became clear that the psychometric quality and rigor of instruments varied enormously, with some meeting only low standards of reliability, having had little input from patients themselves, or undergoing little in the way of psychometric validation for responsiveness to change, clinically important differences, or conformity to modern psychometric methods such as Rasch modeling [17]. In addition to well-worn limitations identified in the psychometric field [17], we identified a range of issues that may not have arisen in traditional clinical settings but are problematic for their use in digital health apps for both patients (Table 1) and professionals (Table 2).

Objectives of This Study

Adapting what we felt were the best approaches from the PRO field, we sought to develop a modular questionnaire system that addressed the limitations we had identified for their use in real-world and digital health apps. Specifically, we aimed to develop a set of questions that covered the key domains of HRQoL in adults with chronic illness that was brief, minimally burdensome, positively framed, and that could interleave additional items to account for comorbidity in future condition-specific modules.

Methodologically, we sought to conform (to the extent possible) with the FDA’s Guidance for Industry for PRO development [16] by completing the following objectives:

1. Developing a conceptual framework and the preliminary item pool through literature review and expert input
2. Cognitive debriefing of draft items with participants
3. Revising these items and framework accordingly
4. Collecting data and evaluating psychometric properties (such as rating scale functioning, reliability, convergent validity, ability to detect change, and bias)
5. Modifying the instrument based on results of the empirical evaluation
6. Collecting data and analyzing psychometric properties of the revised instrument
7. Finalizing the instrument and scoring

http://www.jmir.org/2019/1/e12075/
Table 1. Issues identified by the team for patients with the patient-reported outcome status quo.

<table>
<thead>
<tr>
<th>Issues for patients</th>
<th>Example in existing PROs</th>
<th>Implications</th>
<th>Proposed solution</th>
<th>Implementation in Thrive</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROs ignore comorbidity</td>
<td>For example, SF-36 does not contain important domains for a specific chronic condition, whereas condition-specific instruments are unclear on how user should dissociate primary condition from comorbidities</td>
<td>Typical PatientsLikeMe user has a median of 3 moderate-serious medical conditions; fielding additional PROs for each condition dramatically increases burden and redundancy</td>
<td>Core Thrive items asked of all users; curated set of additional symptoms, abilities, and thriving items fielded according to reported conditions</td>
<td>Core Thrive item asks separately about impact of each condition and comorbidity independently, for example, “Parkinson’s impact=a lot” but “Eczema=not at all”</td>
</tr>
<tr>
<td>No personalization for the individual</td>
<td>Redundant questions, for example, pregnancy in males. At best, there are instructions to skip irrelevant questions (eg, “If no, skip to 12”)</td>
<td>Patients wade through the same clumsy skip logic instructions (or irrelevant questions) over and over again</td>
<td>Let patients specify once that something is not relevant and remember that in the future</td>
<td>Option of “Stop asking me this” checks why patient wants to skip and asks if we can assume the last answer given will continue being the same</td>
</tr>
<tr>
<td>Large number of questions</td>
<td>For example, autism treatment evaluation checklist contains 78 items</td>
<td>Takes a long time to complete (approximately 10 seconds per item) and may cause drop-off</td>
<td>Ask as few questions as possible</td>
<td>Review of literature and patient-submitted data to identify most common issues</td>
</tr>
<tr>
<td>Long question stems and responses</td>
<td>Parkinson disease rating scale requires reading 1456 words</td>
<td>Difficult to read on mobile screens, may require scrolling, risks biasing answers</td>
<td>Use brief, active voice items and consistent response scales rather than longer text-anchored responses</td>
<td>Items are Likert-style unipolar responses</td>
</tr>
<tr>
<td>Negative framing</td>
<td>For example, Beck Depression Inventory: “(0) I don't feel disappointed in myself (1) I am disappointed in myself (2) I am disgusted with myself (3) I hate myself”</td>
<td>Fails to identify, for example, users who feel good about themselves; ignores islands of resilience and important self-expression for users; not appealing to use repeatedly</td>
<td>Frame items in a positive or at least neutral way when possible</td>
<td>Abilities stem asks, “how well could you” and Thriving stem asks, “how often could you”</td>
</tr>
<tr>
<td>Variable or unclear recall periods</td>
<td>Recall periods may be missing, “past week” vs “past 7 days”, or very long, for example, past 12 months or “since you were diagnosed”</td>
<td>Different user needs require different recall periods</td>
<td>Codify and test different response periods flexibly, that is, “In the past &lt;recall period&gt; how well could you &lt;activity&gt;?”</td>
<td>Initial validation study developed with “last month” recall period but future work will test other recall periods</td>
</tr>
<tr>
<td>Potentially sexist items</td>
<td>For example, fibromyalgia impact questionnaire focuses on disease preventing patient from doing shopping, laundry, and housework</td>
<td>Risks offending users. Also ignores modern options such as home grocery delivery</td>
<td>Avoid making assumptions about how people live their lives with or without illness</td>
<td>Provide general role function items, for example, “responsibilities” or “personal needs” rather than specific chores</td>
</tr>
<tr>
<td>Anachronistic items</td>
<td>For example, adolescent systemizing spectrum quotient asks about “programming a video recorder”</td>
<td>Unclear how users will interpret such items; potential for user frustration</td>
<td>Focus on personally defined impact of condition rather than task completion</td>
<td>Use evergreen items such as walking or sleeping</td>
</tr>
<tr>
<td>Confusing scores and directionality across conditions PROs</td>
<td>For example, scores such as the ALSFRS-R have an arbitrary range 0-48, Unified Parkinson’s Disease Rating Scale is 0-199; sometimes higher is worse, sometimes lower</td>
<td>Difficult for patients to understand meaning; conveys false sense of an interval or ratio level scale</td>
<td>Use a score based on a more relatable frame of reference, for example, 0-10</td>
<td>10-point scales are more familiar</td>
</tr>
</tbody>
</table>

aPRO: patient-reported outcome.
bSF-36: short-form 36 questionnaire.
Table 2. Issues identified by the team for professionals with the patient-reported outcome status quo.

<table>
<thead>
<tr>
<th>Issues for professionals</th>
<th>Example in existing PROs(^a)</th>
<th>Implications</th>
<th>Proposed solution</th>
<th>Implementation in Thrive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incomplete documentation</td>
<td>Most instruments lack detailed instructions for missing data</td>
<td>Unclear how to score, where more validation work is needed, whether items contain bias</td>
<td>Digitize and share item-level response characteristics through data repositories</td>
<td>Work in progress</td>
</tr>
<tr>
<td>Onerous licensing restrictions</td>
<td>For example, license-holders of Morisky medication adherence scale have threatened lawsuits, demanded fees, and required retractions for an 8-item questionnaire</td>
<td>Risk of litigation restricts innovation. Digital health practitioners may need to adapt licensed instruments to their own needs without wanting to revalidate entire instrument.</td>
<td>All PROs should be licensed under Creative Commons ShareAlike to promote scientific dissemination and innovation so that anyone can use and modify them, for free, forever</td>
<td>All Thrive items and supporting documentation are licensed under Creative Commons ShareAlike 4.0</td>
</tr>
</tbody>
</table>

\(^a\)PRO: patient-reported outcome.

**Methods**

Each phase of the instrument development and validation study is presented in temporal sequence below (Figure 1).

**Setting**

Participants were recruited from the membership of PatientsLikeMe.com, an online community for patients living with chronic illness. Potential members are made aware of the site through a variety of channels including Web-based advertising, nonprofit partners, word of mouth, and search. Members join the site with a goal to find other patients like them, track their condition over time, and to benefit from the shared experiences of other members like them [18]. The site is currently only available in English, with most participants living in the United States. Participants were not offered any reimbursement for participating in this study. As a convenience sample of chronic online patients, this group is representative of digital health patients, but caution should be taken in generalizing these findings to other groups.

**Ethical Approval**

On request for ethical independent review board, this research was exempted from further ethical review by the New England Independent Review Board as a minimal risk study (WO 1-2559-1).

**Developing a Conceptual Framework**

A literature search was conducted to guide the development of a preliminary conceptual model and item generation. Consistent with widely regarded conceptual models [19,20], HRQoL was considered to be a broad and dynamic construct that incorporates quality of life, general health perceptions, functional status, symptoms, as well as intraindividual and environmental factors.
Each of these aspects was considered when developing the initial item pool to ensure that the final Thrive core items adequately captured HRQoL. In particular, we were influenced by the Patient-Reported Outcomes Measurement Information System (PROMIS) Domain Framework [21] and prospectively sought to develop items relevant to physical health (including common symptoms such as pain, fatigue, and sleep disturbance), mental health (including mood symptoms, cognitive dysfunction, and positive psychology), and social health (including ability to participate and social isolation). The research team, which included content experts and psychometricians, collaboratively drafted the preliminary Thrive items, some of which were adapted from validated instruments and published PRO HRQoL tools (eg, the SF-1 general health item from the Research and Development (RAND) Corporation SF-36 [22]).

**Item Development**

A PRO instrument consists of instructions, items (which incorporate a recall period), and the items’ response options. Given the focus on chronic health conditions, we settled on a last month response window. Although a 30-day response window may appear more precise, we aimed for questions to seem conversational. Since we planned to code questions as medical objects in a database to support use across multiple platforms, wherever possible, we tried to take a consistent approach to question stems and response options.
Symptoms were defined as any physical or mental feature regarded as indicating a condition or disease, particularly when such a feature was apparent or bothersome to the patient. On the basis of the World Health Organization’s International Classification of Function [23], we offered participants a consistent symptom question type: “Please rate the severity of any <SYMPTOM ITEM> over the past month” and response options: None, Mild, Moderate, or Severe.

Abilities were defined as the degree to which a participant possessed the means to do something important to them, particularly to function independently. On the basis of our aim to offer positively framed question stems, we phrased these as “Over the last month, how well could you <ABILITY ITEM>?” with response options of Extremely well, Very well, Fairly well, Poorly, or Not at all. In this way, we aimed to identify participants who were functioning particularly well on some items despite their condition as well as to make the experience of taking the instrument a more pleasant one, and to avoid floor or ceiling effects.

Thriving was defined as the extent to which a participant was living the life they wanted to lead, regardless of their health status. These were phrased “Over the last month, how often did you <THRIVING ITEM>?” with a response scale of All of the time, Most of the time, Some of the time, or None of the time.

Cognitive Interviews

Procedures

Cognitive interviews were conducted to gather qualitative feedback regarding the preliminary items and to establish content validity. A total of 2 interviewers trained in cognitive interviewing procedures completed the interviews individually with participants over the phone. Interviews were not audio-recorded and lasted approximately 90 min. Retrospective probing was used to enhance realism [24], and interviewers followed a semistructured interviewing script that allowed for deviation as appropriate. Cognitive interviews were conducted in 2 rounds so that content modified following the first round of interviews could be evaluated in a second round.

Participants

As one of the main objectives was to create a system that would replace the legacy PROs on the PatientsLikeMe website, to ensure that the items were reviewed by a diverse patient group living with chronic health conditions who were representative of our most populated communities, members of PatientsLikeMe who met the following study inclusion criteria were invited to participate:

1. Reported a primary condition of ALS, PD, multiple sclerosis (MS), major depressive disorder (MDD), generalized anxiety disorder (GAD), or posttraumatic stress disorder (PTSD)
2. Aged 18 years or older
3. Primarily resided in the United States

Empirical Evaluation

Following cognitive interviews, the draft core Thrive items were programmed in PatientsLikeMe’s research survey tool (RST) and administered along with validated comparison measures (PHQ-9 and the Medical Outcomes Study SF-20) to patients with chronic medical conditions (Round 1). On the basis of the items’ psychometric functioning and expert input, items were revised or removed. The updated Thrive instrument was again administered to an independent sample of patients (Round 2) alongside validated generic comparison measures (PHQ-9, SF-20) and PROs offered to patients on the PatientsLikeMe website with at least some psychometric validation (multiple sclerosis rating scale, MSRS) for participants with MS, ALSFRS-R for participants with ALS, and PatientsLikeMe-QoL for participants with systemic lupus erythematosus (SLE). Additional PROs used on PatientsLikeMe were fielded (Parkinson’s disease rating scale [PDQ-3) in PD and mood map in mood disorders) but because of a lack of previous psychometric validation, they are not reported here.

During both rounds, participants were asked to complete assessments at 3 timepoints:

1. (Administration 1) Thrive + comparator measures, baseline
2. (Administration 2) Thrive only: 3 days after Administration 1, for evaluating stability
3. (Administration 3) Thrive + comparator measures: 30 days after Administration 1, for evaluating ability to detect change over time

Materials-Comparator Patient-Reported Outcomes

Patient Health Questionnaire-9: All Participants

The PHQ-9 is a 9-item self-report measure of depression based on the Diagnostic and Statistical Manual, Fourth Edition diagnostic criteria [25]. It has been validated for use with primary care, obstetrics/gynecological patients, and the general population, and has been found to be useful as both a clinical and research tool [25-27]. It has also demonstrated sensitivity to detect change in depression status over time in medical outpatients [28].

Short-Form General Health Survey -20: All Participants

SF-20 is a brief self-report health survey that captures 6 health concepts: physical functioning, role functioning, social functioning, health perceptions, pain, and mental health [29]. The SF-20 has exhibited adequate levels of reliability and validity in a general population sample and patient population [29,30].

Multiple Sclerosis Rating Scale: Participants With Multiple Sclerosis

Inspired by the Guy’s Neurological Disability Scale [31], the 7-item MSRS was developed by PatientsLikeMe to capture the impact of MS on daily living. This scale has demonstrated convergent validity through correlations with walking scores and physician-derived measures [32].

Amyotrophic Lateral Sclerosis Functional Rating Scale Revised: Participants With Amyotrophic Lateral Sclerosis

The ALSFRS-R is one of the most widely used instruments to capture ALS disease progression [12]. The ALSFRS-R is correlated with disease progression and survival [33,34], and...
research has suggested good internal consistency and reproducibility.

**PatientsLikeMe-Quality of Life: Participants With Systemic Lupus Erythematosus**

The PatientsLikeMe-QoL is intended to capture HRQoL related to physical function, mental distress, and social functioning over the past 30 days. This instrument has exhibited high internal consistency and convergent validity [35].

**Power Analysis**

The target N for each patient group at administration 2 (3-day retest) was 100. The sample size of 100 was derived from a power analysis to detect a significant difference between an intraclass correlation coefficient of .80 (within the acceptable level) and 0.69 (below the acceptable), assuming 80% power. Specifically, a sample size of 100 would determine whether the CI of the reliability coefficient includes values below the accepted reliability threshold (Rxx=.70) 80% of the time. Notably, because of difficulties with achieving a sufficient sample size during Round 2, results were not evaluated separately by patient group.

**Participants**

Adult (18 years or older) PatientsLikeMe members primarily residing in the United States who reported a primary condition of ALS, MS, PD, MDD, GAD, PTSD, or SLE were sent an invitation to participate through the PatientsLikeMe platform. The following information is reported in accordance with the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) checklist [36]. All surveys were voluntary and would not affect invitees’ use of other features on the PatientsLikeMe site. Individual users had a password-protected log-in and could only take the survey once; we have tools to prevent multiple accounts from originating in the same location, including account registration, cookies, and internet provider tracing. No incentives were offered, question order was not randomized, certain items only appeared based on responses to previous questions (ie, were branching) to minimize burden, and the total number of questions varied per respondent. There was 1 question per page with a back button allowing patients to navigate back 1 page to review their previous response.

On March 23, 2017, 20,941 PatientsLikeMe members fitting the inclusion criteria mentioned above were invited to the Round 1, baseline survey; this survey remained open until April 10, 2017. Participants who did not complete this survey were sent 1 reminder message 3 days after the invitation. Those who completed the survey were automatically sent an invitation to administration 2 three days after completion of administration 1. Administration 2 was open for the same time period as the baseline survey. Those who completed the Round 1 baseline survey were invited to a 30-day retest (administration 3) on May 2, 2017, which remained open until May 10, 2017.

For the second round of the surveys, 12,460 participants were sent invitations on June 15, 2017, to the Round 2 baseline survey, which remained open until July 6, 2017. Reminders and the 3-day test/retest invitation were sent in a manner identical to that of Round 1; Round 2-administration 2 was also open from June 15, 2017, to July 6, 2017. Those who completed the Round 2 baseline were invited to a 30-day retest on July 25, 2017 which remained open until August 10, 2017. All numbers pertaining to Round 1 and Round 2 are reported in the results section.

**Analytic Plan**

Psychometric validation is an iterative process that is driven by both theoretical and empirical support; therefore, the Thrive research team provided input and feedback during each step of the validation process. Thrive was evaluated using both classical and modern test theory approaches, including evaluation of: rating scale functioning, dimensionality, person-to-item targeting, bias (gender [male, female], race [white, nonwhite], condition [neurodegenerative, autoimmune relapsing, psychiatric]), internal consistency reliability, test-retest reliability, convergent validity, and ability to detect change using longitudinal data. The primary purpose of the first round of testing was to explore item functioning and to make revisions as necessary before the second round. Analytic procedures for this second round of testing were largely consistent with those utilized in Round 1. Readers are referred to Bond and Fox [37] and Furr [38] for more information about these analyses. Analyses were conducted in SPSS version 24 (IBM Corporation, New York) and WINSTEPS 3.74.0 (Beaverton, Oregon) by author SM.

**Results**

**Cognitive Interviews**

Twelve participants completed the first round of cognitive interviews. Participants (75% [9/12] female) reported primary diagnoses of MS (33% [4/12]), fibromyalgia (17% [2/12]), GAD (8% [1/12]), MDD (8% [1/12]), ALS (8% [1/12]), bipolar disorder (8% [1/12]), and SLE (8% [1/12]). As cognitive interviews were being conducted, the interviewers regularly met together and with the research team to discuss participant feedback with the goal of identifying recurring themes. Participants identified several items that had redundant content, were too vague and caused confusion, or that they felt were not important for purposes of monitoring their health. Several items were removed or revised based on participants’ suggested wordings to increase clarity, response options were modified to enhance consistency or reduce confusion, and the recall period was made consistent across items. For example, when probed about a coping question (“How well could you cope over the last month?”), participants expressed confusion (eg, “Cope with what?”) and felt that one’s ability to cope and deal with life stressors was already covered by other items. Similarly, response options of several items were modified for consistency and to reduce confusion. For example, the question wording “How well could you see yourself as a worthwhile person over the last month?” was changed to “Over the last month, how often did you see yourself as a worthwhile person?”

A few respondents wanted to express more detail about pain or sleep, which were issues of particular concern for them. As this core instrument is meant to be applicable to all PatientsLikeMe members, the research team decided to revisit further detail on those issues as future modular additions to the instrument.
A second round of cognitive interviewing was conducted to evaluate the revised content. A total of 2 participants (1 male) completed the second round of cognitive interviews. These participants reported primary diagnoses of bipolar disorder and SLE. Participants provided relatively similar and positive feedback about the items. This feedback was communicated back to the research team and minor revisions to the survey were made.

**Psychometric Evaluation: Round 1**

**Participants**
Consolidated Standards of Reporting Trials (CONSORT) flow diagrams are presented in Multimedia Appendix 1. Of the 20,941 PatientsLikeMe members who were sent an invitation to participate, 2311 responded to the invitation by clicking on the survey link, and 86.6% of these members completed administration 1 (N=2002). It took participants approximately 16 min to complete the battery. The survey was open for 17 days in total. To evaluate test-retest reliability, the same 2002 participants were invited to complete the draft core Thrive items 3 days after the first administration. The retest was completed by 924 participants. Finally, the original 2002 participants were invited to complete the battery (Thrive, PHQ-9, SF-20) approximately 30 days after the first and initial administration to evaluate core Thrive items’ ability to detect change over time. In total, 717 participants completed the battery at the 30-day administration.

Demographic and clinical characteristics of this sample are presented in Table 3. The average age of participants was approximately 55 years, and the majority of participants were non-Hispanic, white, and female. The sample was highly educated; 33% of the sample completed some college, 25% completed college, and 19% received postgraduate education.

**Round 1 Results**
The purpose of Round 1 was to explore item functioning and to make revisions as necessary before the second round. A summary of results from Round 1 can be found in Multimedia Appendix 1. Some of the scales evidenced levels of reliability that are below what is typically considered acceptable, some items exhibited bias or poor discrimination. Core Thrive items were modified based on these findings and were subject to empirical evaluation in Round 2.

**Psychometric Evaluation: Round 2**

**Participants**
Of the 12,460 participants who were sent an invitation to participate, 887 responded to the invitation by clicking on the survey link, and 79.4% of these participants (N=704) completed the Round 2 baseline survey; 239 completed the 3-day retest and 51 completed 30-day retest. Demographic and clinical characteristics of this sample are presented in Table 4.

**Round 2 Results**
Results are presented by scale below and are summarized in Tables 5-7. The final surviving Thrive items from Round 2 testing are listed in Table 8, and summary of the items that were retained or discarded is provided in Multimedia Appendix 2.
Stated differently, we evaluated the correspondence between change in patients’ responses over time. Results supported the Overall Health scale’s ability to detect change over time (Table 7).

Impact of Primary Condition

Absolute agreement of responses to the Impact of Primary Condition item across the 3-day test-retest period was adequate (Table 5). The Impact of Primary Condition scale was related as anticipated to comparator measures, providing support for convergent validity (Table 6). Correlations between residualized change scores (see Table 7) provide support for the Impact of Primary Condition scale’s ability to detect change over time.

Table 3. Round 1 participant demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>3-day test-retest</th>
<th>30-day retest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants (n)</td>
<td>2002</td>
<td>924</td>
<td>717</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>54.9 (11.6)</td>
<td>56.2 (10.7)</td>
<td>56.0 (11.3)</td>
</tr>
<tr>
<td>Conditions, median (range)</td>
<td>2 (1-58)</td>
<td>2 (1-53)</td>
<td>2 (1-58)</td>
</tr>
<tr>
<td>Gender, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>600 (30.0)</td>
<td>290 (31.5)</td>
<td>245 (34.2)</td>
</tr>
<tr>
<td>Female</td>
<td>1399 (70.0)</td>
<td>632 (68.5)</td>
<td>471 (65.8)</td>
</tr>
<tr>
<td>Ethnicity, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>77 (4.0)</td>
<td>31 (3.5)</td>
<td>26 (3.8)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1831 (96.0)</td>
<td>861 (96.5)</td>
<td>665 (96.2)</td>
</tr>
<tr>
<td>Race, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>7 (0.4)</td>
<td>1 (0.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>86 (4.4)</td>
<td>29 (3.2)</td>
<td>23 (3.3)</td>
</tr>
<tr>
<td>Hawaiian</td>
<td>3 (0.2)</td>
<td>2 (0.2)</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Native American</td>
<td>25 (1.3)</td>
<td>10 (1.1)</td>
<td>7 (1.0)</td>
</tr>
<tr>
<td>White</td>
<td>1740 (89.6)</td>
<td>821 (91.0)</td>
<td>633 (90.3)</td>
</tr>
<tr>
<td>Mixed</td>
<td>82 (4.2)</td>
<td>39 (4.3)</td>
<td>36 (5.1)</td>
</tr>
<tr>
<td>Education, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8th grade or less</td>
<td>3 (0.2)</td>
<td>0 (0.0)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td>Some high school</td>
<td>14 (0.8)</td>
<td>8 (0.9)</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>175 (10.1)</td>
<td>83 (9.6)</td>
<td>66 (9.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>658 (38.1)</td>
<td>305 (35.3)</td>
<td>242 (35.4)</td>
</tr>
<tr>
<td>College</td>
<td>498 (28.9)</td>
<td>254 (29.4)</td>
<td>202 (29.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>378 (21.9)</td>
<td>215 (24.8)</td>
<td>170 (24.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage does not include missing cases.
Table 4. Round 2 participant demographics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline (n=704)</th>
<th>3-day test retest (n=239)</th>
<th>30-day retest (n=51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants (n)</td>
<td>704</td>
<td>239</td>
<td>51</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>54.5 (11.8)</td>
<td>54.8 (12.1)</td>
<td>53.7 (12.7)</td>
</tr>
<tr>
<td>Conditions, median (range)</td>
<td>1 (1-35)</td>
<td>1 (1-27)</td>
<td>1 (1-18)</td>
</tr>
<tr>
<td>Gender, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>189 (26.9)</td>
<td>61 (25.6)</td>
<td>15 (29)</td>
</tr>
<tr>
<td>Female</td>
<td>514 (73.1)</td>
<td>177 (74.4)</td>
<td>36 (70)</td>
</tr>
<tr>
<td>Ethnicity, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>26 (3.9)</td>
<td>7 (3.0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>640 (96.1)</td>
<td>226 (97.0)</td>
<td>47 (97)</td>
</tr>
<tr>
<td>Race, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>3 (0.4)</td>
<td>1 (0.4)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>53 (7.8)</td>
<td>13 (5.5)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Hawaiian</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Native American</td>
<td>6 (0.9)</td>
<td>2 (0.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>586 (86.3)</td>
<td>214 (90.7)</td>
<td>39 (81)</td>
</tr>
<tr>
<td>Mixed</td>
<td>31 (4.6)</td>
<td>6 (2.5)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Education, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8th grade or less</td>
<td>1 (0.2)</td>
<td>0 (0.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some high school</td>
<td>6 (1.0)</td>
<td>3 (1.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>81 (13.8)</td>
<td>18 (8.6)</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Some college</td>
<td>225 (38.5)</td>
<td>94 (45.0)</td>
<td>15 (37)</td>
</tr>
<tr>
<td>College</td>
<td>160 (27.4)</td>
<td>55 (26.3)</td>
<td>12 (30)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>112 (19.1)</td>
<td>39 (18.7)</td>
<td>6 (15)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage does not include missing cases.

Table 5. Reliability estimates for surviving thrive scales.

<table>
<thead>
<tr>
<th>Thrive scale (number of items)</th>
<th>Internal consistency reliability (Cronbach alpha; n=704)</th>
<th>Test-retest reliability (n=239)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute ICC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>Overall Health (1)</td>
<td>__&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.749</td>
</tr>
<tr>
<td>Impact of Primary Condition (1)</td>
<td>—</td>
<td>.763</td>
</tr>
<tr>
<td>Core Symptoms (5)</td>
<td>.815</td>
<td>.909</td>
</tr>
<tr>
<td>Mobility (1)</td>
<td>—</td>
<td>.898</td>
</tr>
<tr>
<td>Sleep (2)</td>
<td>.712</td>
<td>.833</td>
</tr>
<tr>
<td>Abilities (5)</td>
<td>.853</td>
<td>.912</td>
</tr>
<tr>
<td>Thriving (4)</td>
<td>.879</td>
<td>.889</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICC: intraclass correlation coefficient.

<sup>b</sup>Not applicable.
Table 6. Ability to detect change (Pearson correlations between Thrive and comparator instruments’ residualized change scores in longitudinal data, N=51).

<table>
<thead>
<tr>
<th>Thrive scale item</th>
<th>Pearson r; P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PHQ&lt;sup&gt;a&lt;/sup&gt;-9 (n=704)</td>
</tr>
<tr>
<td>Overall Health (1 item)</td>
<td>—</td>
</tr>
<tr>
<td>Impact of Primary Condition (1 item)</td>
<td>.463; &lt;.001</td>
</tr>
<tr>
<td>Core Symptoms (5 items)</td>
<td>.750; &lt;.001</td>
</tr>
<tr>
<td>Mobility (1 item)</td>
<td>—</td>
</tr>
<tr>
<td>Sleep (2 items)</td>
<td>—.562; &lt;.001</td>
</tr>
<tr>
<td>Abilities (5 items)</td>
<td>-.744; &lt;.001</td>
</tr>
<tr>
<td>Thriving (4 items)</td>
<td>-.743; &lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ: Patient Health Questionnaire.
<sup>b</sup>SF: Short-Form General Health Survey.
<sup>c</sup>MSRS: multiple sclerosis rating scale.
<sup>d</sup>QoL: quality of life.
<sup>e</sup>ALSFRS-R: amyotrophic lateral sclerosis functional rating scale-revised.
<sup>f</sup>Not applicable.

Table 7. Ability to detect change (Pearson correlations between Thrive and comparator instruments’ residualized change scores in longitudinal data, N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>PHQ&lt;sup&gt;a&lt;/sup&gt;-9, total</th>
<th>PHQ-9, sleep item</th>
<th>SF&lt;sup&gt;b&lt;/sup&gt;-20, general health item</th>
<th>SF-20, mental health</th>
<th>SF-20, physical functioning</th>
<th>SF-20, role functioning</th>
<th>SF-20, health perception</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>Overall health</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.311</td>
<td>.03</td>
<td>—</td>
</tr>
<tr>
<td>Impact of primary condition</td>
<td>.404</td>
<td>.003</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.352</td>
</tr>
<tr>
<td>Core symptoms</td>
<td>.475</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.485</td>
</tr>
<tr>
<td>Mobility</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sleep</td>
<td>—</td>
<td>—</td>
<td>.496</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Abilities</td>
<td>.190</td>
<td>.18</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.125</td>
</tr>
<tr>
<td>Thriving</td>
<td>.356</td>
<td>.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.389</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ: Patient Health Questionnaire.
<sup>b</sup>SF: Short-Form General Health Survey.
<sup>c</sup>Not applicable.
Table 8. Final core Thrive items.

<table>
<thead>
<tr>
<th>Scale name (# of items) and item label</th>
<th>Item content</th>
<th>Response options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall health (1)</td>
<td>Over the last month, how has your health been?</td>
<td>5=Excellent; 4=Very good; 3=Good; 2=Fair; 1=Poor</td>
</tr>
<tr>
<td>Impact of primary condition (1)</td>
<td>Over the last month, how much has your [primary condition] affected your life?</td>
<td>0=Not at all; 1=A little; 2=Some; 3=A lot</td>
</tr>
<tr>
<td>Core symptoms (5)</td>
<td>Please rate the severity of any pain over the past month</td>
<td>0=None; 1=Mild; 2=Moderate; 3=Severe</td>
</tr>
<tr>
<td>Pain</td>
<td>Please rate the severity of any depressed mood over the past month</td>
<td>0=None; 1=Mild; 2=Moderate; 3=Severe</td>
</tr>
<tr>
<td>Depressed mood</td>
<td>Please rate the severity of any anxious mood over the past month</td>
<td>0=None; 1=Mild; 2=Moderate; 3=Severe</td>
</tr>
<tr>
<td>Anxious mood</td>
<td>Please rate the severity of any fatigue over the past month</td>
<td>0=None; 1=Mild; 2=Moderate; 3=Severe</td>
</tr>
<tr>
<td>Stress</td>
<td>Please rate the severity of any stress over the past month</td>
<td>0=None; 1=Mild; 2=Moderate; 3=Severe</td>
</tr>
<tr>
<td>Mobility (1)</td>
<td>Over the last month, how well could you walk without support (such as a brace, cane, or walker)?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Walk</td>
<td>Over the last month, how well could you fall asleep when you wanted to?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Sleep (2)</td>
<td>Over the last month, how well could you sleep through the night?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Abilities (5)</td>
<td>Over the last month, how well could you think, concentrate, and remember things?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Think</td>
<td>Over the last month, how well could you control your emotions?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Emotions</td>
<td>Over the last month, how well could you take care of your personal needs?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Personal needs</td>
<td>Over the last month, how well could you meet your responsibilities at work, school, or home?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Responsibilities</td>
<td>Over the last month, how well could you participate in your favorite social and leisure activities?</td>
<td>4=Extremely well; 3=Very well; 2=Fairly well; 1=Poorly; 0=Not at all</td>
</tr>
<tr>
<td>Thriving (4)</td>
<td>Over the last month, how often did you feel good about yourself?</td>
<td>3=All of the time; 2=Most of the time; 1=Some of the time; 0=None of the time</td>
</tr>
<tr>
<td>Good</td>
<td>Over the last month, how often did you find meaning in your life?</td>
<td>3=All of the time; 2=Most of the time; 1=Some of the time; 0=None of the time</td>
</tr>
<tr>
<td>Meaning</td>
<td>Over the last month, how often did you feel connected to others?</td>
<td>3=All of the time; 2=Most of the time; 1=Some of the time; 0=None of the time</td>
</tr>
<tr>
<td>Connect</td>
<td>Over the last month, how often did you feel able to live the life you wanted?</td>
<td>3=All of the time; 2=Most of the time; 1=Some of the time; 0=None of the time</td>
</tr>
</tbody>
</table>

Core Symptoms

A chi-square test demonstrated that the partial credit model (PCM [39]) fit significantly better than the more parsimonious rating scale model (RSM) [40] (P<.001). Therefore, the PCM was utilized to evaluate rating scale functioning. First, unidimensionality, item fit, and item discriminations were evaluated. A principal component analysis (PCA) on the probability scale residuals provided support for unidimensionality (see Multimedia Appendix 2). Item fit was evaluated by examining mean square infit and outfit statistics estimated by the Rasch model. Items exhibited acceptable fit
to the model [41]. Item discrimination statistics were similar, although the Pain item discriminated between persons less well than the other items (discrimination=.61; see Multimedia Appendix 2 for further details).

Andrich thresholds were ordered, providing evidence that the items’ rating scales were functioning as expected [42]. Evaluation of the person-to-item map suggested adequate coverage across the latent construct (see Multimedia Appendix 2). Next, the presence of bias was evaluated via differential item function (DIF) in WINSTEPS. DIF was considered notable if the DIF contrast estimate was >1.0 in absolute value and statistically significant [43,44]. Although the presence of DIF can suggest that an item is not fair or biased, significant DIF can also indicate that the groups truly differ on the construct being measured [44]. Results did not reveal evidence of DIF for gender or race (white and nonwhite). However, results suggested the presence of DIF for the Anxious Mood item between the autoimmune relapsing and psychiatric groups, whereby this item was easier to endorse for the autoimmune relapsing group. Internal consistency was good, and stability was excellent (Table 5). Results largely provided support for convergent validity (Table 6) and ability to detect change (Table 7).

**Mobility**

Absolute agreement of responses to the Walk item across the 3-day test-retest period was good (Table 5). This single-item scale was related as anticipated to comparator measures, providing support for convergent validity (Table 6). A positive correlation between the Walk item’s and the SF-20 Physical Functioning scale’s residualized change scores (see Table 7) provide support for the Walk item’s ability to detect change over time.

**Sleep**

The PCM did not evidence significantly better fit than the RSM, so the RSM was used to evaluate rating scale functioning. Assumptions of the model were met, and results suggested that the rating scale was performing as expected. The items did not show evidence of DIF for gender, race, or condition (autoimmune relapsing, psychiatric, or neurodegenerative). Internal consistency was acceptable, and stability was good (Table 5). Due to shared content, a Pearson correlation between the PHQ-9 and Sleep scale was calculated to evaluate convergent validity of the Sleep scale. Results provided support for convergent validity. Finally, the positive correlation between Sleep and the PHQ-9 Sleep item’s residualized change scores provides evidence of ability to detect change over time (Table 7).

**Abilities**

Of the Abilities items, 1 (“Over the last month, how well could you live the life you wanted to live?”) was removed because of conceptual redundancy with another item (“Over the last month, how often did you feel able to live life you wanted?”).

A global chi-square fit test demonstrated that the PCM fit significantly better than the RSM ($P<.001$). Therefore, the PCM was utilized to evaluate rating scale functioning. Results from a PCA on the probability scale residuals provided support for unidimensionality. The items exhibited acceptable item fit and similar item discriminations.

The items’ rating scales were functioning as expected, and examination of the person-to-item map suggests adequate coverage. The items did not evidence DIF for gender or race. However, results suggested the presence of DIF for the Think item between the neurodegenerative group and the autoimmune group, whereby this item was easier to endorse for patients with neurodegenerative conditions. Internal consistency was good, and stability was excellent (Table 5). Pearson correlations provided support for convergent validity (Table 6). Results largely provided support for ability to detect change (Table 7).

**Thriving**

A chi-square test demonstrated that the PCM fit significantly better than the RSM ($P<.001$). Therefore, the PCM was utilized to evaluate rating scale functioning. Of the items, 1 (“Over the last month, how often did you feel you were thriving?”) was removed because of poor model fit and discrimination (.25). Following removal of this item, another item (“Over the last month, how often did you feel able to take charge of your health?”) was also removed because of poor discrimination (.67). The remaining items evidenced acceptable levels of fit [41] and discrimination [45], as well as unidimensionality based on results from a PCA of the probability scale residuals. Results suggested that the items’ rating scales were functioning as expected.

Next, for purposes of reducing the scale length, the research team utilized theoretical (review of item content) and empirical (person-to-item map, interitem correlations) rationale to identify items for removal. As a result, 4 additional Thriving items were removed (“Over the last month, how often did you stick to the health habits you wanted to?”) was removed because of poor model fit and discrimination (.25). Following removal of this item, another item (“Over the last month, how often did you feel able to take charge of your health?”) was also removed because of poor discrimination (.67). The remaining items evidenced acceptable levels of fit [41] and discrimination [45], as well as unidimensionality based on results from a PCA of the probability scale residuals. Results suggested that the items’ rating scales were functioning as expected.

Removing these items did not result in substantial loss of reliability (from a person reliability coefficient of .92 to a person reliability coefficient of .86). The remaining 4 items evidenced good person-to-item coverage and did not evidence DIF for gender, race, or condition.

Internal consistency and stability were good (Table 5). Pearson correlations largely provided support for convergent validity (Table 6) and ability to detect change (Table 7). The PHQ-9 and SF-20 Mental Health scales’ residualized change scores were significantly related to change in Thriving scores over the 30-day period, whereas near-zero correlations were observed between change in Thriving and the remaining SF-20 scales.
Scores for the multi-item scales (Core Symptoms, Sleep, Abilities, and Thriving) are calculated by taking the average of the items. Whether or not scores are calculated when data are missing depends on how the instrument is being used. For example, PatientsLikeMe members can complete Thrive on a monthly basis to track their functioning, and composites for the Thrive domains can be calculated with missing data so long as 80% of items are completed for each domain. Of course, calculating a score with missing items can increase measurement error. Therefore, whenever possible, patients should be encouraged to answer as many items as they feel comfortable answering.

### Discussion

#### Principal Findings

PROs have the potential to move the locus of control in health care from institutions and professionals to patients themselves by enabling digital health tools that track and predict outcomes, alert their health team, support shared decision making, enable learning from their peer group, underpin systematic self-experimentation, and let them continually participate in research [46]. Building tools that motivate users to want to come back and enter data requires PROs that pay as much respect to principles of user design and user experience as they do to psychometric validity [47]. This is a new challenge for a field more used to designing instruments on paper for researchers to administer in blinded clinical trials, but it is one we will have to address to help fight the law of attrition [48] and gather sufficient data to understand their disease and make better decisions as part of a learning health system that is by the people, for the people [49].

Following established best practice for instrument development [16], we have demonstrated that a novel set of PRO items (Thrive Core Items) can adequately describe the key domains of HRQoL in adults with chronic illness in a way that is positive and aspirational. Detailed psychometric analysis was used to refine the instrument to reduce burden and redundancy, and comparison with validated generic and condition-specific legacy PRO measures suggest an acceptable degree of agreement. Many PROs used in research and clinical practice today focus almost exclusively on how bad a life patients are living as a result of disease. Given that nearly all chronic health conditions are incurable and progressive, they serve only to document an individual’s descent into infirmity. Tools that encourage a positive mindset and support goal-setting to thrive despite symptoms and disability may well be important in encouraging patients to live their best life by seeking pleasure, engagement, and meaning [50].

During our interviews, patients consistently described disease only as a problem to be managed, health as the overall state of their bodies and minds, and thriving as living the life they wanted to live. Of the participants, I remarked:

> Health incorporates disease but is bigger. Health is the ability to enjoy life with minimal impact from your conditions. It’s feeling good about life and who you are. Thriving is even more than health...it’s looking forward to each day with desire...and feeling that life is good.

After reviewing the items, most participants interviewed agreed that the Thrive Core items regarding meaning, connectedness to others, self-esteem, and coping were best at reflecting what thriving meant to them.

#### Advantages of Thrive for Digital Health

Thrive contains a number of features designed to make it appealing for use in digital health. Using consistent items across multiple conditions is supportive of patients with multiple comorbidities. For example, a patient living with both PD and MDD only needs to complete information about shared domains (such as ability to sleep) once. By contrast, in our previous PRO model, a patient would have been asked to complete not only a Parkinson-specific measure (the PDRS) but also a mood-specific measure (the mood map) and a generic HR-QoL measure (PLM-QoL), with a number of additional symptoms. The burden of this battery of instruments (100 items with 3 different recall periods, 5 different response scales, and some 3252 words to read) is dramatically reduced by Thrive (19 core items plus 22 condition-specific questions [41 total] in 924 words across consistent response scales and recall periods). Question stems and response options are short and consistent, being optimal for use on mobile displays. When deployed on PatientsLikeMe, users have the option to respond “stop asking me this” for each item, which may be particularly useful for members with quadriplegia whose condition will not improve, those who feel emotionally triggered by certain questions, or who are in good physical health but only want to track mood or other psychological symptoms. Although fewer than 1% of real-world users choose to switch off an item (internal data), interviewees felt this option offered a greater sense of control over their own experience rather than attempting to skip an item or enter false data to skip to the next screen.

#### Limitations

This study was subject to a number of limitations. Although the overall number of participants recruited was relatively large, it was a convenience sample from users of an online health community, had only a 9.5% completion rate from those invited, and there was a bias for participants to be more likely to be female and well-educated. There was significant attrition in both rounds of the 3-day retest and 30-day follow-up, which limited our ability to detect minimally important differences and may limit generalizability. Our sample was limited to English-speaking participants residing in the United States with a handful of chronic health conditions. All this limits generalizability to other populations and should be tested further. A larger, prospective, longitudinal study over a longer time course would have been preferable to establish minimally important differences and sensitivity to change. Although Thrive will be deployed with multiple items relating to both the Impact of Primary Condition and additional Impact of additional conditions related to their comorbidities, this study only asked about a single condition. This may have obscured the impact of important comorbidities.
The number of cognitive interviews conducted was a total of 12 participants; arguably we might have interviewed 12 patients for each of the 9 condition groups represented in the sample [51]. However, as we were developing a measure for chronic illness more generally rather than specific conditions, this was considered adequate, and both of our interviewers felt we had achieved saturation [52]. Interviewing over 100 participants was also considered infeasible in the time and budget allowed.

All participant data were self-reported rather than being independently validated, though previous studies suggest a high degree of agreement between patient self-report of diagnosis and confirmation via, for example, insurance claims [53]. Some of the condition-specific comparator measures used on PatientsLikeMe, and by extension, this study, were unvalidated—they were tested to further our plans to remove them from our online community but do not provide as robust tests as a validated measure would have achieved. However, the use of the widely used SF-20 and PHQ-9 make up for this shortcoming to some degree. Owing to the number of conditions and comparator measures, our reporting of convergent validity was necessarily more simplistic than desirable. Small samples for condition-specific measures such as the PLM-QoL, MSRS, and ALSFRS-R relative to the PHQ-9 or SF-20 may have obscured the strength of relationships for comparative validity in the former. Next steps for validation include deployment of the Core Thrive Items in a more representative sample of US citizens and testing of disease-specific versions of Thrive in clinical settings alongside ClinROs and objective measures such as blood tests.

Modularity for Expansion and Future Research

Analysis of comparative validity suggests that although there are moderate-strong correlations with overlapping domains from other instruments, it is unlikely that the Core items represent complete coverage of all the important domains for every condition. For example, there were only moderate correlations between the Mobility and Abilities scales with the ALSFRS-R [12], and clinical experience tells us that a measure that fails to take speech, swallowing, feeding, or breathing ability into account would be missing key data for understanding patients and their disease.

Work is already in progress to describe the development of condition-specific item banks that can be interspersed with the Thrive Core Items (Figure 2). Review of existing PROs, the clinical literature, and the patient-added symptoms of existing PatientsLikeMe users have been used to add additional domains such as tremor as a symptom in Parkinson disease, or breathing as an ability in ALS, for instance. Future studies will describe condition-specific validation of Thrive-Condition Instruments such as Thrive-ALS against legacy measures such as the ALSFRS-R [12] in more detail, with the addition of clinical and other objective biomarkers where possible. Such clinical work will also be useful in establishing minimally important differences for changes on different Thrive subscores over time and in response to treatment. The Thrive Core Items are available to members of PatientsLikeMe.com as a MonthlyMe interview, and although the psychometric validation described herein is probably sufficient to support patient self-tracking and visualization of individual items and subscores (eg, showing how an individual compares to a group of patients like them, or showing relationships between different variables), further condition-specific work is needed to confirm the tool’s validity for clinical management or proving a treatment effect in clinical trial.

Figure 2. Sample additional items for 2 conditions based on health care professional review. MS: multiple sclerosis; PTSD: posttraumatic stress disorder.

<table>
<thead>
<tr>
<th>Core instrument items</th>
<th>Sample additional items for MS</th>
<th>Sample additional items for PTSD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptom severity items</strong></td>
<td>+ Anxious mood</td>
<td>+ Balance problems</td>
</tr>
<tr>
<td></td>
<td>+ Depressed mood</td>
<td>+ Bladder problems</td>
</tr>
<tr>
<td></td>
<td>+ Fatigue</td>
<td>+ Bowel problems</td>
</tr>
<tr>
<td></td>
<td>+ Pain</td>
<td>+ Numbness and tingling</td>
</tr>
<tr>
<td></td>
<td>+ Stress</td>
<td>+ Stiffness/spasticity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ Tremor(s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+ Visual disturbance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ability items</th>
<th>Sample additional items for MS</th>
<th>Sample additional items for PTSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+ Control emotions</td>
<td>+ See</td>
</tr>
<tr>
<td></td>
<td>+ Fall asleep</td>
<td>+ Speak</td>
</tr>
<tr>
<td></td>
<td>+ Manage personal needs</td>
<td>+ Swallow</td>
</tr>
<tr>
<td></td>
<td>+ Meet responsibilities</td>
<td>+ Use your hands</td>
</tr>
<tr>
<td></td>
<td>+ Participate socially</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Stay asleep</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Think</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ Walk</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thriving items</th>
<th>Sample additional items for MS</th>
<th>Sample additional items for PTSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+ Feel connected with others</td>
<td>+ Feel motivated to do everyday things</td>
</tr>
<tr>
<td></td>
<td>+ Feel good about self</td>
<td>+ Feel hopeful</td>
</tr>
<tr>
<td></td>
<td>+ Find meaning in life</td>
<td></td>
</tr>
</tbody>
</table>
Work with partners may also involve translation into other languages (such as Mandarin Chinese) and deployment through mobile messaging platforms (such as WeChat) as part of wellness apps. Finally, future work will consider the role of treatment side effects and treatment burden as key aspects of thriving despite illness [54]. We offer the use of Thrive under Creative Commons Attribution ShareAlike International (CCSA-4.0) so that others can deploy and adapt it in their work to measure what matters most to people. Although there is always the risk in taking this approach that some users may use the instrument inappropriately (eg, by adding poor quality items or mistranslating into other languages), we believe the tangible benefits of making an instrument freely available outweigh the theoretical harms.

Conclusions
Validation is a continuous and iterative process. This study describing the development and testing of the Thrive Core Set items is the first step on a path that includes replacing all the PROs on PatientsLikeMe, testing against putative biomarkers of disease progression, and deployment on third party digital health platforms. We hope Thrive will be a key resource in the digitization of human health to improve longevity and well-being for all.
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Abstract

Background: The success of internet-based mental health interventions in practice—that is, in the wild—depends on the uptake and retention of the application and the user’s focused attention in the moment of use. Incorporating game-based motivational design into digital interventions delivered in the wild has been shown to increase uptake and retention in internet-based training; however, there are outstanding questions about the potential of game-based motivational strategies to increase engagement with a task in the moment of use and the effect on intervention efficacy.

Objective: Designers of internet-based interventions need to know whether game-based motivational design strategies can increase in-the-moment engagement and thus improve digital interventions. The aim of this study was to investigate the effects of 1 motivational design strategy (avatar customization) in an example mental health intervention (computerized cognitive training for attention bias modification).

Methods: We assigned 317 participants to either a customized avatar or an assigned avatar condition. After measuring state anxiety (State-Trait Anxiety Inventory), we randomly assigned half of the participants in each condition to either an attentional retraining condition (Attention Bias Modification Training) or a control condition. After training, participants were exposed to a negative mood induction using images with strong negative valance (International Affective Picture System), after which we measured state anxiety again.

Results: Avatar customization decreased posttraining state anxiety when controlling for baseline state anxiety for those in the attentional retraining condition; however, those who did not train experienced decreased resilience to the negative mood induction ($F_{1,252}=6.86, P=.009, \eta^2_p=.027$). This interaction effect suggests that customization increased task engagement with the intervention in the moment of use. Avatar customization also increased avatar identification ($F_{5,252}=12.46, P<.001, R^2=.23$), regardless of condition ($F_{1,252}=.79, P=.38$). Avatar identification reduced anxiety after the negative mood induction for participants who underwent training but increased poststimulus anxiety for participants who did not undergo training, further suggesting that customization increases engagement in the task ($F_{1,252}=6.19, P=.01$). The beneficial effect of avatar customization on training was driven by participants who were low in their basic satisfaction of relatedness ($F_{10,248}=18.5, P<.001, R^2=.43$), which is important because these are the participants who are most likely in need of digital interventions for mental health.

Conclusions: Our results suggest that applying motivational design—specifically avatar customization—is a viable strategy to increase engagement and subsequently training efficacy in a computerized cognitive task.

(J Med Internet Res 2019;21(1):e10133) doi:10.2196/10133

https://www.jmir.org/2019/1/e10133/
Introduction

Background

Internet-based mental health interventions are necessary to address a growing gap between an increased demand for treatment of mental health issues and the capacity of traditional therapeutic approaches to meet this growing demand [1]. It has been argued that internet-based mental health interventions have some benefits over traditional approaches, especially related to the increased accessibility of treatment (eg, because of geographical constraints of living in remote areas with access to clinical treatment), the ability to scale (eg, to seamlessly address the growing demand of people who could benefit from treatment), the ease of access (eg, through deployment of smartphones or websites), and the broad appeal (eg, to treat subclinical populations who may not qualify for treatment in health care systems that are already stretched in meeting the needs of clinical populations) [1-3].

To be successful, an internet-based mental health intervention requires good intervention design as evidenced by clinical efficacy. There are several examples of internet-based mental health applications that have demonstrated treatment effects [4,5] in randomized controlled trials (RCTs) [6-8]. However, because these mental health interventions are delivered digitally and often outside a laboratory or clinical context, success is not only defined by efficacy in research but also defined by efficacy in practice, which depends on validated implementation models and a focus on external validity—that is, demonstrated success in the context of intended use [4,5,9]. Success in practice requires uptake (ie, people have to use the applications), retention (ie, people have to use the applications over a long enough term to experience benefits), and demonstrated treatment effects under conditions of practice (ie, the clinical efficacy must translate into less controlled environments with multiple competing demands for a patient’s attention and time). These elements of demonstrated success in practice have been sources of failure for internet-based mental health interventions that have been effective in RCTs but are compromised by low uptake (ie, recruitment challenges [10]), attention (ie, failure to effectively engage participants in the moment of intervention use [11]), and retention (ie, failure in adherence over the medium term [12]) when delivered in the wild. Researchers have recently promoted a need for demonstrated success of treatment efficacy in both research and practice [5,9], and the failure to close the research-practice gap has prompted suggestions that researchers still have a lot to learn about how to implement these types of interventions in the wild [5].

Uptake, Attention, and Retention

Researchers have argued that improving the in the wild success of internet-based mental health interventions can be facilitated by improving the user experience design [5]. Internet-based applications built for the purposes of leisure or enjoyment also depend on user engagement—that is, good uptake, attention, and retention—because the microtransaction model of monetization for the companies that build these applications requires that end users chose the application (uptake), engage with it (attention), and continue to use it (retention). Various interaction design strategies have been employed by leisure application designers to improve user engagement, including gamification—that is, the use of game-based elements in nongame contexts [13], the inclusion of extrinsic rewards [14], or leveraging social pressure to engage [15]. On the basis of increasing a user’s motivation by increasing their enjoyment of and invested effort in engaging with an application, these types of interaction design strategies are part of a growing field of research on motivational design for interactive technologies that have also been recently applied to the context of digital intervention design.

For example, applying motivational design principles has been shown to foster engagement with a 12-week neurofeedback treatment for children with fetal alcohol spectrum disorder [16], to increase motivation to use a stroke rehabilitation program [17], and to improve enjoyment of a social physical activity intervention for children with cerebral palsy [18]. Furthermore, a series of studies employing avatar customization (a motivational design strategy built on increased autonomy and identification) was shown to increase enjoyment of and effort invested in a game for training [19], to increase the time spent (free choice) in a game [20], and to combat attrition in an internet-based daily breathing exercise deployed over 3 weeks [21].

Engagement in the Moment of Use

Previous work has suggested that motivational design principles could be employed to help close the research-practice gap for the design of internet-based mental health interventions by improving user engagement with the application [2]; however, prior work that led to these ideas has measured success through 2 approaches: first, by focusing on subjective measures of motivation, such as increased enjoyment of the intervention or perception of effort invested in the task (eg, [19]), and second, through metrics that operationalize intervention usage statistics, such as the time spent in treatment or number of returning sessions (eg, [21]). However, there is a third approach to characterizing success of motivational design as applied to digital interventions that has been underserved, that is, metrics that characterize increased engagement with the task in the moment of use. As researchers, we must differentiate between motivational design that results in greater exposure to treatment (ie, more time spent in training, more adherence)—which should result in improved efficacy through mere exposure and motivational design that fosters task engagement in the moment (eg, greater attention and focus and reduced response to distraction)—which should improve treatment efficacy without an accompanying increase in exposure.

In this paper, we employ 1 motivational design strategy (avatar customization) in an example mental health intervention (computerized cognitive training, CCT) to demonstrate that motivational design principles can not only improve exposure...
to treatment through greater uptake and retention but that they can improve focused engagement in the moment of intervention use.

Computerized Cognitive Training as a Mental Health Intervention

CCT is one approach to intervention design with a focus on improving specific aspects of cognition. Feasibility studies on CCT have shown to improve memory, self-control, reasoning, attention bias, and processing speed [22]; CCT has successfully been applied in clinical research to combat mental illness and cognitive deficits in disorders such as dementia [23], depression [24-26], neurodegenerative diseases [26], attention-deficit/hyperactivity disorder (ADHD) [27], and brain injury [28]. The most common CCT tasks are the Go/No-Go task [29], memory training [30], and the Attention Bias Modification Training (ABMT) task [31]. For example, Go/No-Go tasks require participants to inhibit responses under changing conditions (eg, in a fast-paced task, press L when a red box appears, but inhibit pressing L when a green box appears). Go/No-Go paradigms have been applied to the training of executive function [32], and research suggests that the paradigm can improve hyperactivity symptoms for children with ADHD [33] and reduce undesirable food intake when applied in the context of eating behavior [34].

Another approach to cognitive retraining is through attention bias modification [35], which exposes participants simultaneously to negative and neutral stimuli but reinforces an attentional shift toward neutral stimuli by presenting target probes behind only the neutral stimuli. ABMT has been shown to be an effective technique to shift a participant’s attention away from negative stimuli, to decrease self-reported anxiety, and to decrease the response to negative stimuli [31,36,37]. Although lab-based ABMT training has been shown to be effective [36], internet-based ABMT has generally not been shown to be effective, suggesting that the training task itself might require adjustment before dissemination over the internet [38]. In the case of training tasks that require the full attention of the patient, the lack of control over distractions and attention in the environment present in internet-based interventions may compromise treatment efficacy when delivered in the wild; for CCT to be fully effective, participants need to be vigilant, psychologically present, and engaged in the task.

CCTs have shown moderate-to-large effect sizes for improving attention, working memory, and global functioning [24]. However, to show effects in the wild, CCTs need to be designed in ways that maximize user engagement in the moment. Being inattentive, unfocused, or distracted will diminish the efficacy of attention-based training [39,40]. When CCT is applied in studies or during a session with a therapist, participants are externally regulated to focus on the task; however, this external regulation is drastically lessened when people engage in cognitive training during a commute, at home, or while they have a few minutes waiting in line. To support the success of internet-based mental health interventions in the wild, researchers need to ask, how can we increase in-the-moment engagement to compensate for inattentiveness and distraction in the wild and subsequently improve training efficacy?

Engagement

Although internet-based mental health applications have increased the accessibility of treatment, their use still requires participant engagement and effort [11]. Theories of motivation provide guidance on how to design applications to maximize engagement. Self-Determination Theory (SDT), a well-established theory of human motivation [41], postulates that competence, relatedness, and autonomy are 3 predictors of motivation, which is expressed in terms of enjoyment, engagement, and effort. Competence—experiencing mastery over a task, autonomy—volitionally engaging in a task, and relatedness—experiencing connectedness to others—predict engagement and have been shown to be positively related to treatment outcome [11]. For example, clients who engage in therapy out of personal choice, that is, autonomy, are more likely to benefit from therapy. Increased volitional engagement has been shown to increase adherence and treatment efficacy [42].

Designing for Engagement

Multiple strategies have been applied to foster volitional engagement in a digital context. For example, gamification—the application of game elements in a nongame context [13]—has successfully been applied to increase volitional engagement in a variety of contexts [43]. Game-based training has been shown to improve working memory capacity [44], task switching ability (Ibid), visual short-term memory (Ibid), verbal reasoning (Ibid; [45]), visuospatial reasoning [46,47], response selection [48], visual attention [49,50], reaction time [51,52], and choice reaction time [53,54].

In a similar vein, persuasive technology uses strategies to bring about change by shaping or reinforcing behaviors or attitudes [55]. Two strategies commonly employed in persuasive technologies are personalization [56,57]—which is system-initiated tailoring that offers content or services personalized to an individual—and customization [56,58]—which is a system that supports user-initiated tailoring of content or services. Sundar et al [59] argue that although personalization will increase the relevance of content for individuals using an interactive system, customization yields systems and content that are not only relevant but also boost the agency and self-determination of the individual because it is they themselves who perform the tailoring. Personalization and customization have both been discussed as techniques to increase long-term engagement with internet-based interventions for mental health [21,60].

Customization fosters autonomy, a sense of control, and a sense of identity, making the person feel relevant in the context of their interaction [59]. As previously described, a series of studies employing avatar customization (which facilitated avatar identification) showed increased enjoyment of and effort invested in a game for training [19], increased the time spent (free choice) in a game [20], and combatted attrition in an internet-based daily breathing exercise deployed over 3 weeks [21]. Together, these studies show improvements in subjectively measured motivation and objectively measured motivation in terms of the time spent with the application and number of return sessions in a 3-week intervention; however, there was
no attempt to demonstrate improved treatment efficacy as a result of the increased engagement with the application in the moment of use. There was no differentiation between how the motivational design resulted in greater exposure to treatment and how the motivational design fostered task engagement in the moment (eg, more effort invested, better attention and focus, or reduced response to distractions), which should improve treatment efficacy without an accompanying increase in exposure.

Current digital mental health interventions require the attention and motivation of patients [5], which are unfortunately also characteristics that are in short supply for people who suffer from depression and could benefit most from treatment (Ibid). Previous work showed that avatar customization can increase motivation to engage with a training application and thus increase the time spent in training. In this paper, we suggest that employing motivational design principles—specifically the use of avatar customization—can increase the efficacy of a Web-based ABMT task by increasing task engagement in the moment of training, without requiring additional exposure to the treatment.

Methods

Research Questions

We conducted an online study in which we asked half of the participants to customize an avatar; the other half were assigned a generic avatar. Each avatar group performed an ABMT task—half of the participants in each group were trained to preferentially attend to neutral over negative stimuli, the other half were not. Trained participants should be more resilient to subsequent negative stimuli; thus, participants were all subjected to a negative mood induction (viewing gruesome images) after completing the ABMT task and completed state anxiety scales before training and following the stimulus. Our experiment was a 2 (avatar: customized, generic) by 2 (attentional training, no training) between-subjects design; see Figure 1. Being inattentive, unfocused, or distracted will diminish the efficacy of attention-based training; thus, we ask whether the increased in-the-moment engagement as a result of avatar customization can improve training efficacy.

The following research questions (RQs) guided our analyses:

RQ1: Does customization improve the efficacy of attentional retraining?

RQ2: Does customization increase identification for trained and nontrained participants?

RQ3: Does avatar identification increase the efficacy of attentional training?

RQ4: Does training efficacy vary depending on basic needs satisfaction?

Customization Using an Avatar Creator

To introduce customization, we used an avatar creator that has been shown to facilitate intrinsic motivation and invested effort in a game [20]. Participants were asked to create an avatar, choose its gender, and adjust its appearance, personality, and attributes (characteristics) in the same manner as described in the study by Birk et al [20]; see Figure 2. A minimum of 4 min in the character creator were required, but participants could take longer if they wished. After customizing their avatar, participants were shown a summary of their character.

We presented half of our participants with the avatar creator; the other half were assigned an avatar that had generic features and medium hair and skin color (see Figure 3). Participants were asked their gender in a demographics survey; those who answered male or female were assigned an avatar of the same gender. Those who answered other (n=3) were then asked to choose a gender for their digital representation. For both generic and customized avatars, we created and stored 2 facial expressions: 1 neutral face and 1 angry face (see Figure 3). The faces were created by adjusting the 3D model of the face using an algorithm based on Ekman facial action coding system [61]. Due to the differences in facial geometry between male and female faces, there were 2 algorithms (1 for male, 1 for female), and all avatars of the same gender had the same algorithm applied. Once the avatars were customized or assigned, participants completed the ABMT task.

Attention Bias Modification Training Task

In each trial of the ABMT task [31], a fixation cross was presented for 500 ms centered in the screen. Following the presentation of the fixation cross, 2 avatar faces were displayed: 1 with a neutral facial expression and 1 with an angry expression. One face was displayed above the cross and 1 was displayed below the cross. After the faces were presented for 500 ms, they disappeared, and a probe was displayed behind one of the faces. The probe indicated either a right arrow or left arrow, and participants were asked to press the corresponding arrow key on the keyboard as quickly as possible. After pressing the left or right arrow key, an intertrial interval, showing a white screen, was displayed for 500 ms. The next trial started immediately with the presentation of the fixation cross. See Figure 4.
**Figure 1.** Experimental flow from consent (top) to debriefing. The experimental conditions are highlighted in grey. The negative mood induction is highlighted in orange. BPNS: Basic Psychological Need Satisfaction; ABMT: Attention Bias Modification Training.

**Figure 2.** Picture of the avatar creator displaying the customization tool box on the left and a female avatar on the right.
Figure 3. Customized (top) and generic (bottom) male and female avatars with neutral and angry facial expressions.

Figure 4. Attention Bias Modification Training trials. From left to right: fixation cross (500 ms), neutral/angry face (500 ms), probe (participants response), and intertrial interval (500 ms).

Attention Bias Modification Training: Training/No Training

Before beginning the ABMT task, participants were guided through a tutorial of 10 trials of neutral faces to learn the mechanics of the task. Participants were prompted to focus on the fixation cross and could only proceed if they pressed the correct arrow key as indicated by the probe.

Following the tutorial, the ABMT task was presented in 7 blocks: 1 preassessment block, 5 consecutive training/no training blocks, and a postassessment block. During each block, participants completed 96 trials (672 total). After each block, participants had a 6-second break, while being notified that the next block was about to start. This was done to indicate progress through the task.

We used 2 image sets of 4 avatar faces (2 male, 2 female) for the pre- and postassessment blocks; the order of the presentation of the 2 image sets was fully counterbalanced to avoid order effects. The avatars were selected from user-generated avatars from a previous study [20]. The presentation of sex (male,
female), position (top, bottom), probe location (angry, neutral), and probe direction (left, right) was fully balanced over the 96 trials.

In the ABMT training condition, probes only appeared behind neutral faces, with the intent to shift participants’ attention toward neutral stimuli. In the no training condition, participants were exposed to a fully balanced probe presentation similar to the assessment condition in which 50.0% (240/480) of the probes appear behind the neutral faces and 50.0% (240/480) behind the angry faces. See the study by Hakamata et al [31] for a detailed description of the ABMT task.

After each of the 7 trail blocks, participants completed a mood scale with 7-point agreement to 4 states (I feel: relaxed, happy, depressed, anxious) representing the 4 corners of arousal-valence space [62].

**Trial Removal and Logging**

Incorrect responses to the probes were removed from subsequent analysis because they show that the participant did not pay attention in the trial. Individual trials were also removed when participant’s response time was greater than 3 SDs of their own mean performance over both assessment blocks. We logged the position (top, bottom), gender (male, female), and expression (angry, neutral) of the probe location; the response time (in ms); and the correctness of the probe response (true, false).

**Negative Mood Induction**

To measures resilience to a negative mood induction, we presented 20 negative images from the International Affective Picture System (IAPS; [63])—ID: 2703, 3010, 3015, 3225, 3230, 3350, 3530, 3550.1, 9040, 9265, 9301, 9410, 9420, 9433, 9490, 9500, 9570, 9611, 9635.1, and 9901. Images were selected based on valence (mean=2.01, SD=0.5, min=1.51, max=3.60) and arousal (mean=5.92, SD=0.63, min=4.34, max=7.16). To ensure that participants looked at the images, we asked them to rate each image using the valence and arousal scales of the visual self-assessment manikin [64]—valence and arousal scales were sequential to increase the time spent looking at each image. IAPS images have previously been used as a negative mood induction in the context of the ABMT [31]. Descriptively, participants show a similar response to the negative images as with normative IAPS ratings (valence: mean=1.91, SD=0.62, min=1, max=4.05; arousal: mean=4.97, SD=1.215, min=1, max=7), indicating that the images were perceived as expected.

**Participants and Deployment Platform**

We recruited 317 participants through Amazon’s Mechanical Turk (MTurk). MTurk acts as a broker between parties offering a range of human intelligence tasks and paid workers. Although MTurk has been shown to be reliable as a recruitment tool for research [65-67], we excluded participants from analysis if they were not performing the task with care, which we determined in multiple steps. We removed 33 participants based on missing trials (indicating technical difficulties) or too many trials (indicating that they reloaded the task part way through). Then, we calculated variance within each survey subscale and removed participants (n=8) from subsequent analyses who demonstrated response variance greater than 3 SDs above mean variance on 3 or more questionnaire subscales. Having high variance within a subscale is indicative of not paying attention to the survey questions and the reverse-coded items. We also removed participants from subsequent analyses who completed 2 or more questionnaires with an average time below 1 SD of the average response time (n=10). Finally, we removed participants who spent more than 2 min answering the state anxiety questionnaire after the negative mood induction (n=4), as it would indicate that they were taking time to recover while answering the questions.

After the outlier participants were excluded, 262 participants remained. As we controlled our analysis for age and gender, we also excluded the 3 participants who identified their gender as other, leaving 259 participants (51.0% [132/259] female, mean age=35.3 years, SD=11.5) in all of our analyses. Participants received compensation of US $10 for their participation. Ethical approval was obtained from the University of Saskatchewan behavioral research ethics board, and participants were asked to give informed consent at the beginning of the task. To comply with ethical guidelines, the task was only available to workers who were older than 18 years. Additionally, only workers from the United States with an approval rate above 90% were offered the task as a means of quality control, and a trigger warning was provided at multiple points before the negative images being presented.

**Measures**

Identification was measured using the avatar-related subscales of similarity identification, embodied identification, and wishful identification from the Player Identification Scale [68]. Participants rated their agreement to identification-related statements—“My character is like me in many ways”—on a 7-point Likert scale. Identification has been shown before to be an important construct factor when customizing avatars [20].

State anxiety was measured using the state scale from State-Trait Anxiety Inventory (STAI; [69]). Participants rated how well statements—for example, “I’m calm”—described their current state on a 4-point scale from “Not at all” to “Very much.” STAI has been successfully been used before in research on resilience to negative affect [70].

Basic needs satisfaction was measured using the Basic Psychological Need Satisfaction (BPNS; [71]) scale. BPNS scale includes subscales for the basic satisfaction of competence, autonomy, and relatedness, as 3 ongoing needs that when satisfied lead to optimal development and function. Participants rated their agreement to statements—“People I know tell me I am good at what I do”—on a 7-point Likert scale. The scale has been used before in research on resilience to negative affect [71].

**Procedures**

Participants were informed about time (60 min) and payment (US $10), procedure, and the fact that the study included gruesome imagery. After giving consent, participants were asked to fill in questionnaires on their demographics, basic needs satisfaction, and the questionnaire for baseline state anxiety.
Table 1. Descriptive statistics for dependent and control variables displayed by avatar customization and training condition.

<table>
<thead>
<tr>
<th>Avatar customization</th>
<th>ABMT&lt;sup&gt;a&lt;/sup&gt; training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No training</td>
</tr>
<tr>
<td><strong>STAI&lt;sup&gt;b&lt;/sup&gt; (pre), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>1.95 (0.56)</td>
</tr>
<tr>
<td>Customization</td>
<td>1.94 (0.58)</td>
</tr>
<tr>
<td><strong>STAI (post), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>2.37 (0.59)</td>
</tr>
<tr>
<td>Customization</td>
<td>2.55 (0.58)</td>
</tr>
<tr>
<td><strong>Identification, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>2.63 (1.35)</td>
</tr>
<tr>
<td>Customization</td>
<td>4.11 (1.33)</td>
</tr>
<tr>
<td><strong>Relatedness, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>4.97 (1.29)</td>
</tr>
<tr>
<td>Customization</td>
<td>5.15 (1.02)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>37.75 (10.83)</td>
</tr>
<tr>
<td>Customization</td>
<td>32.2 (9.29)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>33 (51.6)</td>
</tr>
<tr>
<td>Customization</td>
<td>39 (54.9)</td>
</tr>
<tr>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>No customization</td>
<td>31 (48.4)</td>
</tr>
<tr>
<td>Customization</td>
<td>32 (45.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ABMT: Attention Bias Modification Training
<sup>b</sup>STAI: State-Trait Anxiety Inventory

Participants were then assigned to 1 of the 4 conditions: customized avatar/ABMT training, customized avatar/no ABMT training, generic avatar/ABMT training, and generic avatar/no ABMT training. For descriptive statistics, see Table 1.

Depending on the condition, participants either customized an avatar or were assigned a generic avatar and started immediately with the ABMT tutorial. After the tutorial, all participants did a block of preassessment trials with 1 of the previously described image sets. Following this initial block, half of the participants received 5 blocks of attentional retraining, with probes only behind neutral faces, whereas the other half completed 5 blocks, with the probe appearing equally behind neutral and angry faces. All participants performed 1 block of post assessment after training/no training with the other image set. Following assessment, all participants were exposed to the negative mood induction using the gruesome IAPS images. Following the negative mood induction, participants filled in the post state anxiety questionnaire. Finally, participants provided information about how much they identified with the avatar face that was used for training/no-training. Participants were then debriefed about the purpose of the experiment and were directed to adorable images of baby animals if they wanted to combat the negative mood induced by the IAPS images. See Figure 1 for the experimental flow.

**Data Collection and Analysis**

All data were logged to a database on a server at the University of Saskatchewan and were analyzed using Statistical Package for the Social Sciences (SPSS) version 24 (IBM Corp) with the process macro for moderation and mediation analyses [72].

Before analyzing the effects of training and customization on anxiety, we analyzed the block-based mood ratings to ensure that the different conditions did not directly induce different vulnerability to the negative mood induction. There were no significant interactions with either avatar customization or training, implying that the conditions did not directly influence mood (see [73]).

We computed 4 models. First, we investigated the role of avatar customization and attentional retraining on state anxiety after the negative mood induction. We use an analysis of covariance (ANCOVA) with avatar (customized, generic) and attentional retraining (training, no training) as factors on the dependent
measure of state anxiety measured after the negative mood induction.

The ANCOVA allowed us to control for levels of state anxiety before attentional retraining, age, and sex by including these variables as covariates. ANCOVAs have been shown to have higher power in randomized studies with a baseline compared with using repeated measures analysis of variances (ANOVAs) [74].

The next 3 regression models were all controlled for baseline state anxiety, age, and gender. In our second model, we considered whether avatar customization (X) predicts identification (Y) and whether training (M) moderates this relationship (model=1; [72]). The link between avatar customization and identification has been previously established [20,75].

Third, we considered whether identification (X) predicts anxiety (Y; post negative mood induction) and whether training (M) moderates this relationship (model=1; [72]).

Finally, we conducted a moderated moderation (model=3; [72]). We considered whether avatar customization (X) predicts anxiety post negative mood induction (Y), whether this relationship is moderated by baseline need satisfaction (M), and whether that moderation is moderated by training (W). A moderated moderation model is similar to a 3-way interaction in an ANOVA but allows for the inclusion of continuous variables as factors.

**Results**

We created 4 statistical models, as described above, and used these models to answer a series of research questions.

**RQ1: Does Customization Improve the Efficacy of Attentional Retraining?**

Participants in the ABMT training group who customized their avatar should show increased resilience to negative stimuli. An ANCOVA controlling for pretraining anxiety, age, and gender showed a significant interaction between avatar customization and attentional retraining on anxiety measured after the negative mood induction ($F_{1,252}=6.86$, $P=.009$, $\eta^2=.027$). Bonferroni-corrected post hoc tests showed that training reduces state anxiety only when participants used a customized avatar ($P=.04$); when a generic avatar was used, training was not more effective than no training ($P=.10$). This result suggests that attentional retraining is more effective when participants were allowed to create a customized avatar and were presented with personalized stimuli (see Figure 5).

Although the interaction of avatar and training shows a significant effect, the partial eta-squared value ($\eta^2=.027$) implies a small effect. The large interaction on poststimulus anxiety ($R^2=.401$) is mostly explained by baseline anxiety ($\eta^2=.353$). However, when looking at the model by individual effect sizes of the included variables (age, gender, training, avatar, and the interaction of training and avatar), we find that age ($\eta^2=.032$) and gender ($\eta^2=.030$) both show small effects. Training and avatar (both not significant) explain almost no variance ($\eta^2<.001$ and $\eta^2=.001$, respectively). The interaction of avatar and training ($\eta^2=.027$) shows an effect similar in size to the effects of major demographic variables (i.e., age and gender) on anxiety.

These results are in line with previous research, showing that customization increased identification with a digital representation, and as a result increased positive affect, task enjoyment, invested effort, and motivated behavior measured as time spent in a free choice game [20], and that these effects are of a similar size as the effects of major demographic variables.

**RQ2. Does Customization Increase Identification for Trained and Nontrained Participants?**

We investigated the prediction of avatar customization on avatar identification, moderated by training. The model was significant ($F_{5,252}=12.46$, $P<.001$, $R^2=.23$). Customization predicts identification (beta=.651, $P<.001$); however, the nonsignificant interaction with training ($F_{1,252}=0.79$, $P=.38$) shows that the prediction does not depend on whether the probe appeared under angry or both angry and neutral faces (see Figure 6).

**RQ3. Does Avatar Identification Increase the Efficacy of Attentional Training?**

We investigated the prediction of avatar identification on anxiety measured after the negative mood induction, as moderated by training. The model was significant ($F_{6,252}=28.49$, $P<.001$, $R^2=.40$). There was neither a significant main effect for identification ($P=.99$) nor for training ($P=.81$). However, the interaction between identification and training ($F_{1,252}=6.19$, $P=.01$) shows that for participants who underwent training, identification tends to reduce anxiety, that is, increases training efficacy; however, for participants who did not undergo training, the trend is in the other direction—greater identification increases anxiety (see Figure 5).

**RQ4. Does Training Efficacy Vary Depending on Basic Needs Satisfaction?**

We showed in R1 that avatar customization and training interact to yield lower anxiety. Now we ask whether this effect is being driven by participants with varying levels of basic psychological needs satisfaction. We used basic satisfaction of relatedness as it has been shown to be an important predictor of depression, addiction, and other mental disorders [76]. A moderation model with the predictor avatar (X) on state anxiety (Y) moderated by satisfaction of relatedness (M) and then moderated by training (W) was significant ($F_{10,248}=18.5$, $P<.001$, $R^2=.43$); we controlled for baseline state anxiety, gender, and age. As expected, the interaction between avatar and training was significant ($P=.007$). Most interestingly, the interaction between satisfaction of relatedness, avatar, and training also was significant ($P=.02$). This 3-way interaction showed that the interaction between avatar customization and training is more pronounced for those lower in satisfaction of relatedness (see Figure 7).
Participants with lower relatedness satisfaction were driving the significant interaction between avatar customization and training, which is a meaningful result, as these are the participants who are most likely to be in need of a mental health intervention in the first place [76].

Discussion

We summarize our findings, contextualize them in theory, and discuss the implications, limitations, and opportunities for future work.

Principal Findings

The results revealed 4 main findings:

1. First, avatar customization increased resilience to a negative mood induction for participants who trained attentional bias, compared with those who did not train attentional bias. Thus, avatar customization improved training efficacy, presumably as a result of increased in-the-moment engagement.

2. Second, avatar customization increased avatar identification, regardless of whether or not participants trained attentional bias.

3. Third, avatar identification tended to reduce anxiety after the negative mood induction for participants who underwent training but tended to increase poststimulus anxiety for
participants who did not undergo training, suggesting that customization increases in-the-moment engagement.

4. Fourth, the beneficial effect of avatar customization on training is being driven by participants who are low in their basic satisfaction of relatedness, which is important because these are the participants who are most likely in need of digital interventions for mental health.

Explanation of Findings

Our findings suggest that attentional retraining is improved when participants are more engaged and invested in the task. On the basis of prior research [20], we assume that increased motivation and willingness to invest effort increases attention to the task and efficacy as a result. We further explain potential mechanisms of why avatar customization increased treatment efficacy.

Self-Determined Experience

The results presented in this study and previous research using avatar customization [20] show that customization increases identification and that identification positively predicts task engagement. Engagement can be understood as an increase in participants’ invested effort, a central construct in describing intrinsic motivation and task engagement [77]. Research on motivation [78,79] suggests that invested effort depends on factors related to the experience itself, in particular, whether or not the interaction satisfies our needs for competence (ie, feeling a sense of mastery over challenges), autonomy (ie, experiencing the choice to engage under our own volition), and relatedness (ie, feeling connected to others) [80]. In our experiment, we aimed to increase motivation by manipulating choice as a means of increasing autonomy, that is, participants either customized an avatar or they were assigned a generic avatar. Exercising choice has motivational benefits, increasing the sense of volitional control and ownership over analog and digital objects [81,82].

SDT further suggests that intentionally engaging in a task is an important predictor of outcome—presumably because of the increased attention and focus paid to the task at hand. A more positive attitude toward the task—facilitated, for example, by feeling volitional control over the content or ownership over objects—may lower cognitive resistance to engagement. Participants in the customization condition may have been less likely to reject engaging with the task simply because it did not appeal to their preferences. The ABMT—like other CCT tasks—is not a particularly entertaining task, so frustration and boredom have the potential to undermine the positive effects of the training; however, we assume potential boredom and frustration are partially counteracted by the positive effects of customization.

Personalized Experience

We have argued that avatar customization increased efficacy by increasing autonomy and invested effort or by improving attitude and feelings of control. In addition, the customized avatar condition presents tailored stimuli, that is, customized avatar faces with neutral or negative expressions, during the training phase. Tailoring (through customization or personalization) is a persuasive strategy that has been used, for example, to increase motivation to play serious games [83] and to improve the efficacy of serious games for changing attitudes, intentions, and self-efficacy around healthy eating behavior [84]. The personalization of the stimuli in our experiment may have directly affected participants’ perception of the stimuli, making the stimuli’s emotions (neutral, negative) more salient to them.

Individual Differences

Our results suggest that the customized avatar increases engagement in the moment of use and subsequently training efficacy; however, we also show that the improvements resulting from avatar customization were most pronounced for those participants who experience low satisfaction of relatedness, that is, people who feel less connected to others, experience less support, or even feel lonely. Our intervention facilitates choice but enhances the experience of relatedness in the application. Although we did not explicitly measure relatedness satisfaction during the task, prior research has shown that customization can facilitate feelings of connectedness with a digital representation [80]. Increased satisfaction of relatedness might have improved engagement with the training task involving an avatar. This is important because loneliness, feelings of social exclusion, and feeling disconnected from supportive social groups are predictors of vulnerability for many mental health conditions such as depression and anxiety [85].

Increased Engagement With No Training

Avatar customization increased resilience to negative stimuli after the attentional bias modification training (ie, saw probes appear only under neutral faces); however, we also observed that the group that used avatar customization without training (ie, saw probes appear under both angry and neutral faces) was actually more susceptible to the negative mood induction. These results suggest that avatar customization increased task engagement, independent of the training condition. For participants who trained, this resulted in better resilience to the negative stimuli than those who trained with a generic avatar face; however, for participants who did not train, this likely resulted in them investing more attention overall and this being more susceptible to the negative mood induction than those who did not train using the generic avatar faces. This interaction result is not surprising, considering prior evidence of the relationship between avatar customization, identification, and motivation [20] in increasing task engagement, and further supports our arguments for customization as a motivational design strategy that can increase in-the-moment engagement.

Blending and Extending Existing Therapeutic Approaches

There are a variety of existing approaches to maximize the efficacy of internet-based interventions in mental health. For example, blended interventions, that is, interventions that blend internet-based forms of therapy with the interleaved presence of a therapist, have been shown to decrease the load on therapists and are similar in effect to traditionally delivered cognitive-behavioral therapy (CBT) programs [86,87].

Stand-alone internet-based CBT programs [88,89] have also been evaluated in RCTs and have shown promise for the
improvement of mental health and well-being. For example, modular internet-based CBT programs such as MoodGYM [6], SilverCloud [90], or the mobile-based suite IntelliCare [3] have been shown to successfully improve mental health in cases of depression or anxiety. However, limitations of internet-based CBT programs such as the reading and language requirements, financial and time costs of localization, and the required time investment that is difficult for users to achieve suggest that other approaches might need to be deployed in tandem. Furthermore, CCTs such as ABMT have been applied adjacent [91] to internet-based CBTs, showing potential in blending approaches.

Although our study only considers customization in the context of bias modification, there are other approaches to internet-based intervention design that may benefit from the increased task engagement that we demonstrate. For example, including customized avatars to guide a patient through a CBT application or including other personalized stimuli could potentially increase engagement in the moment or result in increased adherence, as suggested by Birk et al [21]. Or consider digital phobia treatments that expose patients to fear-inducing stimuli (eg, [92-94]), which could be even more effective if patients are able to customize the presented stimuli, thereby increasing salience in an individual patient’s personal context. And finally, consider narrative-based therapeutic applications for people who suffer from post-traumatic stress disorder, which walk a patient through their experiences and help them to reframe the traumatic event (eg, [95,96]). Supporting patients to personalize the narrative, graphical objects, and other intervention elements could increase the efficacy of this important type of mental health intervention.

Until we validate innovative methods, adapting well-evaluated approaches to be delivered at scale is a safe and promising way forward. Exposing people to techniques that are not ready for use as treatment has associated dangers, whereas investigating subtle adaptations to existing approaches—such as interface customization applied to existing treatments—may improve and optimize established interventions.

Interface customization is not an intervention in itself but rather an enhancement that can be applied across a range of existing interventions. From the perspective of implementation medicine—the branch of medicine that asks if a research result should be implemented in practice [97]—it is a requirement to have evidence-based proof that a technique is either more effective than prior techniques or at least provides equal effectiveness with a lower investment of time and/or money [98]. Our research shows that tweaks to existing interventions such as adding customization can significantly improve in-the-moment engagement.

**Supporting Motivation in the Immediate and Long Term**

In this research, we show how avatar customization can increase task engagement and focused attention in the moment of application use. Motivational theories—such as SDT—describe how fostered autonomy can increase the effort invested in a task, which we suggest results in subsequent task engagement during intervention use. In contrast, our previous work on avatar customization has shown increased adherence to a daily training regimen over a medium-term (3-week) breathing intervention [21]. It is important to distinguish the motivational benefits that accrue from increased exposure to treatment (ie, through increased log-ins or more persistent usage) and those that result from increased attention in the moment of intervention use, without any accompanying increase in treatment exposure. Customizing avatars has been shown to increase motivation both in terms of increased treatment exposure through retention [21] and—in this paper—through focused attention in the moment. Additionally, personalization has been explored as an approach to enhance long-term engagement in the context of digital interventions for mental health [60]. Further work is needed to explore the potential additive effects of these 2 approaches in increasing motivation and to explore the mediating motivational factors (eg, attention, enjoyment, and effort) that could explain the improved outcome observed in this study.

**Limitations and Future Work**

Our study has limitations that we intend to address in future work.

First, identification occurs in multiple ways, that is, wishful, similarity, and embodied identification [99]; in this paper, we did not manipulate the different aspects of identification, which potentially could enhance or diminish the efficacy of customization. Using, for example, nonhumanoid representations in a customization procedure might differentially affect identification and efficacy of a subsequent task. We plan to investigate different types of customization to explore the differential effects of identification types on intervention efficacy and to determine whether customization of other interface elements (beyond faces) can have the same benefits.

Second, the experimental context needs to be considered for the interpretation of our results; participants were recruited using a crowdsourcing platform and were paid for their participation, which creates a different experience than being exposed to attentional retraining as part of a therapy for participants who are in need of treatment.

Third, the attention bias modification task is only 1 potential digital intervention. Enhancing efficacy through customization needs to be tested across various interventions. Enhanced engagement through customization will particularly benefit interventions that rely on focused attention, such as cognitive tasks like the ABMT. How customization can integrate with other therapeutic approaches (eg, CBT-based interventions) remains to be investigated. Our technique requires very little effort to implement but shows significant changes of efficacy. How to leverage volitional engagement to best increase the efficacy of a variety of interventions is a promising direction; however, more systematic research on the limits of customization for in-the-moment task engagement needs is required.

Fourth, our study does not distinguish whether the effects are a result of participants coping better with the negative mood induction post training or if the effects are a result of the training itself. The former would suggest that the participants developed better strategies to disconnect from maladaptive thought processes, whereas the latter suggests that training helps
participants protectively shift attention away from negative cognitions.

Fifth, this study focuses on the effects of in-the-moment engagement. However, many tasks (including ABMT) require frequent repetitions, for example, being used for 30-min daily. Although previous work suggests that avatar customization has positive effects on long-term engagement [21], we did not specifically investigate the effects of avatar customization over the long term in this study.

Conclusions
Mental illness is increasing, yet therapies have not adapted to meet the growing demand. Computerized interventions delivered at scale have the potential to ease clinical demand and interventions accessible for those who do not qualify for traditional therapies or cannot access or afford them. However, the efficacy of computerized training cannot be sacrificed in service of a wider reach. Our results suggest that increasing in-the-moment engagement through interface customization and personalization can increase training efficacy.

We asked participants to complete online ABMT with a customized avatar or an assigned generic avatar. ABMT helps people shift their attention away from negative stimuli and has been shown to increase affective resilience to a subsequent negative mood induction (eg, rating gruesome images). Our results showed that a version of the ABMT using customized interface elements generated through avatar customization increased resilience to a subsequent negative mood induction, suggesting that avatar customization increases in-the-moment engagement, and subsequently training efficacy. Furthermore, the customization benefits were particularly pronounced for participants with low satisfaction of relatedness, who are most at risk for developing mental illness.

Digital interventions delivered at scale offer a promise of increasing the reach of mental health treatment to a greater number of people in a wider range of places. Our work shows that avatar customization may help to improve the efficacy of existing and future training programs delivered in the wild.
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Abstract

Background: Patient falls are a major problem in hospitals. The development of a Patient-Centered Fall Prevention Toolkit, Fall TIPS (Tailoring Interventions for Patient Safety), reduced falls by 25% in acute care hospitals by leveraging health information technology to complete the 3-step fall prevention process—(1) conduct fall risk assessments; (2) develop tailored fall prevention plans with the evidence-based interventions; and (3) consistently implement the plan. We learned that Fall TIPS was most effective when patients and family were engaged in all 3 steps of the fall prevention process. Over the past decade, our team developed 3 Fall TIPS modalities—the original electronic health record (EHR) version, a laminated paper version that uses color to provide clinical decision support linking patient-specific risk factors to the interventions, and a bedside display version that automatically populates the bedside monitor with the patients’ fall prevention plan based on the clinical documentation in the EHR. However, the relative effectiveness of each Fall TIPS modality for engaging patients and family in the 3-step fall prevention process remains unknown.

Objective: This study aims to examine if the Fall TIPS modality impacts patient engagement in the 3-step fall prevention process and thus Fall TIPS efficacy.

Methods: To assess patient engagement in the 3-step fall prevention process, we conducted random audits with the question, “Does the patient/family member know their fall prevention plan?” In addition, audits were conducted to measure adherence, defined by the presence of the Fall TIPS poster at the bedside. Champions from 3 hospitals reported data from April to June 2017 on 6 neurology and 7 medical units. Peer-to-peer feedback to reiterate the best practice for patient engagement was central to data collection.

Results: Overall, 1209 audits were submitted for the patient engagement measure and 1401 for the presence of the Fall TIPS poster at the bedside. All units reached 80% adherence for both measures. While some units maintained high levels of patient
engagement and adherence with the poster protocol, others showed improvement over time, reaching clinically significant adherence (>80%) by the final month of data collection.

**Conclusions:** Each Fall TIPS modality effectively facilitates patient engagement in the 3-step fall prevention process, suggesting all 3 can be used to integrate evidence-based fall prevention practices into the clinical workflow. The 3 Fall TIPS modalities may prove an effective strategy for the spread, allowing diverse institutions to choose the modality that fits with the organizational culture and health information technology infrastructure.

**KEYWORDS**
clinical decision support; fall prevention; fall prevention toolkit; health information technology; implementation science; patient safety

**Introduction**

Falls are a public health problem. Hospitalization increases the risk of falls [1]. In US hospitals, fall rates range from 3.3 to 11.5 falls per 1000 patient days, with about 25% of in-hospital falls resulting in injury [2]. Falls lead to longer lengths of stay, increased costs, and can have severe psychological impacts on patients [3-5].

Fall prevention research has defined the risks that contribute to in-hospital falls and established valid and reliable fall risk assessment tools [6-8]. However, there was a dearth of research regarding fall prevention protocols that link fall risk factors to evidence-based interventions. After identifying this gap, our team interviewed patients who had fallen and their care team members to determine perceptions of why hospitalized patients fall and interventions that could be effective and feasible in the hospital setting [9,10]. The results led to the conclusion that preventing falls in the hospital is a 3-step process as follows: (1) conducting fall risk assessments; (2) developing a tailored fall prevention plan; and (3) implementing that plan consistently along with universal fall precautions. These qualitative results led to the development of the electronic Fall TIPS (Tailoring Interventions for Patient Safety) Toolkit, an intervention that leverages health information technology to provide clinical decision support linking the fall risk assessment to tailored interventions. The Fall TIPS Toolkit was tested in a randomized control trial on >10,000 patients and showed a 25% reduction in fall rates [11]. The results of this study established the linkage between conducting fall risk assessments and implementing tailored, evidence-based interventions to prevent in-hospital falls.

We conducted a case–control study to understand why patients who received the Fall TIPS intervention fell. The most common reason was that patients did not follow their fall prevention plan [12]. Patients often do not believe they are at risk for falls while hospitalized [10]. These data support the hypothesis that simply teaching patients after completing the fall risk assessment and plan is insufficient; patients must be engaged throughout all 3 steps of the fall prevention process. This engagement protocol can improve the partnership with patients for implementing the plan, which is key in further reducing fall with injury rates in hospitals [13].

Despite the widespread adoption of electronic health records (EHRs) in recent years [14], not every health system can adopt the electronic Fall TIPS Toolkit. Barriers include unsophisticated EHR platforms, lack of funds for the toolkit build, and lack of staff engagement to successfully support the roll out. To address the barriers and facilitate spread, our team developed, tested, and iteratively refined a laminated version of the Fall TIPS Toolkit in collaboration with health systems engineers [14,15]. The laminated version of the Fall TIPS Toolkit preserves the clinical decision support of the electronic version by integrating color to provide the linkage between patients’ fall risk factors and the evidence-based interventions. It is a low-tech, patient-friendly solution with few barriers to adoption [16]. It is available in both English and Spanish to serve a diverse patient population.

The laminated Fall TIPS Toolkit was evaluated in a 6-month pilot at 2 sites. In a study, adherence to use of the tool was high (>80%), and patient fall with injury rates declined at both sites [13]. This pilot demonstrated the efficacy of the laminated version of the Fall TIPS Toolkit when it is integrated into the workflow and indicates that at least 80% adherence to the Fall TIPS protocol is clinically significant for lowering fall-related injury rates [13].

To further improve the flexibility, adoption, and patient-centeredness of the Fall TIPS Toolkit, we have also developed a patient safety bedside display. This automatically displays each patient’s fall prevention plan on the bedside monitor once a nurse has documented the risk assessment and tailored the fall prevention plan in the EHR. This level of automation provides a guarantee that the information displayed at the bedside is up-to-date and is a means of displaying the fall prevention plan in rooms that do not have a visible location to hang the Fall TIPS poster [17].

These 3 modalities, the electronic Fall TIPS Toolkit, the laminated Fall TIPS Toolkit, and the patient safety bedside display, were developed to engage patients in the 3-step fall prevention process and to spread and integrate evidence into practice regardless of an institution’s technical capabilities and local factors. The purpose of this study is to assess the effectiveness for engaging patients and family in the 3-step fall prevention process (as defined by patient/family knowledge of their personalized fall risk factors and prevention plan) of each of the Fall TIPS modalities.
Methods

We conducted this study at Brigham and Women’s Hospital (Boston, MA, USA), Montefiore Medical Center (MMC; Bronx, NY, USA), and NewYork-Presbyterian Hospital (Manhattan, NY, USA). Each site incorporated the Fall TIPS fall prevention process into practice and built the clinical decision support provided by Fall TIPS into the EHR. At each site, nurses complete the Fall TIPS risk assessment and tailored plan and then documented it in the EHR. Furthermore, the 3 modalities were utilized to present and communicate the patients’ fall risk factors and tailored fall prevention plan.

The 3 bedside modalities are as follows: (1) the laminated Fall TIPS poster (Figure 1); (2) electronic Fall TIPS poster (Figure 2); and the paperless patient safety bedside display (Figure 3).

To assess the effectiveness of engaging patients in the 3-step fall prevention process across the Fall TIPS modalities, random audits were conducted asking, “Does the patient/family member know their fall prevention plan?” In addition, random audits measured protocol adherence, defined as the presence of the Fall TIPS fall prevention plan at the bedside.

Weekly data were reported April-June 2017. Fall prevention nurse champions randomly selected, at previously unannounced times, eligible patients or family members for the audit. The inclusion criteria were as follows: patients must be aged ≥18 years; either alert and oriented or have family present and involved in care; English or Spanish speaking; and have a length of stay >24 hours (to allow nurse time to engage patient and family). To conduct the audit, nurse champions verbally asked patients or family members about their knowledge and engagement with their fall prevention plan.

Data were collected on 6 Neurology units and 7 medical or medical-surgical units; these units were chosen for the sample because the team sought to include an analysis of Modality 3 in the study. Modality 3 had only been deployed on 3 Neurology and 2 medical or medical-surgical units at Brigham and Women’s Hospital as part of an Agency for Healthcare Research and Quality-funded Patient Safety Learning Lab grant. Neurology and medical or medical-surgical units were then selected for inclusion at MMC and NewYork-Presbyterian Hospital to have equal representation of these services at each hospital. Multimedia Appendix 1 presents a table of the Fall TIPS modality utilized at each hospital by the unit.

The main outcomes measured were the percentage of patients and family members who reported knowing their personal fall risk factors and plan across the 3 Fall TIPS modalities and protocol adherence measured as the display of the personalized fall prevention plan at the bedside.

Figure 1. Modality 1: Laminated Paper Fall TIPS bedside poster, on which a nurse manually documents a patient’s fall risks and tailored intervention plan.
Figure 2. Modality 2: The Electronic Fall TIPS bedside poster, generated by nurse documentation of the personalized fall prevention plan in the electronic health record.
Figure 3. Modality 3: Patient safety bedside display of the Fall TIPS personalized fall prevention plan which is automatically displayed as the screensaver on the computer monitor in the patient’s room after nurse documentation in the electronic health record.

Results

Nurses submitted 1209 audits for the patient engagement measure and 1401 for the presence of the Fall TIPS poster at the bedside. The sample included a diverse population of patients; at MMC, 37.78% (481/1273) of patients reported Hispanic ethnicity, where the Spanish tool is frequently utilized. Table 1 presents the patients’ demographics. The average ages of patients at the Brigham and Women’s Hospital, MMC, and NewYork-Presbyterian Hospital were 60.5, 60.1, and 60.3 years, respectively. All units reached at least 80% adherence for both measures by the last month of data collection. Figure 4 provides patient engagement audit data over time. Figure 5 provides adherence data to the Fall TIPS protocol as measured by the presence of the personalized fall prevention plan at the bedside. Multimedia Appendices 2 and 3 present audit data counts over time at each site.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Brigham and Women’s Hospital (n=1842), n (%)</th>
<th>Montefiore Medical Center (n=1273), n (%)</th>
<th>NewYork-Presbyterian Hospital (n=2582), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female</strong></td>
<td>999 (54.23)</td>
<td>709 (55.69)</td>
<td>1343 (52.01)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Native Alaskan</td>
<td>4 (0.22)</td>
<td>3 (0.24)</td>
<td>5 (0.19)</td>
</tr>
<tr>
<td>Asian</td>
<td>43 (2.33)</td>
<td>21 (1.65)</td>
<td>76 (2.94)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>259 (14.06)</td>
<td>416 (32.68)</td>
<td>310 (12.01)</td>
</tr>
<tr>
<td>Declined</td>
<td>13 (0.71)</td>
<td>110 (8.64)</td>
<td>34 (1.32)</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>2 (0.11)</td>
<td>1 (0.08)</td>
<td>10 (0.39)</td>
</tr>
<tr>
<td>Other</td>
<td>170 (9.23)</td>
<td>509 (39.98)</td>
<td>23 (0.89)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>32 (1.74)</td>
<td>25 (1.96)</td>
<td>1433 (55.50)</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>1319 (71.61)</td>
<td>188 (14.77)</td>
<td>691 (26.76)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Declined</td>
<td>2 (0.11)</td>
<td>107 (8.41)</td>
<td>33 (1.28)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>172 (9.34)</td>
<td>481 (37.78)</td>
<td>361 (13.98)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>1593 (86.48)</td>
<td>615 (48.31)</td>
<td>557 (21.57)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>75 (4.07)</td>
<td>70 (5.49)</td>
<td>1631 (63.17)</td>
</tr>
</tbody>
</table>
Figure 4. Patient engagement audit data by modality from April to June 2017. BWH: Brigham and Women’s Hospital. NYP: New York-Presbyterian Hospital; MMC: Montefiore Medical Center.
Figure 5. Adherence to the Fall TIPS protocol, as measured by the presence of the personalized fall prevention plan at the bedside, by modality from April to June 2017. BWH: Brigham and Women’s Hospital; NYP: NewYork-Presbyterian Hospital; MMC: Montefiore Medical Center.
Discussion

Principal Findings
This study sought to determine if there was variability in the ability to engage patients in the 3-step fall prevention process across the Fall TIPS modalities. The results illustrate little difference in the ability to engage patients across the 3 modalities. All units, regardless of the modality and site, reached clinically significant rates (>80%) of patient engagement and adherence with the sign protocol to reduce fall and fall with injury rates [13]. This suggests that each Fall TIPS modality is effective at engaging patients in the 3-step fall prevention process and so can be used to implement the evidence into practice.

The different levels of automation provide flexibility for institutions to individualize their Fall TIPS implementation approach. Institutions must assess which modality is most appropriate, considering factors like EHR capability, the commitment of health information technology support, financial constraints and local geographic realities, such as room layouts, or whether there are uniform bedside monitors. Further research investigating how each Fall TIPS modality impacts fall and fall with injury rates is needed. In practice, Fall TIPS is used in >100 hospitals and continues to spread. Interested hospitals have free access to the Fall TIPS Fall Prevention Toolkit and training materials through the Fall TIPS Collaborative.

Limitations
As Fall TIPS was implemented at 3 different institutions, differences in the communication channels, social systems, the support from leadership and the timing of Fall TIPS implementation pose limitations to this study. Some of these factors are discussed elsewhere [13]. Each of these factors could have confounded the levels of patient engagement with fall prevention as related to the Fall TIPS modality utilized and protocol adherence.

Finally, this is an implementation science study. The study was not designed to randomize units to each modality but to assess the efficacy of the Fall TIPS modalities within the existing institutional frameworks. This was a study of the uptake of evidence-based practice across modalities. The implementation of practice into the workflow does not allow for perfect comparability but demonstrates that achieving clinically significant rates of adherence to an evidence-based fall prevention program in the workflow is possible.

Conclusions
Fall TIPS is an evidence-based fall prevention intervention that provides built-in clinical decision support to engage patients and family in the 3-step fall prevention process. It has been iteratively developed and refined to include 3 modalities with varying degrees of automation while preserving the clinical decision support inherent to Fall TIPS. The 3 modalities provide flexibility for health systems with different capabilities to integrate the fall prevention evidence into practice.

This study demonstrates that across the 3 modalities, the laminated Fall TIPS Toolkit, the electronic Fall TIPS Toolkit, and the patient safety bedside display of Fall TIPS, there is no significant clinical difference in ability to engage patients. Previous research has shown that patient engagement is the crux of improving fall rates and that at least 80% adherence with the Fall TIPS protocol is clinically significant for doing so [13]. Therefore, the ability to engage patients corresponds with the efficacy of the Fall TIPS modalities. Overall, this study suggests that providing 3 Fall TIPS modalities is an effective and flexible approach for promoting adoption and spread.
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Multimedia Appendix 1
Fall TIPS modality utilized at each hospital by unit.
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Multimedia Appendix 2
Monthly engagement audit data by modality at each site.
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Monthly protocol adherence audit data by modality at each site.
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Abstract

Background: The cost of workplace injuries and illnesses significantly impacts the overall cost of health care and is a significant annual economic burden in the United States. Many dairy and pork farm owners in the Upper Midwest have expanded operations and taken on the role of manager and employer yet receive little training in injury prevention, farm safety, or workers’ compensation programs and processes. Clinicians play a key role in the return to work of injured and ill farmers and farmworkers to their jobs, though little to no formal training is offered by medical schools.

Objective: This stakeholder-engaged project aimed to develop a prototype application designed to assist clinicians in returning injured farmworkers to light-duty job assignments with their current employers and to assess farm owners’ and managers’ attitudes toward and barriers to adopting mobile health tools for themselves or their employees.

Methods: We conducted 12 semistructured interviews with English-speaking farm owners and farmworkers from the Upper Midwest: 5 English-speaking and Spanish-speaking farmworker focus groups and 8 postproject interviews with farm owners that focused on attitudes and barriers to adoption of the developed software. Interviews and focus groups were audio recorded, and data were analyzed and thematically coded using audio coding.

Results: Interviews and worker focus groups guided an iterative design and development cycle, which informed workflow design, button placement, and output sheets that offer specific light-duty farm work recommendations for the injured worker to discuss with his or her employer.

Conclusions: The development of a complex prototype intended to impact patient care is a significant undertaking. Reinventing a paper-based process that can eventually integrate with an electronic health record or a private company’s human resources system requires substantial stakeholder input from each facet including patients, employers, and clinical care teams. The prototype is available for testing, but further research is needed in the form of clinical trials to assess the effectiveness of the process and the software’s impact on patients and employers.

(J Med Internet Res 2019;21(1):e9711) doi:10.2196/jmir.9711
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Introduction

The cost of workplace injury and illness represents a significant factor in the overall cost of health care and the cost of doing business in the United States. Work-related injuries account for approximately 30% of the total injury burden in the United States among working-age people [1]. Nationally, Leigh and colleagues estimated that total direct and indirect costs for work-related injury and illness were US $1,555.5 billion [2]. Workers and their families bore the highest percentage of that cost. Indirect costs at an estimated US $103.7 billion result from a combination of loss of wages and fringe benefit costs, loss of home productivity, and slowed or stopped production due to a key missing employee or replacement [2].

Accurate, up-to-date workplace injury estimates would be difficult to develop from administrative data alone, as the majority of agricultural operations do not contribute information to the 2 common sources of injury and illness data: Occupational Safety and Health Administration 300 reporting [3] and worker compensation systems, which vary greatly across US states. Most agricultural operations have fewer than 11 employees and, thus, are not required to file Occupational Safety and Health Administration 300 forms, which are the source of the Bureau of Labor Statistics data. Also, in many states, worker compensation rules exempt all but the largest agricultural employers from purchasing worker compensation [4]. Based on studies previously done in the Midwest [5,6] and research from work done on dairy and pork producers in other geographic areas [7-10], it is clear that these 2 industries endure significant injury and illness among their respective workforces.

The growth of concentrated animal feeding operations has been a reality in modern agriculture for the past 2 decades [11]. As family farms expand or fold, more agricultural operations are hiring workers who face the risks inherent in the agricultural workplace [12]. In Wisconsin and elsewhere, this rural workforce has rapidly diversified to include more immigrant and Hispanic workers, primarily from Mexico [13,14]. It is estimated that approximately 62% of milk produced in the United States is produced using immigrant labor [15]. Furthermore, the undocumented status of immigrant workers is, in itself, an occupational hazard [16]. This is further exacerbated by the already hazardous work environment, which remains among the most dangerous US industries. For example, 2015 data from the National Institute for Occupational Safety and Health shows that young workers (age<18 years) in agriculture were 44 times more likely to die on the job when compared to all other industries combined [17].

As health care expands and health insurance becomes available to more people through the Affordable Care Act [18], agricultural injuries to workers as well as farm owners will increasingly be cared for and managed by primary care practitioners (nurse practitioners, primary care physicians, and physician’s assistants) who must manage returning these workers to the workplace. However, despite the frequency with which clinicians are faced with managing the return to work (RTW) process, most have little training in the skill [19]. There also exist barriers even for those who are competent in this skill.

Guzman et al [20] found that Canadian physicians perceived the willingness of the workplace to accommodate the injured worker as being the second most important factor in facilitating RTW after patient pain perception.

Programs that facilitate the early and safe return of recovering workers to some level of function in the workplace may substantially reduce employer costs and also be of significant benefit to the worker [21]. There are many factors that influence the success of early RTW efforts [22]. Among these are the perceived self-worth of the worker [23], the worker’s preinjury job satisfaction, pain severity, worker age, clinician expectations of RTW, employer attitudes, and competency of the RTW coordinator, who is typically a clinical staff member assisting with the process and serving as the linchpin between the patient’s physician and the employer [24,25]. Some of the most important factors relate to assuring that the accommodation of returning workers is efficient and effective, and legal and privacy constraints are recognized and mitigated [21,26].

In certain professions, the variability of work tasks is fewer than others. Within agriculture, despite the differences in processes and technology, the raising of large animals (pigs and cows) includes several necessary activities that are indispensable (feeding, manure management, milking, transport, and animal health management). The physical variability of tasks among these activities is relatively limited. Thus, it was feasible to develop a robust and versatile compendium of ergonomically characterized tasks in large animal agriculture to guide clinicians in returning injured workers through transitional work to a full recovery.

The RTW process may involve several key players. A clinician will generally manage the worker medically. A physical therapist, occupational therapist, or specially trained RTW professional may oversee the actual RTW (uncommon with small employers and rural practices), and the employer will interpret RTW restrictions from the clinician. RTW limitations are conveyed to the employer in a generic, simple list of the patient’s physical limitations. This approach is correct in concept but flawed in design, at least in the RTW of agricultural workers. In concept, work involves a limited number of functions: lifting, bending, standing, pulling, pushing, etc. While clinicians may be able to estimate a worker’s limitations and describe those on an RTW guidance sheet, they generally know little about what the workplace tasks truly involve, and most employers are not trained to interpret these abstract documents in the context of the workplace.

At the onset of this project, no known products existed privately or commercially that specifically addressed the RTW facilitation for agricultural employment. This project was designed to replace this speculative, abstract document with a concrete directive through a task-based software application fed from a database of occupational work task ergonomics from dairy and pork work. The system was expected to both facilitate an employer’s ability to adapt it to their own worksite and educate the clinician about the worksite. Additional benefits may include enhanced worker understanding and participation in the RTW decision making and improved communication between employer and clinician.
Methods

Project Aims

The primary goal of this 5-year project was to develop a compendium of tasks in the dairy and pork industries that encompasses the various types of production work and to redistribute task information through a software application to assist clinicians and employers in RTW processes for injured workers. First, we conducted key informant interviews with experts in dairy and pork production to identify the main work processes and specific work tasks that make up these processes. Second, we conducted a series of farmworker focus groups in parallel with farm owner or manager interviews, primarily to usability test the initial mock-up designs of the new RTW system interface. Lastly, we conducted follow-up interviews with farm owners or managers regarding their use of technologies, including mobile health-related tools for themselves or to manage the health and safety of their employees.

Through the first 2 years of this project, information on the tasks that make up work in dairy and pork production was collected. In a series of in-office meetings, we shared initial findings with research staff about the different processes that make up dairy and pork production and the different injury issues faced by the workforce. This information was obtained through the guidance and assistance of project advisors from the Professional Dairy Producers of Wisconsin, the largest dairy organization in Wisconsin; the Pork Board; and others who were interviewed during the coordinated key informant process (year 1) described below. This process also educated our team occupational therapists, who were tasked with collecting ergonomic data (years 1-2), about the terminology necessary for effective communication with dairy and pork producers.

Coordinated Key Informant Interview Process

There were 3 separately funded occupational health research projects running in parallel that all employed key informant interviews at the start of their project activities. The 5-year projects coordinated their interviews to allow an economy of scale in these data collection processes, saving funds and minimizing demands on busy advisees and respondents. Each of the 3 projects identified key informants individually. Project personnel identified gaps in the list and suggested additional informants to be interviewed. There were 6 farm owners with employees who participated in these initial interviews. Of these participants, 3 were male and 3 were female. Questions were developed, pilot tested, and reviewed by each of the 3 project teams based on their projects’ information needs. This allowed the assembly of questions tailored to the key informant being interviewed and inclusive of the questions that each of the projects wanted to be addressed, while not overburdening participants with multiple interviews.

Ergonomic Data Collection

The project team employed a modified version of DSI Work Solutions, Inc.’s unpublished methodology for collecting ergonomic measurements of the functional job assessments of work tasks. The codeveloper of the decision support initiative (DSI) methodology (and consultant to the project) worked with the authors to develop a nonproprietary tool that can remain for use in the public domain to collect information on functional job assessments (or analysis) in pork and dairy production. This tool was designed to allow ease in transferring data to the RTW guidance software application database. Functional job assessments or job demand analyses exist for many jobs in nonagricultural settings. This project took steps to develop these profiles for common tasks in dairy and pork which are now available within the prototype app. Lessons learned from the collection and integration of ergonomic data into a software application will be discussed in another manuscript.

Focus Groups

Farmworkers were recruited for focus groups from among Anglo and Hispanic workers through our participant dairy and pork workplaces in Wisconsin. These farmworkers were asked to review and interpret RTW instructions. English worker instructions were translated into Spanish by a bilingual research specialist and reviewed by Marshfield Clinic Health System (MCHS) interpreters.

Instructions for RTW specialists were tested with occupational medicine providers at MCHS. Clinicians at MCHS in primary care and occupational medicine were recruited to review and offer advice on the forms designed for guiding clinicians in returning a worker to light-duty job activity. The results from the clinician interviews will be described in another paper.

The objectives of the focus groups and interviews were 3-fold: (1) to assess participants’ perception of the current process of returning an injured farmworker back to work, potentially in a limited capacity, and to see where improvements could be made; (2) to gauge the acceptance of the concept of suggesting potential tasks along with the physical limitations and treatment instructions normally included on the worker’s compensation report; and (3) to capture these data from farm employers and their employees, specifically including data from Spanish-speaking workers—a vulnerable, yet growing population of workers in the Upper Midwest dairy industry. Feedback from the focus groups and interviews were used to help steer the initial designs and the iterative development of the software and its outputs. Focus groups have shown to open up discussion and conversation, more so than just one-on-one interviews, particularly in software design but also among Spanish-speaking Wisconsin dairy workers [27,28].

We conducted 5 farmworker focus groups on Wisconsin dairy farms; 3 were Spanish-speaking, and 2 were English-speaking groups. The focus groups took place over the participants’ lunch hour or at a time their schedule allowed. Participants were provided with a box lunch and also received a US $20 gift card. A usability analyst facilitated the focus groups in a private area without the employer or manager present. An interpreter was present for the Spanish-speaking groups to translate all questions and answers for the benefit of the usability analyst and the participants. The usability analyst presented the existing paper-based workers’ compensation form used in clinical practice at the MCHS and facilitated a semistructured discussion regarding participants’ experience with existing RTW processes. The analyst also introduced the concept of a software application
that would utilize an algorithm to present potential work tasks based on the physical limitations presented by the injury, asking questions regarding the design, button placement, and terminology. Paper copies of early design mockups of the application interface were handed out and referred to during the process (Figure 1).

Participants in each of the 5 focus groups were asked a series of questions from a semistructured questionnaire; these questions focused on elements of the Workers’ Compensation process including past injuries, experiences, and feedback on the detailed variables of the new forms’ mock-up designs.

**Interviews**

We conducted 6 interviews with Wisconsin dairy farm owners or managers to assess the current practices and level of knowledge and to gather insight on initial conceptual designs of a proposed output sheet from the SafeReturnToWork.org (SRTW) app. In total, 2 participants who were owners and 4 were farm managers or identified as administrators; 3 were male and 3 female. All 6 farms employed nonfamily full-time workers. The workers’ compensation form was a standard form that MCHS was using at the time of this study. The initial conceptual design was referred to and guided the semistructured farmer interviews (see Figure 2).

**Analysis**

Interviews and focus groups were audio recorded. The primary method of analysis was audio coding [29]. The analyst and authors used inductive analyses to identify themes and organize them into thematic sections to inform the iterative software development cycle, as highlighted by participants’ direct quotes in the results section below.

![Figure 1. Early mock-up of the application interface.](https://www.jmir.org/2019/1/e9711/)
Results

Participants’ Experience with the Workers’ Compensation Process and Claims

A substantial majority of the participants had some knowledge and experience regarding the workers’ compensation process. There was 1 farmer who was knowledgeable about the costs associated with an injury claim and spoke specifically about the multiplier effect of accepting wages. The participant stated the following:

the wages can kill you. You can have an awful lot of medical expenses, but compared to wages...We would have been way better off on the experience mod, if we did not take any wages

You know with all [name omitted]’s hospitalization, and all the surgeries on his foot and the physical therapy, uhm, and the minimal amount of wages that we took, you know, someone estimated to me that the wages probably were ten to twenty-fold impact. It was unbelievable. When they do your whole mod, this long long calculation, wages apparently are weighted, in those calculations, significantly more than medical. And I just had another person tell me too, as he was showing me their lost claims on workers’ comp, but they had a way lower mod than us, and he said because he’s really trying not to have lost wages. He said if you can find something for them to do, you’re way better off than taking the lost wages.

Other participants discussed their experience in managing worker claims by discussing complexities, challenges, and the accommodations made. There was 1 farmer who noted specific challenges, namely variation in available work options due to seasonality. The dairy industry is a year-round operation. Thus, many workers are immigrants, not migrant workers, meaning they have immigrated (moved permanently) to the area rather than visiting for temporary employment. This is a result of the demand for steady, year-round labor. Cows on dairy operations are milked 2 to 3 times per day, every day of the year. Some operations only shut down long enough to clean and wash the area, then start milking another section of the herd. Even with the year-round labor demand, there is still some fluctuation in the farm tasks. Spring (tillage and planting), summer (hay harvest), and fall (grains harvest) are still the busiest seasons in terms of the hours of labor needed to operate a successful dairy. Thus, winter has a lull in available light-duty job assemblies for injured workers. A participant mentioned the following:

In the summer we’re a little more flexible, but in the winter we don’t have that flexibility. So that was our one big one, and it was a winter injury, we just didn’t have the work that was matching, so. The summer is
much easier for us, I'm sure it depends on each business.

Another farmer less familiar with the process noted that their operation just does not have as much flexibility in positions. He stated the following:

The conundrum is that we don't really have any work that's sedentary. The very light work is very minimal. You know, carrying ten pounds, not bending over, that kind of thing, we just don't have lot of that work. Even light work, you know it's, they're lifting their hands above their waste, they're reaching, all those kinds of things put them in those categories where they can't really do a whole lot for us

When discussing the topics of seeking care and the number of claims filed, a discussion with 1 farmer led into the mix of culturally-based decision making in regard to the appropriateness of seeking care for subjectively minor injuries. During an interview with a farmer who employs English-speaking and Spanish-speaking workers on the dairy operation, 1 incident, in particular, was highlighted. The participant noted that all the claims the farm has had have come from English-speaking workers and went on to say the following:

The Hispanics, uh, they uh, they're pretty careful about that stuff. I mean ah going to the doctor if they're injured on the job. They're real fix-it-myself. We had one guy that cut his leg, and uh didn't want anyone to know, one of the employees told me, so I went over to talk with him. And I said you cut your leg, he said yup, I know how to take care of my leg, I know that when I get home tonight I'm going to elevate it. I don't need stitches. I said I need to see it and he showed it to me and it didn't need stitches. He said I know how to clean a wound, I know how to take care of it, I don't need to go to a doctor. Ok. You know, it wasn't one that needed stitches. If it needed stitches it would be a little different story. But they're pretty careful about that stuff.

Initial Conceptual Designs of the SafeReturnToWork Software Interface

There was a mix of responses among farm owner or manager interview participants when reviewing the conceptual designs. This was also the most involved and time-consuming section of the interview, where participants delved into specific sections of the output sheet (eg, physician contact information, checkboxes vs narratives, suggested tasks, limitations, medications, and treatment plan).

When reviewing the section regarding physician contact information, 1 participant was very quick to respond. Its usefulness was questioned immediately, based on the experience of this farmer and the perception of the transpired events. The interviewee stated the following:

I do not think a doctor will talk to us. I don’t think it matters. HIPAA. They won’t talk, I can’t call and ask about my children that are 21 years old, why would they allow me to call and talk to them about an injured farm worker?

We haven’t had. I can think of two of them, where we tried, and we didn’t get. Maybe it would be just the contentious nature of their injury and those two individuals were you know, I don’t know, but I did not, those two we did try and we just decided that we cannot do that. So we just went back to our insurance company and had them do what they can on that end to try and get somewhere.

Interviewer: So when you tried to call the doc, did they refuse to speak with you?

ya, they wouldn’t call back”

Finally, farm owners or managers were asked if they thought Web-based resources would be useful for an injured farmworker and if they would access those resources. When asked about thoughts on using the internet to access therapy- and recovery-related resources to aid in the rehabilitation process of an injured patient, one farmer responded by stating the following:

For me, that would not be customer service at all. Give them the information in hard copy, I think is the customer service route. Because I don’t think if I’m partially laid up, and I’ve been injured at work, that I should have to come home, search the internet, find the website, find the information, print it out. I’m not going to do the work. If it’s sitting around on the counter, my kids or my spouse will probably say, hey your doctor gave you this, you better get going on this. If I have to go to a computer and find it, I don’t think it’s ever gonna get looked at, we’re done

During these farm owner or manager interviews, further input was offered on a number of related topics, including some foresight into the usefulness of a system to inform future health and safety interventions. There was 1 such farmer who was specifically interested in the outcomes of the Safe RTW project in tracking data and advising the industry on best practices that will lead to fewer injuries, fewer claims, and cost savings.

I see the end result to say, workers comp rates on dairy farms – here are the injuries – here are the bulk of injuries that farms have with workers comp. What can we do as an industry to minimize these high number injuries, from a client perspective, to bring down our work comp rates? That’s the other side of it, as an industry, what can we gain by those types of things, by knowing those types of things. Because in five years if you guys go back to your data warehouse and say the number one workers comp [claim] is eye injuries or wrist injuries…how do these accidents happen and what causes those injuries. You guys as dairy farmers, if you eliminate these situations how much less work comp losses would you have on your bottom line?

Focus Groups with Farmworkers

A total of 35 farmworkers participated in the 5 focus groups comprising 3 Spanish-speaking and 2 English-speaking groups (see Table 1). A total of 32 males and 3 females participated. Of the farmworkers, 20 identified as Hispanic/Latino, 14
identified as white or Caucasian, and 1 did not self-identify. Spanish was primarily spoken by 20 workers. The project team did not collect any further demographic data from these participants. However, it is likely that the Spanish-speaking participants had similar home states, limited prior agricultural work experience, and similar current jobs in dairy (milkers, pushers, and feeders) as reported by Liebman et al [16].

These focus groups produced significant design changes to the prototype light-duty job activity forms, which shifted to a design that closely resembles the current workers’ compensation form used throughout the MCHS.

SafeReturnToWork Adoption

On-farm interviews were conducted with farm employers, inquiring about the possible use of this technology and the concept of engaging with physicians about workers’ compensation related issues. In the final year of this project, 8 farmers were interviewed to further explore barriers to adoption of the SRTW system and its mobile format in regard to the use of mobile health-related tools. Interviewees included married couples, single farmers, and farm managers. All participants had previously engaged with research staff regarding the SRTW system at different points in its development. The interviews were specifically focused on how farmers have communicated with physicians regarding injured employees in the past and how the SRTW system could aid and improve that communication. Discussions gravitated toward the strengths and weaknesses of the paperwork an injured worker would return with from the physician, the attractiveness of having the same information over the Web in a more useful format, and how farmers and farm managers would prefer to communicate during a light-duty work period. Interview and data analyses were conducted using the same methods noted in this paper.

Sharing a specific story, 1 farmer articulated a common theme regarding the difficulties of communicating what a light-duty regimen could consist of with a physician and why it is necessary to the worker. This particular worker was injured by a dairy cow and sought medical care for a broken rib and punctured lung. The worker was assigned a 45-day light-duty regimen from the physician. However, in as early as 20 days, the worker was asking to come back to work, afraid of either being fired or fearing there would be repercussions regarding his work in the future, despite the employer’s reassurance. Similar worker fears were uncovered through focus groups by Liebman and colleagues [16]. The farmer felt the physician could have aided him more in explaining why a light-duty regimen was necessary. The farmer reported 2 written communications from the physician, both of which he felt were difficult to understand and were uninterpretable by the worker, so he opted for a more restrictive regimen. For example, while work in a skid steer would have suited the employee’s skills, experience, and the light-duty work orders, the farmer felt that the climbing in and out of the skid steer was beyond the recommendations. He agreed with the interviewers that he would have utilized the proposed version of the SRTW system to find more jobs for the worker and to further explain the possible tasks to the physician.

Another farm couple with a similar story stated the following:

We’re probably making assumptions about [the physician’s] job and we know he’s making assumptions about ours. [...] It couldn’t hurt to be able to provide education both ways.

All interviewees agreed that the proposed enhancements to the system would be helpful to farms with many employees (most participants had 15 or more). They also felt that workers’ compensation insurance carriers should be considered users and financiers of such a technology, making the argument that it was their business to keep a client’s employees healthy during a light-duty work assignment.

Unexpected Outcomes and Deliverables

The interview findings led the research team into an unplanned investigation of workers’ compensation calculator variation across the Upper Midwest. The results of those investigations are discussed in another manuscript. The team also created an informational page on the SRTW website specifically designed to educate farm owners and managers of the costs related to workers’ compensation claims for agricultural operations. That information was reviewed by 3 representatives of workers’ compensation companies in Wisconsin and Minnesota and is now available on the calculator tab at SafeReturnToWork.org. Furthermore, a 90-second educational whiteboard video (Figure 3) was developed to assist with this same effort—educating farm owners or managers—the script was reviewed by 3 representatives of workers’ compensation insurance companies in Wisconsin and Minnesota. This Web-based video had been disseminated to farmers via email and Facebook posts by the Professional Dairy Producers of Wisconsin, an original key informant of this project.

Table 1. Summary of focus groups (N=35).

<table>
<thead>
<tr>
<th>Focus group number</th>
<th>Language spoken during focus group</th>
<th>Males, n (%)</th>
<th>Females, n (%)</th>
<th>Location</th>
<th>Wisconsin region</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spanish</td>
<td>5 (14)</td>
<td>0 (0)</td>
<td>Dairy farm</td>
<td>Central</td>
</tr>
<tr>
<td>2</td>
<td>English</td>
<td>8 (23)</td>
<td>0 (0)</td>
<td>Dairy farm</td>
<td>Western</td>
</tr>
<tr>
<td>3</td>
<td>Spanish</td>
<td>7 (20)</td>
<td>0 (0)</td>
<td>Dairy farm</td>
<td>Western</td>
</tr>
<tr>
<td>4</td>
<td>English</td>
<td>4 (11)</td>
<td>2 (6)</td>
<td>Dairy farm</td>
<td>Central</td>
</tr>
<tr>
<td>5</td>
<td>Spanish</td>
<td>8 (23)</td>
<td>1 (3)</td>
<td>Dairy farm</td>
<td>South Central</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The owner-operator of an agricultural operation can often describe the entirety of his business to a clinician treating him or her for an injury. The owner-operator can incorporate and test his or her own injury-imposed limitations in the process of completing the workday. However, an employee generally has less knowledge of alternative work options and does not have the autonomy to decide which job tasks to take on. The clinician must establish limitations for the injured worker that are transmitted to the workplace decision maker (owner-operator or supervisor) who interprets these limitations and decides what work is possible. All too often, the workplace decision maker, confused by the speculative limitations, declares the worker unsuitable for RTW. This was reaffirmed in the interviews with farm employers.

The availability of the prototype developed during this project may continue to open communication lines with rural practitioners. Electronically linking relevant training materials to the decisions being made during the interaction with the program will put educational content and materials at the fingertips of the user, providing clinical decision support at the point of care.
Data collection with useful and actionable clinical decision support is important, if not critical, when implementing clinical systems. Once the prototype has been further tested, we anticipate expansion of the capabilities of the program by including data-gathering capabilities, allowing clinicians to track various aspects of patients’ RTW. This could include the time from injury to various stages of work activities. In future iterations, we expect to include data capture such as demographics, injury type, and progress monitoring. These will provide patients and providers with the ability to understand the success of their RTW activities and track their progress in RTW management over time.

Limitations

While this project collected a near complete compendium of tasks likely to be found on dairy and pork farms, there may be substantial variability among smaller farms that this project cannot accommodate. However, smaller farms employ fewer employees, and some are run solely by the owner and family members. Thus, they are less likely to fall within a formal RTW program overseen by an employer and guided by a health care team. The system does, however, cover the vast majority of tasks on large farms and information appropriate for the majority of workers in the dairy and pork industries. Furthermore, the participants of the study and the host sites used for ergonomic data collection were primarily in Wisconsin and may not be representative of dairy and pork operations outside of the Upper Midwest.

Analyzing the functional job demands is a task that will present some variability. The descriptions by one observer may differ to some degree from the descriptions of another. We used single individuals in these tasks and did not perform repeat analyses. We chose to work with occupational therapists who were trained in the DSI methodology in an attempt to limit this variability.

The DSI training is thorough and consistent, and we anticipated that this approach would reduce variability.

Conclusions

Farmers and farmworkers are increasingly adopting new technologies in their personal and professional lives, and the agricultural sector is quickly advancing in technological sophistication, from robotic milking systems to autonomous tractors and unmanned aerial vehicles. It was anticipated that farmers and farmworkers would not only be suitable as key informants, but they would also be critical in the development of an application designed to benefit the farming industry.

This translational health informatics project has produced a prototype that could be useful to rural practitioners caring for patients injured in dairy and pork production work. We believe these practitioners, the workers they care for as patients, and the employers will benefit from the guidance provided by the program. Further development of the RTW system will be pursued with subsequent funding. A future line of research may include clinical trials of the program in Wisconsin and Minnesota comparing the case parameters (eg, duration of time loss, duration of light-duty, and duration until return to full duty) of the program to statistics collected using standard practice in returning workers to work in the dairy and pork industries.

Since there is a significant financial incentive to return injured workers to a light-duty job, limiting time loss, it is unlikely that clinicians would face barriers among farmers in adopting RTW technology. However, there is little incentive on the part of clinicians to adopt the technology as is. Without seamless integration into the clinical electronic health record workflows, it is unlikely that individual physicians would consistently leverage a system such as this at the point of care without external influence or incentive. Future research should also focus on bridging gaps that appear to exist between workers’ compensation insurers and physicians in the RTW process.
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Abstract

Background: Approximately 80% of internet users access health information online and patients with chronic illnesses especially rely on internet-based resources. YouTube ranks second among the most accessed websites worldwide and hosts an increasing number of videos with medical information. However, their quality is sometimes unscientific, misleading, or even harmful.

Objective: As little is known about YouTube as a source of information on psoriasis, we aimed to investigate the quality of psoriasis-related videos and, if necessary, point out strategies for their improvement.

Methods: The quality of the 100 most viewed psoriasis-related videos was assessed using the DISCERN instrument and the Global Quality Scale (GQS) by categorizing the videos into useful, misleading, and dangerous and by evaluating the reception of the videos by users.

Results: Evaluation of the videos exhibited a total of 117,221,391 views and a total duration of 10:28 hour. The majority of clips contained anecdotal personal experiences with complementary and alternative psoriasis treatments, topical treatments, and nutrition and diets being the most frequently addressed topics. While advertisements accounted for 26.0% (26/100) of the videos, evidence-based health information amounted to only 20.0% (20/100); 52.0% (52/100) of the videos were classified as useful, 32.0% (32/100) as misleading, and 11.0% (11/100) as even dangerous. The quality of the videos evaluated by DISCERN and GQS was generally low (1.87 and 1.95, respectively, on a 1 to 5 scale with 5 being the maximum). Moreover, we found that viewers rated poor-quality videos better than higher quality videos.

Conclusions: Our in-depth study demonstrates that nearly two-thirds of the psoriasis-related videos we analyzed disseminate misleading or even dangerous content. Subjective anecdotal and unscientific content is disproportionately overrepresented and poor-quality videos are predominantly rated positively by users, while higher quality video clips receive less positive ratings. Strategies by professional dermatological organizations are urgently needed to improve the quality of information on psoriasis on YouTube and other social media.
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Introduction

Social media has become increasingly important in the context of health care [1,2], and 80% of internet users access health information online, especially patients with chronic illnesses who rely on internet-based resources [2-5]. In particular, videos are powerful tools to disseminate medical information [2,3,6]. YouTube, an open access video-sharing platform, ranks second among the most accessed websites worldwide and hosts an
increasing number of videos with medical information [7-9]. YouTube counts 5 billion visits per day [7,9] and 1 billion hours watched daily [8]. Distribution of medical information to such a huge audience offers invaluable opportunities but also dangers as the quality of unfiltered information posted is often unscientific, misleading, or even harmful [2,5,10-17]. While the role and quality of YouTube videos have already been investigated in various medical specialties, only little is known about this topic in dermatology. A descriptive analysis of 100 videos covering dermatology, sun protection, skin cancer, skin cancer awareness, and skin conditions yielded over 47 million views reflecting the high demand for dermatological information posted on YouTube [18]. Psoriasis is a hot topic in social media with psoriasis foundations and associations being among the most popular dermatology-related organizations on Facebook, Twitter, and LinkedIn [19]. The benefits of these social networks providing psoriasis patients with educational information has been reported [20]. Facebook and Instagram recently attracted public attention after removing psoriasis images that they categorized as content that may not meet community guidelines [21]. Two previous publications showed that YouTube is heavily accessed as a source of information on psoriasis [22,23]. They pointed to a dominance of privately posted videos and a lack of evidence-based medical information from trustworthy institutions. However, as little is known about the scientific quality of these videos, we sought to analyze psoriasis-related videos using the Global Quality Scale (GQS) and the DISCERN tool (note that DISCERN is not an acronym but the name of the instrument) and by classifying the videos as useful, misleading, or dangerous. Furthermore, since we hypothesized that it might be difficult for laypersons to adequately judge the quality of videos, we correlated the quality of the videos with the numbers of likes and dislikes to assess viewers’ ability to recognize high- and low-quality content. In addition, we analyzed the topics covered in the videos and their license types and upload sources in order to obtain a comprehensive picture of psoriasis-related YouTube videos. In summary, the objectives of this study were as follows:

- Identify upload sources, common topics, and YouTube categories of the 100 most-viewed videos
- Investigate the quality of YouTube videos as a source of information on psoriasis by applying two different score instruments
- Correlate viewers’ ratings with our quality assessments
- Point out strategies for interventions that increase the quality of psoriasis video clips and medical content in general uploaded to YouTube and other social media platforms

### Methods

#### Data Collection

In this cross-sectional study, YouTube was searched on July 27, 2017, using the term psoriasis and the filter settings English UK (language) and United Kingdom (country). Subsequently, videos were sorted by their view count. Non-English videos or channels were excluded until the top 100 videos in English were displayed (Multimedia Appendix 1). We decided to limit our analysis to the first 100 clips since this is a common and accepted procedure when investigating YouTube videos [13,16,18,24,25]. Furthermore, in our study, the first 100 videos achieved a total of 73 million views, whereby the clip in the hundredth place only achieved about 40,000 views. This suggests that videos ranked below the first 100 have only a minor impact on the outcomes.

After collecting qualitative and quantitative data (duration, upload data, source, likes/dislikes, category, license type), overall quality of the videos was assessed by 5 experienced dermatologists using two assessment tools [26]. To optimize interrater agreement on the videos, the dermatologists attended training sessions to get familiar with quality assessments and the rating policy and criteria.

#### Creation of Content Categories

In a first step, topics of the video clips were collected. If a video covered more than one topic, each topic was listed separately. The content was subsequently categorized according to commonalities and by topics and/or categories discussed in two previous YouTube studies on psoriasis [22,23]. Unlike other studies that only used titles to categorize topics, we exclusively considered content for categorization, as the title often does not reflect the actual content of the clip.

#### Scoring and Classification of Videos

The GQS, which is based on a 5-point scale, was developed in 2012 by Singh et al [16] for the evaluation of YouTube videos and has since been applied in numerous studies. The score measures the quality and flow of information and the value of an information source for medical laymen (Multimedia Appendix 2, Table A).

The DISCERN instrument is used to measure the quality of health information about treatment choices provided in video clips [27]. Originally developed for the standardized assessment of written medical information, the DISCERN tool consists of 15 key questions and an evaluation of overall quality with which the reliability (questions 1 to 8), quality of information (questions 9 to 15) and overall quality of a publication (question 16) can be assessed by assigning 1 to 5 points per question (Multimedia Appendix 2, Table B). For both tools, the higher the total value, the higher the quality of the video clip.

In addition, videos were classified into useful, misleading, or dangerous and categorized by topic or content, presence and profession of a presenter (to be seen in the video, health or nonhealth professional), and upload sources. In case of differing assessments by the analyzing dermatologists, the corresponding video was reassessed by the principal investigator (SM).

#### Statistical Analyses

Descriptive statistics and Spearman correlation coefficients to calculate the number of likes and dislikes with the values of DISCERN and GQS, respectively, were performed using SPSS Statistics version 22.0 (IBM Corp). To assess the interrater reliability, the Cohen kappa coefficients and intraclass correlation coefficients were calculated.
Results

View Count, Duration, Upload Sources, Categories, and Topics

The 100 videos had a total of 117,221,391 views and a total duration of 10:28 hours (mean duration per video 6:17 [SD 6:39] minutes). The two most viewed videos accounted for 93,736,280 views (79.96% of the total) and were pharmaceutical advertising with a Creative Commons license and likes, dislikes, and comment functions disabled. This kind of license authorizes users not only to download the video but also to use the entire clip or parts thereof for their own video clip productions. The other 98 videos had a Standard YouTube License, which allows the use of the clips only after prior permission of the author.

The majority (65/100, 65.0%) of the videos were uploaded from the United States. The most frequent category was People & Blogs (36/100, 36.0%), a diverse mix of content and the most famous category on YouTube [28], while 27.0% (27/100) appeared in the category Education, 21.0% (21/100) in Howto & Style and only 7.0% (7/100) in Science and Technology.

Most videos contained anecdotal, personal, unscientific, or commercial information on psoriasis (Figure 1). While pharmaceutical and nonpharmaceutical advertisements made up 26.0% (26/100) of the video clips, evidence-based health information posted by professional individuals and institutions amounted to only 20.0% (20/100). Complementary and alternative psoriasis treatments (41/100, 41.0%), topical treatments (39/100, 39.0%), and nutrition/diets (25/100, 25.0%) were the most often addressed topics (Figure 2). Video clips were uploaded between September 2007 and June 2016, with numbers increasing from 2012 on (Figure 3). In some videos, the comment function was disabled and the YouTube statistics were not declared.

Figure 1. Distribution of topics, information providers and upload sources (multiple categories may apply to one video); *including websites from psoriasis associations.
Figure 2. Topics presented in the videos (Note: a video clip can cover more than one topic; *alternative treatment includes complementary treatment; UVR: ultraviolet radiation).

Figure 3. Distribution of the uploaded videos over the period 2007-2016 (n=100).
Quality Assessments and Correlation With Likes and Dislikes

Of the videos, 32.0% (32/100) were classified as useful and 63.0% (63/100) as misleading—of these, 17.5% (11/63) were even considered dangerous because of potential mechanical or chemical injury or harmful recommendations regarding sun exposure or diets; 5% (5/100) of the videos were neither useful nor misleading.

With a value of .74, the kappa statistic revealed a good level of agreement among the raters.

In terms of the view count, we excluded the 2 most viewed videos from further analyses as they were pharmaceutical advertisements, accounting for 79.96% (93,736,280/117,221,391) of all views. The misleading videos (63/100) garnered 18,387,077 views including 4,611,126 views of videos with potentially dangerous content (11/63). Useful videos (32/100) had 5,098,034 views resulting in a ratio of 3.61 (18,387,077:5,098,034) misleading to useful videos.

The ratings using the DISCERN and GQS scores were consistent, yielding the categorizations shown in Figure 4. The quality of the videos, expressed by the mean overall DISCERN and GQS rating scores, was generally low (1.87 [SD 1.07] and 1.95 [SD 1.06], respectively) on a 1 to 5 scale with 5 being the maximum. Detailed analysis of the DISCERN values revealed that the major shortcomings were lack of information about the evidence and source of the posted information, areas of uncertainty and risks of the praised therapy, and missing recommendations for shared decision making or links to additional sources of information (see Multimedia Appendix 3).

The intraclass correlation coefficients calculated for the DISCERN and GQS were .81 and .78, respectively, indicating a high level of agreement between the assessors.

The videos received 113,147 likes and 9260 dislikes yielding a like to dislike ratio of 12.4 (113,147:9260). In 7 videos, the like/dislike function was disabled. When correlating the viewer ratings with our quality assessments, we found a negative correlation between the number of likes and the DISCERN mean values (Spearman correlation coefficient $\rho = -0.23$, $P = .24$) and a negative correlation between the number of dislikes and the DISCERN and GQS mean values ($\rho = -0.34$, $P < .001$, and $\rho = -0.37$, $P < .001$, respectively), meaning that viewers rated poor quality better than higher quality videos.

Discussion

Principal Findings

Psoriasis patients are avid users of social media, including YouTube, as a source of information on their disease [19-23,29]. However, little is known about the upload sources, topics, and particularly the scientific quality of these YouTube videos. Moreover, it is unknown whether viewer ratings correlate with the quality of the medical information posted.

This study found that the majority of video clips contained anecdotal personal experiences mainly addressing topics such as alternative treatment options for psoriasis and putative benefits of diets. Alarmingly, more than half of the videos spread misleading and about 1 in 10 even dangerous information and...
recommendations. Furthermore, the quality of the video clips was rather low, and the fact that viewers rated poor quality better than higher quality videos indicates that the majority of health seekers are not capable to recognize low quality medical information in videos as such.

**Misleading Information**

We found that nearly two-thirds of the top 100 psoriasis-related YouTube videos disseminate misleading information. While this proportion of misleading content is in line with previous nondermatological studies [14,15,17,30,31], no direct comparisons in terms of psoriasis-related studies are currently available. Qi et al [23] have analyzed 47 psoriasis videos with a total of 2 million views but only distinguished between useful (18 videos) and misleading (10 videos), which makes a direct comparison with our results impossible. Lenczowski et al [22], on the other hand, did not judge the quality of the psoriasis videos they investigated.

It is unclear why the two pharmaceutical company videos account for almost 80% (93,736,280) of the more than 117 million visitors to the top 100. As the statistical information provided by YouTube did not allow us to determine whether the videos accessed were actually or completely viewed and when they were left, the significance of this figure is limited. It is, however, conceivable that at least some of the visits were due to the Creative Commons License, which, as mentioned above, allows the use of YouTube videos for personal video clip productions.

**Potentially Dangerous Content**

A total of 11% of the videos we analyzed contained potentially dangerous content. For example, psoriasis patients were encouraged to remove their plaques using a knife blade, glue, Brazilian waxing, and apple cider vinegar. In addition, sunbathing without reference to sun protection, unnecessary diets (eg, avoidance of dairy or gluten), and the use of the one and only miracle cure were praised in such videos. This advice was frequently posted by patients reporting a personal negative long-term experience with conventional medicine who eventually found salvation in alternative treatments. It has been reported that patients with moderate to severe psoriasis are more apt to rely on psoriasis user-generated content in social media than their counterparts suffering from milder forms [29]. Therefore, it can be assumed that patients with more severe forms may be more prone to follow dubious advice and thus have an increased risk for undertreatment of skin and joint inflammations favoring the progressive psoriatic march.

**Low Percentage of Good or Excellent Quality Videos**

Interestingly, the main topics published in psoriasis-related videos revolve around complementary and alternative psoriasis treatments, (homemade) current therapies, and nutrition and diet topics that allow patients to take measures to improve their skin condition without consulting a physician or health care professional. According to the results of the GQS and DISCERN tools, only 11% and 12% of the videos, respectively, were of good or excellent quality with unbiased, evidence-based or at least science-based information. This and our analyses of the uploaded sources indicate, in accordance with Lenczowski et al [22], that health care organizations, universities, and dermatologists are clearly underrepresented on YouTube in the context of psoriasis. The issue of a lack in high-quality information seems to be exacerbated by the negative correlation we found between the quality and the number of likes: high-quality videos are not as popular as low-quality videos. This finding is in line with Qi et al [23], who reported that useful psoriasis videos had fewer likes than misleading ones. The trend of nonuseful videos being more popular than useful ones has also been reported by nondermatological studies [11,13,31].

It remains unclear why viewers appear to like low-quality videos more than high-quality ones, and we can only speculate about the reasons. It is conceivable that (1) they just do not recognize high quality, (2) high-quality videos are too complex and less entertaining, or (3) viewers are intentionally looking for unconventional content diverging from established medical recommendations. The latter possibility may be supported by the observation of Lenczowski et al [22], which suggests that unconventional videos receive more views and likes than traditional medical videos. Remarkably, not only did a high number of likes correlate with low quality, a low number of positive ratings correlated with high-quality video clips. Exploration of viewer comments could help to elucidate the relationship between the likes and dislikes and the quality of the content.

These findings raise question about why certain viewers are so drawn to low-quality videos and how best to deal with this phenomenon to bring about change. To answer this, it is first of all helpful to gain knowledge of the characteristics of the typical psoriasis health seeker [22,32]. Previous studies demonstrated that health seekers in general have limited skills in searching and evaluating medical content on the internet and rarely call up results that appear beyond the second results page [33,34]. Websites without commercial advertising using medical terms enjoy more trust among the majority of users and are not left as quickly as those that do not meet these criteria [33,35]. Moreover, the majority of individuals searching the internet for medical information feel confident when advice matches what they already know or think they know about the subject and when similar information about it is available on more than one site [32,35]. Furthermore, we found that more than one-third of the videos we analyzed were uploaded to the popular YouTube category People & Blogs, which allows conclusions to be drawn about the claims and ideas of those who address the public with their supposed knowledge. From these findings, some of the necessary steps toward a better information policy for psoriasis patients in the social media can be derived.

**Possible Interventions**

First, it is urgently necessary that dermatology associations, psoriasis self-help organizations, etc, provide medically accurate, high-quality, and easy-to-understand information—including videos—for laymen dealing not only with pathophysiology, clinical manifestations, and evidence-based therapeutic options for psoriasis but also with non-evidence-based treatments and their inefficacy and potential hazards.

Second, it is important to keep in mind that YouTube videos reach a large audience, a fact that the World Health Organization
has recognized; it explicitly recommends the use of this platform in its strategic communications framework [36]. In our analysis, YouTube provided more than 5 million viewers with partly useful information on psoriasis. However, 3.6 times more viewers watched videos with misleading information indicating that YouTube may be a double-edged sword. Most viewers are likely to watch several videos including both misleading and useful ones. As it is conceivable that misconceptions may be corrected by useful information, it is crucial that the number of videos on psoriasis posted by professional health organizations is sufficient to neutralize the misleading ones. Quality assurance measures are essential to achieve this.

To our knowledge, this is the first study to include the DISCERN tool in the context of dermatology-related YouTube videos. The mean score gained from the overall rating of the DISCERN tool (question number 16) was very similar to the GQS score (both approximately 1.9). However, as the DISCERN scoring system provides important additional information, we believe that this tool is better suited for quality assessment of videos and should therefore also be used to evaluate films from professional health organizations before they are posted.

Third, as the majority of health seekers rely on the first 10 results from the search engine, it is important to ensure that websites, videos, etc., of professional health care providers appear on the first 2 result pages [33]. To achieve this, search engine optimization can be performed by using as many keywords that health seekers regularly use in their research as possible in domains and meta elements (metatags), headlines, and in the bodies of the text [34].

Furthermore, cooperation between social media and search engine providers and dermatology associations and psoriasis self-help organizations would enable the positioning of medically accurate information in a prominent location on the results page and easier access to corresponding websites and videos. Such an approach had already proved successful in 2003 during the SARS epidemic, when the internet company Google ensured that the World Health Organization and Centers of Disease Control and Prevention websites were displayed at the top of the first results page in its search engine [32].

Finally, one could also think about subjecting websites and video clips with medical content to standardized quality control or setting minimum standards through government regulations. However, due to the amount of media posted daily and the philosophy of the YouTube platform, this seems hardly feasible.

**Strengths and Limitations**

Despite their unmistakable strengths, such as the comprehensive analyses of a high number of videos and the application of two different scoring tools (GQS and DISCERN), there are some limitations to our study. Although we performed comprehensive analyses, we neither evaluated the comments posted by viewers nor did we investigate potential associations between the duration of YouTube videos and their quality, the number of likes and dislikes they received, etc, which might have allowed us, among other things, to make statements about preferences of viewers and optimal durations of video clips.

**Conclusion**

Our study demonstrates and confirms the results of others that the vast majority of psoriasis videos presented on YouTube contain misleading and sometimes potentially harmful information about this disease. Moreover, our findings suggest that a large number of users looking for clips on psoriasis on YouTube are not only unable to distinguish between medically accurate and inaccurate information but even tend to rate videos of inferior quality better than videos of higher quality.

According to our findings and in agreement with the five previous dermatological YouTube studies [18,22,23], it is crucial that dermatology associations and health facilities identify the motives of the users for this behavior. This would enable them, together with operators of social media platforms and state institutions, to develop strategies aimed at improving the quality of the information provided on YouTube and other social media platforms. The evidence-based material should be created in such a way that it can easily be found by search engines and appear on the first 2 results pages.
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Scores used for quality evaluation of video clips.
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**Multimedia Appendix 3**

Rating of the 15 items of the DISCERN tool on a scale from 1 to 5 (with 5 being the maximum).
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Abstract

Background: Understandability plays a key role in ensuring that people accessing health information are capable of gaining insights that can assist them with their health concerns and choices. The access to unclear or misleading information has been shown to negatively impact the health decisions of the general public.

Objective: The aim of this study was to investigate methods to estimate the understandability of health Web pages and use these to improve the retrieval of information for people seeking health advice on the Web.

Methods: Our investigation considered methods to automatically estimate the understandability of health information in Web pages, and it provided a thorough evaluation of these methods using human assessments as well as an analysis of preprocessing factors affecting understandability estimations and associated pitfalls. Furthermore, lessons learned for estimating Web page understandability were applied to the construction of retrieval methods, with specific attention to retrieving information understandable by the general public.

Results: We found that machine learning techniques were more suitable to estimate health Web page understandability than traditional readability formulae, which are often used as guidelines and benchmark by health information providers on the Web (larger difference found for Pearson correlation of .602 using gradient boosting regressor compared with .438 using Simple Measure of Gobbledygook Index with the Conference and Labs of the Evaluation Forum eHealth 2015 collection).

Conclusions: The findings reported in this paper are important for specialized search services tailored to support the general public in seeking health advice on the Web, as they document and empirically validate state-of-the-art techniques and settings for this domain application.

(J Med Internet Res 2019;21(1):e10986) doi:10.2196/10986
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Introduction

Background

Search engines are concerned with retrieving relevant information to support a user’s information-seeking task. Commonly, signals about the topicality or aboutness of a piece of information with respect to a query are used to estimate relevance, with other relevance dimensions such as understandability and trustworthiness [1] being relegated to a secondary position or completely neglected. Although this might be a minor problem for many information-seeking tasks, there are some specific tasks in which dimensions other than topicality have an important role in the information seeking and
decision-making process. The seeking of health information and advice on the Web by the general public is one such task.

A key problem when searching the Web for health information is that this can be too technical, unreliable, generally misleading, and can lead to unfounded escalations and poor decisions [2-4]. Where correct information exists, it can be hard to find and digest among the noise, spam, technicalities, and irrelevant information. In high-stakes search tasks such as this, access to poor information can lead to poor decisions, which ultimately can have a significant impact on our health and well-being [4,5].

In this study, we are specifically interested in the understandability of health information retrieved by search engines and in improving search results to favor information understandable by the general public. We leave addressing reliability and trustworthiness of the retrieved information to future work; however, this can be achieved by extending the framework we investigate here.

The use of general purpose Web search engines such as Google, Bing, and Baidu for seeking health advice has been largely analyzed, questioned, and criticized [6-11], despite the commendable efforts these services have put into providing increasingly better health information, for example, the Google Health Cards [12].

Ad hoc solutions to support the general public in searching and accessing health information on the Web have been implemented, typically supported by government initiatives or medical practitioner associations, for example, HealthOnNet.org (HON [13]) and HealthDirect.gov.au, among others. These solutions aim to provide better health information to the general public. For example, HON’s mission statement is “to guide Internet users to reliable, understandable, accessible and trustworthy sources of medical and health information.” On the contrary, do the solutions that these services currently employ actually provide this type of information to the health-seeking general public?

As an illustrative example, we analyzed the top 10 search results retrieved by HON on October 01, 2017 in answer to 300 health search queries generated by regular health consumers in health forums. These queries are part of the Conference and Labs of the Evaluation Forum (CLEF) 2016 electronic health (eHealth) collection [14], which is extensively used in this paper. The understandability score of the retrieved pages was estimated with the most effective readability formula (RF) and preprocessing settings analyzed in this paper (low scores correspond to easy to understand Web pages). Figure 1 reports the cumulative distribution of understandability scores for these search results (note, we did not assess their topical relevance here). Dale-Chall Index (DCI) measures the years of schooling required to understand a document. The average US resident reads at or below an 8th grade level [15-18], which is the level suggested by the American National Institutes of Health for health information on the Web [19]. We also report the scores for the optimal search results (Oracle), as found in CLEF 2016 (relevant results that have the highest understandability scores), along with the scores for the baseline method (Best Match 25 [BM25]) and our best retrieval method, eXtreme Gradient Boosting (XGB). The results clearly indicate that despite solutions such as HON being explicitly aimed at supporting access to high-quality health information that can aid the user to take well-informed health decisions, they often fail to direct the users to information they can understand.

In this paper, we aim to establish methods and best practice for developing search engines that retrieve relevant and understandable health advice from the Web. The overall contributions of this paper can be summarized as:

1. We propose and investigate methods for the estimation of the understandability of health information in Web pages: a large number of medically focused features are grouped in categories and their contribution to the understandability estimation task is carefully measured.
2. We further study the influence of HTML processing methods on these estimations and their pitfalls, extending our previous work that has shown how this often-ignored aspect greatly impacts effectiveness [20].
3. We further investigate how understandability estimations can be integrated into retrieval methods to enhance the quality of the retrieved health information, with particular attention to its understandability by the general public. New models are explored in this paper, also extending our previous work [21].

This paper makes concrete contributions to practice, as it informs health search engines specifically tailored to the general public (e.g., the HON or HealthDirect services referred to above) about the best methods they should adopt. These are novel and significant contributions as no previous work has systematically analyzed the influence of the components in this study—we show that these greatly influence retrieval effectiveness and, thus, delivery of relevant and understandable health advice.

Related Work

Understandability refers to the ease of comprehension of the information presented to a user. In other words, health information is understandable “when consumers of diverse backgrounds and varying levels of health literacy can process and explain key messages” [22]. Often the terms understandability and readability are used interchangeably: we use readability to refer to formulae that estimate how easy it is to understand a text, usually based on its words and sentences. We use understandability to refer to the broader concept of ease of understanding: this is affected by text readability (as increasing readability tends to improve understanding) but might also be influenced by how legible a text is and its layout, including, for example, the use of images to explain difficult concepts.
Cumulative distribution of Dale-Chall Index (DCI) of search results. DCI measures the years of schooling required to understand a document. The dashed line is the 8th grade level which is the reading level of an average US resident. The distribution for HealthOnNet (HON) is similar to that of the baseline used in this paper (Best Match 25 [BM25]). Our best method (eXtreme Gradient Boosting [XGB]) reranks documents to provide more understandable results; its distribution is similar to that of an oracle system.

There is a large body of literature that has examined the understandability of Web health content when the information seeker is a member of the general public. For example, Becker reported that the majority of health websites are not well designed for the elderly [23], whereas Stossel et al found that health education material on the Web is not written at an adequate reading level [18]. Zheng and Yu have reported on the readability of electronic health records compared with Wikipedia pages related to diabetes and found that readability measures often do not align with user ratings of readability [24]. A common finding of these studies is that, in general, health content available on Web pages is often hard to understand by the general public; this includes content that is retrieved in top-ranked positions by current commercial search engines [6-11].

Previous linguistics and information retrieval research has attempted to devise computational methods for the automatic estimation of text readability and understandability, and for the inclusion of these within search methods or their evaluation. Computational approaches to understandability estimations include (1) RF, which generally exploit word surface characteristics of the text, (2) machine learning approaches, and (3) matching with specialized dictionaries or terminologies, often compiled with information about understandability difficulty.

Measures such as Coleman-Liau Index (CLI) [25], DCI [26], and Flesch Reading Ease (FRE) [27] belong to the first category. These measures generally rely on surface-level characteristics of text such as characters, syllables, and word counts [28]. Although these measures have been widely used in studies investigating the understandability of health content retrieved by search engines [6-11,18,23]), our preliminary work found that these measures are heavily affected by the methods used to extract text from the HTML source [20]. We were able to identify specific settings of an HTML preprocessing pipeline that provided consistent estimates, but because of the lack of human assessments, we were not able to investigate how well each HTML preprocessing pipeline correlated with human assessments. In this paper, we revisited and extended this work in more detail, as we further investigated this problem by comparing the effect of HTML preprocessing on text understandability estimations in light of explicit human assessments.

The use of machine learning to estimate understandability forms an alternative approach. Earlier research explored the use of statistical natural language processing and language modeling [29-31] as well as linguistic factors such as syntactic features or lexical cohesion [32]. Although we replicated here many of the features devised in these works, they focus on estimating readability of general English documents rather than medical ones. In the medical domain, Zeng et al explored features such as word frequency in different medical corpora to estimate concept familiarity, which prompted the construction of the consumer health vocabulary (CHV) [33-35].

The actual use of CHV or other terminologies such as the Medical Subject Headings (MeSH) belongs to the third category of approaches. The CHV is a prominent medical vocabulary dedicated to mapping layperson vocabulary to technical terms [34]. It attributes a score for each of its concepts with respect to their difficulty, with lower or higher scores for harder or...
easier concepts. Researchers have evaluated CHV in tasks such as document analysis [36] and medical expertise prediction [37]. The hierarchy of MeSH was previously used in the literature to identify difficult concepts, assuming that a concept deep in the hierarchy is more difficult than a shallow one [38]. Other approaches combined vocabularies with word surface characteristics and syntactic features, such as part of speech (POS), into a unique readability measure [39].

In this study, we investigated approaches to estimate understandability from each of these categories, including measure the influence of HTML preprocessing on automatic understandability methods and establish best practices.

Some previous works have attempted to use understandability estimations for improving search results in consumer health search as well as methods to evaluate retrieval systems that do account for understandability along with topical relevance. Palotti et al have used learning to rank with standard retrieval features along with features based on RF and medical lexical aspects to determine understandability [21]. Van Doorn et al have shown that learning a set of rankers that provide trade-offs across a number of relevance criteria, including readability or understandability, increases overall system effectiveness [40]. Zuccon and Koopman [41], and later Zuccon [42], have proposed and investigated a family of measures based on the gain-discount framework, where the gain of a document is influenced by both its topical relevance and its understandability. They showed that although generally correlated, topical relevance evaluation alone provides differing system rankings compared with understandability-biased evaluation measures.

In this study, we further explored the development of retrieval methods that combine signals about topical relevance and understandability.

**Methods**

**Data Collection**

In this paper, we investigated methods to estimate Web page understandability, including the effect that HTML preprocessing pipelines and heuristics have, and their search effectiveness when employed within retrieval methods. To obtain both topical relevance and understandability assessments, we used the data from the CLEF 2015 and 2016 eHealth collections. The CLEF eHealth initiative is a research community–shared task aimed at creating resources for evaluating health search engines aimed at the general public [43]. Note, in the remainder of this paper, we refer to topical relevance simply as relevance, when this does not cause confusion.

The CLEF 2015 collection contains 50 queries and 1437 documents that have been assessed as relevant by clinical experts and have an assessment for understandability [44]. Documents in this collection are a selected crawl of health websites, of which the majority are certified HON websites. The CLEF 2016 collection contains 300 queries and 3298 relevant documents that also have been assessed with respect to understandability [14]. Documents in this collection belong to the ClueWeb12 B13 corpus [45], and thus are general English Web pages, not necessarily targeted to health topics nor of a controlled quality (as are the HON certified pages). Understandability assessments were provided on a 5-point Likert scale for CLEF 2015 on a 0 to 100 range for CLEF 2016 (0 indicates the highest understandability).

To support the investigation of methods to automatically estimate the understandability of Web pages, we further considered correlations between multiple human assessors (interassessor agreement). For CLEF 2015, we used the publicly available additional assessments made by unpaid medical students and health consumers collected by Palotti et al [46] in a study of how medical expertise affects assessments. For CLEF 2016, we collected understandability assessments for 100 documents. In total, 3 members of our research team, who did not author this paper and are not medical experts, were recruited to provide the assessments (the correlation of these additional assessments and CLEF's ground truth is examined further in this paper). The Relevation tool [47] was used to assist with the assessments, mimicking the settings used in CLEF.

**Understandability Estimators**

Several methods have been used to estimate the understandability of health Web pages, with the most popular methods (at least in the biomedical literature) being RF based on surface level characteristics of the text. Next, we outline the categories of methods to estimate understandability used in this study; an overview is shown in Textboxes 1 to 10.

**Traditional Readability Formulae**

These include the most popular RF [25-27] as well as other less popular ones [48-51]. An extensive description of these RF is provided in surveys by Collins-Thompson [52] and Dubay [28]. A complete list of methods is provided in Textbox 1.

**Raw Components of Readability Formulae**

These are formed by the building blocks used in the traditional RF. Examples include the average number of characters per word and the average number of syllables in a sentence. Words are divided into syllables using the Python package Pyphen [53]. A complete list of methods is provided in Textbox 2.

**General Medical Vocabularies**

These include methods that count the number of words with a medical prefix or suffix, that is, beginning or ending with Latin or Greek particles (eg, amni-, angi-, algia-, and arteri-), and text strings included in lists of acronyms or in medical vocabularies such as the International Statistical Classification of Diseases and Related Health Problems (ICD), Drugbank and the OpenMedSpel dictionary [54]. An acronym list from the ADAM database [55] was used. Methods in this category were matched with documents using simple keyword matching. A complete list of methods is provided in Textbox 3.

**Consumer Medical Vocabulary**

The popular MetaMap [56] tool was used to map the text content of Web pages to entries in CHV [34]. We used the MetaMap semantic types to retain only concepts identified as symptoms or diseases. Similar approaches have been commonly used in the literature [57-60]. A complete list of methods is provided in Textbox 4.
**Expert Medical Vocabulary**

Similar to the CHV features, we used MetaMap to convert the content of Web pages into MeSH entities, studying symptom and disease concepts separately. A complete list of methods is provided inTextbox 5.

**Natural Language Features**

These included commonly used natural language heuristics such as the ratio of POS classes, the height of the POS parser tree, the number of entities in the text, the sentiment polarity [61], and the ratio of words found in English vocabularies. The Python package Natural Language Toolkit [62] was used for sentiment analysis, POS tagging, and entity recognition. The GNU Aspell [63] dictionary was used as a standard English vocabulary and a stop word list was built by merging those of Indri [64] and Terrier [65]. Discourse features, such as the distribution of POS classes and density of entity in a text, were previously studied in the task of understandability prediction [66] and found superior to complex features such as entity coreference and entity grid [67]. To the best of our knowledge, sentiment polarity was never investigated in this task. Our intuition is that the content produced by laypeople in patient forums or blogs (easy to read) is potentially more emotional than scientific publications (hard to read). A complete list of methods is provided inTextbox 6.

**HTML Features**

These include the identification of a large number of HTML tags, which were extracted with the Python library Beautiful Soup [68]. The intuition for these features is that Web pages with many images and tables might explain and summarize health content better, thus providing more understandable content to the general public. A complete list of methods is provided inTextbox 7.

Textbox 1. Readability formulae (RF) used to estimate understandability.

<table>
<thead>
<tr>
<th>Readability feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automated Readability Index [48]</td>
</tr>
<tr>
<td>Coleman-Liau Index (CLI) [25]</td>
</tr>
<tr>
<td>Dale-Chall Index (DCI) [26]</td>
</tr>
<tr>
<td>Flesch-Kincaid Grade Level [27]</td>
</tr>
<tr>
<td>Flesch Reading Ease (FRE) [27]</td>
</tr>
<tr>
<td>Gunning Fog Index (GFI) [49]</td>
</tr>
<tr>
<td>Lasbarhetsindex (LIX) [50]</td>
</tr>
<tr>
<td>Simple Measure of Gobbledygook (SMOG) [51]</td>
</tr>
</tbody>
</table>

Textbox 2. Raw components of readability formulae (CRF) used to estimate understandability. For all features, raw values, values normalized by number of words in a document, and values normalized by number of sentences in a document were used.

<table>
<thead>
<tr>
<th>Components of readability feature</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Characters</td>
</tr>
<tr>
<td># of Words</td>
</tr>
<tr>
<td># of Sentences</td>
</tr>
<tr>
<td># of Difficult Words (Dale-Chall list [26])</td>
</tr>
<tr>
<td># of Words Longer than 4 Characters</td>
</tr>
<tr>
<td># of Words Longer than 6 Characters</td>
</tr>
<tr>
<td># of Words Longer than 10 Characters</td>
</tr>
<tr>
<td># of Words Longer than 13 Characters</td>
</tr>
<tr>
<td># of Number of Syllables</td>
</tr>
<tr>
<td># of Polysyllable Words (&gt;3 Syllables)</td>
</tr>
</tbody>
</table>
Textbox 3. General medical vocabulary features used to estimate understandability. For all features, raw values, values normalized by number of words in a document, and values normalized by number of sentences in a document were used.

<table>
<thead>
<tr>
<th>General medical vocabularies (GMVs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• # of words with medical prefix</td>
</tr>
<tr>
<td>• # of words with medical suffix</td>
</tr>
<tr>
<td>• # of acronyms</td>
</tr>
<tr>
<td>• # of International Statistical Classification of Diseases and Related Health Problems (ICD) concepts</td>
</tr>
<tr>
<td>• # of Drugbank</td>
</tr>
<tr>
<td>• # of words in medical dictionary (OpenMedSpel)</td>
</tr>
</tbody>
</table>

Textbox 4. Consumer medical vocabulary features used to estimate understandability. For all features, raw values, values normalized by number of words in a document, and values normalized by number of sentences in a document were used.

<table>
<thead>
<tr>
<th>Consumer medical vocabularies (CMV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Consumer health vocabulary (CHV) mean score for all concepts</td>
</tr>
<tr>
<td>• # of CHV concepts</td>
</tr>
<tr>
<td>• CHV mean score for symptom concepts</td>
</tr>
<tr>
<td>• # of CHV symptom concepts</td>
</tr>
<tr>
<td>• CHV mean score for disease concepts</td>
</tr>
<tr>
<td>• # of CHV disease concepts</td>
</tr>
</tbody>
</table>

Textbox 5. Expert medical vocabulary features used to estimate understandability. For all features, raw values, values normalized by number of words in a document, and values normalized by number of sentences in a document were used.

<table>
<thead>
<tr>
<th>Expert medical vocabulary (EMV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• # of Medical Subject Headings (MeSH) concepts</td>
</tr>
<tr>
<td>• Average tree of MeSH concepts</td>
</tr>
<tr>
<td>• # of MeSH symptom concepts</td>
</tr>
<tr>
<td>• Average tree of MeSH symptom concepts</td>
</tr>
<tr>
<td>• # of MeSH disease concepts</td>
</tr>
<tr>
<td>• Average tree of MeSH disease concepts</td>
</tr>
</tbody>
</table>
Textbox 6. Natural language features used to estimate understandability. For all features, raw values, values normalized by number of words in a document, and values normalized by number of sentences in a document were used.

<table>
<thead>
<tr>
<th>Natural language features (NLF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Positive words</td>
</tr>
<tr>
<td>• Negative words</td>
</tr>
<tr>
<td>• Neutral words</td>
</tr>
<tr>
<td>• # of verbs</td>
</tr>
<tr>
<td>• # of nouns</td>
</tr>
<tr>
<td>• # of pronouns</td>
</tr>
<tr>
<td>• # of adjectives</td>
</tr>
<tr>
<td>• # of adverbs</td>
</tr>
<tr>
<td>• # of adpositions</td>
</tr>
<tr>
<td>• # of conjunctions</td>
</tr>
<tr>
<td>• # of determiners</td>
</tr>
<tr>
<td>• # of cardinal numbers</td>
</tr>
<tr>
<td>• # of particles or other function words</td>
</tr>
<tr>
<td>• # of other part of speech (POS; foreign words and typos)</td>
</tr>
<tr>
<td>• # of punctuation</td>
</tr>
<tr>
<td>• # of entities</td>
</tr>
<tr>
<td>• Height of POS parser tree</td>
</tr>
<tr>
<td>• # of stop words</td>
</tr>
<tr>
<td>• # of words not found in Aspell English dictionary</td>
</tr>
<tr>
<td>• Average tree of Medical Subject Headings (MeSH) disease concepts</td>
</tr>
</tbody>
</table>

Word Frequency Features

Generally speaking, common and known words are usually frequent words, whereas unknown and obscure words are generally rare. This idea is implemented in RF such as the DCI, which uses a list of common words and counts the number of words that fall outside this list (complex words) [26] and has shown success in other recent approaches [69,70]. We extended these observations by studying corpus-wide word frequencies. In total, 3 corpora were analyzed to extract word frequencies:

- Medical Reddit: Reddit [71] is a Web forum with a sizeable user community, which is responsible for generating and moderating its content. This forum is intensively used for health purposes, for example, in the Reddit community AskDocs [72], licensed nurses and doctors (subject to user identity verification) advise help seekers free of charge. We selected 6 of such communities (medical, AskDocs, AskDoctorSmeee, Health, WomensHealth, and Mens_Health) and downloaded all user interactions available until September 1, 2017, using the Python library Python Reddit Wrapper PRAW [73]. In total, 43,019 discussions were collected.
- Medical English Wikipedia: after obtaining a recent Wikipedia dump [74] (May 1, 2017), we filtered papers to only those containing an Infobox in which at least one of the following words appeared as a property: ICD10, ICD9, DiseasesDB, MeSH, MeSHID, MeshName, MeshNumber, GeneReviewsName, Orphanet, eMedicine, MedlinePlus, drug_name, Drugs.com, DailyMedID, and LOINC. A Wikipedia infobox is a structured template that appears on the right of Wikipedia pages summarizing key aspects of papers. This process followed the method by Soldaini et al [75], which favors precision over recall when identifying a health-related paper. This resulted in a collection of 11,868 papers.
- PubMed Central: PubMed Central is a Web-based database of biomedical literature. We used the collection distributed for the Text Retrieval Conference (TREC) 2014 and 2015 Clinical Decision Support Track [76,77], consisting of 733,191 papers.
Textbox 7. HTML features used to estimate understandability.

<table>
<thead>
<tr>
<th>HTML features (HF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• # of abbreviation (abbr tags)</td>
</tr>
<tr>
<td>• # of links (A tags)</td>
</tr>
<tr>
<td>• # of blockquote tags</td>
</tr>
<tr>
<td>• # of bold tags</td>
</tr>
<tr>
<td>• # of cite tags</td>
</tr>
<tr>
<td>• # of divisions or sections (div tags)</td>
</tr>
<tr>
<td>• # of forms tags</td>
</tr>
<tr>
<td>• # of heading H1 tags</td>
</tr>
<tr>
<td>• # of heading H2 tags</td>
</tr>
<tr>
<td>• # of heading H3 tags</td>
</tr>
<tr>
<td>• # of heading H4 tags</td>
</tr>
<tr>
<td>• # of heading H5 tags</td>
</tr>
<tr>
<td>• # of heading H6 tags</td>
</tr>
<tr>
<td>• Total # of headings (any heading H above)</td>
</tr>
<tr>
<td>• # of image tags</td>
</tr>
<tr>
<td>• # of input tags</td>
</tr>
<tr>
<td>• # of link tags</td>
</tr>
<tr>
<td>• # of description lists (DL tags)</td>
</tr>
<tr>
<td>• # of unordered lists (UL tags)</td>
</tr>
<tr>
<td>• # of ordered lists (OL tags)</td>
</tr>
<tr>
<td>• Total # of any list (DL+UL+OL)</td>
</tr>
<tr>
<td>• # of short quotations (Q tags)</td>
</tr>
<tr>
<td>• # of scripts tags</td>
</tr>
<tr>
<td>• # of spans tags</td>
</tr>
<tr>
<td>• # of table tags</td>
</tr>
<tr>
<td>• # of paragraphs (P tags)</td>
</tr>
</tbody>
</table>

A summary of the statistics of the corpora is reported in Table 1. We modeled word frequencies in a corpus in a straightforward manner: we sorted the word frequencies and normalized word rankings such that values close to 100 are attributed to common words and values close to 0 to rare words. Thereafter, we replaced each word in a document by a number ranging from 0 to 100, which represents the frequency of that word in the corpus. Finally, we extracted features based on the word frequency distribution for that document. For example, the feature 75th percentile English Wikipedia is a number between 0 and 100 representing how frequent is the word at the 75th percentile of a document in which word frequencies were extracted from the English Wikipedia corpus. Unless explicitly stated otherwise, we ignored out-of-vocabulary (OV) words in the corpus. A complete list of methods is provided in Textbox 8.

**Machine Learning on Text-Regressors and Classifiers**

These include machine learning methods for estimating Web page understandability. Although Collins-Thompson highlighted the promise of estimating understandability using machine learning methods, a challenge is identifying the background corpus to be used for training [52]. To this aim, we used the 3 corpora detailed above, and assumed understandability labels according to the expected difficulty of documents in these collections:

- **Medical Reddit (label 1):** Documents in this corpus are expected to be written in a colloquial style, and thus the easiest to understand. All the conversations are, in fact, explicitly directed to assist inexpert health consumers.
- **Medical English Wikipedia (label 2):** Documents in this corpus are expected to be less formal than scientific papers, but more formal than a Web forum like Reddit, thus somewhat more difficult to understand.
- **PubMed Central (label 3):** Documents in this corpus are expected to be written in a highly formal style, as the target audience are physicians and biomedical researchers.
Table 1. Statistics for the corpora used as background models for understandability estimations.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Medical Wikipedia</th>
<th>Medical Reddit</th>
<th>PubMed Central</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documents, n</td>
<td>11,868</td>
<td>43,019</td>
<td>733,191</td>
</tr>
<tr>
<td>Words, n</td>
<td>10,655,572</td>
<td>11,978,447</td>
<td>144,024,976</td>
</tr>
<tr>
<td>Unique words, n</td>
<td>467,650</td>
<td>317,106</td>
<td>2,933,167</td>
</tr>
<tr>
<td>Average words per document, mean (SD)</td>
<td>898.90 (1351.76)</td>
<td>278.45 (359.70)</td>
<td>227.22 (270.44)</td>
</tr>
<tr>
<td>Average characters per document, mean (SD)</td>
<td>5107.81 (7618.57)</td>
<td>1258.44 (1659.96)</td>
<td>1309.11 (1447.31)</td>
</tr>
<tr>
<td>Average characters per word, mean (SD)</td>
<td>5.68 (3.75)</td>
<td>4.52 (3.52)</td>
<td>5.76 (3.51)</td>
</tr>
</tbody>
</table>

Textbox 8. Word frequency features used to estimate understandability.

<table>
<thead>
<tr>
<th>Word frequency features (WFF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 25th percentile English Wikipedia</td>
</tr>
<tr>
<td>• 50th percentile English Wikipedia</td>
</tr>
<tr>
<td>• 75th percentile English Wikipedia</td>
</tr>
<tr>
<td>• Mean rank English Wikipedia</td>
</tr>
<tr>
<td>• Mean rank English Wikipedia—includes out-of-vocabulary (OV) words</td>
</tr>
<tr>
<td>• 25th percentile Medical Reddit</td>
</tr>
<tr>
<td>• 50th percentile Medical Reddit</td>
</tr>
<tr>
<td>• 75th percentile Medical Reddit</td>
</tr>
<tr>
<td>• Mean rank Medical Reddit</td>
</tr>
<tr>
<td>• Mean rank Medical Reddit—includes OV</td>
</tr>
<tr>
<td>• 25th percentile Pubmed</td>
</tr>
<tr>
<td>• 50th percentile Pubmed</td>
</tr>
<tr>
<td>• 75th percentile Pubmed</td>
</tr>
<tr>
<td>• Mean rank Pubmed</td>
</tr>
<tr>
<td>• Mean rank Pubmed—includes OV</td>
</tr>
<tr>
<td>• 25th percentile Wikipedia+Reddit+Pubmed</td>
</tr>
<tr>
<td>• 50th percentile Wikipedia+Reddit+Pubmed</td>
</tr>
<tr>
<td>• 75th percentile Wikipedia+Reddit+Pubmed</td>
</tr>
<tr>
<td>• Mean rank Wikipedia+Reddit+Pubmed</td>
</tr>
<tr>
<td>• Mean rank Wikipedia+Reddit+Pubmed—includes OV</td>
</tr>
</tbody>
</table>

Textbox 9. Machine learning regressor features used to estimate understandability.

<table>
<thead>
<tr>
<th>Machine learning regressors (MLR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Linear regressor</td>
</tr>
<tr>
<td>• Multilayer perceptron regressor</td>
</tr>
<tr>
<td>• Random forest regressor</td>
</tr>
<tr>
<td>• Support vector machine regressor</td>
</tr>
<tr>
<td>• eXtreme Gradient Boosting Regressor</td>
</tr>
</tbody>
</table>
On the basis of the labels of each class above, models were learnt using all documents from these corpora after features were extracted using latent semantic analysis with ten dimensions on top of TF-IDF calculated for each word. We modeled a classification task as well as a regression task using these corpora. In the classification task, the first step is to train a classifier on documents belonging to these three collections with the three different classes shown above. The second step is to use the classifier to estimate which of these three possible classes an unseen document from the CLEF 2015 or CLEF 2016 would belong. Similarly, in the regression task, after training, a regressor has to estimate an understandability value to an unseen CLEF document. We hypothesize that documents that are more difficult to read are more similar to PubMed documents than to Wikipedia or Reddit ones. A complete list of methods is provided in Textboxes 9 and 10.

**Preprocessing Pipelines and Heuristics**

As part of our study, we investigated the influence that the preprocessing of Web pages had on the estimation of understandability computed using the methods described above. We did so by comparing the combination of a number of preprocessing pipelines, heuristics, and understandability estimation methods with human assessments of Web page understandability. Our experiments extended our previous work [20] and provided a much more thorough analysis, as they only evaluated surface level RF and did not compare their results against human assessments.

To extract the content of a Web page from the HTML source we used: BeautifulSoup, Naive [68], which just naively removes HTML tags and Boilerpipe, Boi [78] and Justext, Jst [79], which eliminates boilerplate text together with HTML tags. Our data analysis in Palotti et al [20] highlighted that the text in HTML fields such as titles, menus, tables, and lists often missed a correct punctuation mark, and thus, the text extracted from them could be interpreted as many short sentences or few very long sentences, depending on whether a period was forced at the end of fields or sentences. We, thus, implemented the same 2 heuristics devised to deal with this: ForcePeriod (FP) and DoNotForcePeriod (DNFP). If a punctuation mark is found at the end of a field or sentence, it is kept as it is. However, if no punctuation mark is found at the end of a field or sentence, the FP heuristic forces the insertion of a period at the end of that extracted HTML field, whereas the DNFP does not.

**Integrating Understandability into Retrieval**

We then investigated how understandability estimations can be integrated into retrieval methods to increase the quality of search results. Specifically, we considered 3 retrieval methods of differing quality for the initial retrieval. These included the best 2 runs submitted to each CLEF task, and a plain BM25 baseline (default Terrier parameters: b=0.75 and k1=1.2). BM25 is a probabilistic term weighting scheme commonly used in information retrieval and is defined with respect to the frequency of a term in a document, the collection frequency of that term, and the ratio between the length of the document and the average document length. As understandability estimators, we used the XGB regressor [80] as well as Simple Measure of Gobbledygook (SMOG) for CLEF 2015 and DCI for CLEF 2016. These were selected as they were the best performing RF and machine learning methods for each collection (details on the evaluation of understandability estimators presented in the Results section). Remember that, as described in the Related Work section, RF are a specific approach to estimate understandability. Note that in XGB, for assessed documents we used 10-fold cross validation, training XGB on 90% of the data, and used its predictions for the remaining 10%. For unassessed documents, we trained XGB on all assessed data and applied this model to generate predictions. Different machine learning methods and feature selection schemes were experimented with; results are available in the Multimedia Appendix 1. XGB was selected because its results were the best among the machine learning test (which include all machine learning methods listed in Textboxes 9 and 10).

To integrate understandability estimators into the retrieval process, we first investigated reranking search results retrieved by the initial runs purely based on the understandability estimations. If all the search results from a run were to be considered, then such a reranking method might place at early ranks Web pages highly likely to be understandable, but possibly less likely to be topically relevant. To balance relevance and understandability, we only reranked the first k documents. We explored rank cut-offs k=15,20,50. As evaluation was performed with respect to the first n=10 rank positions, the setting k=15 provided a conservative reranking of search results, whereas, k=50 provided a less conservative reranking approach.

---

**Machine learning classifier features used to estimate understandability.**

<table>
<thead>
<tr>
<th>Machine learning classifiers (MLC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Logistic regression</td>
</tr>
<tr>
<td>- Multilayer perceptron classifier</td>
</tr>
<tr>
<td>- Random forest classifier</td>
</tr>
<tr>
<td>- Support vector machine classifier</td>
</tr>
<tr>
<td>- Multinomial naive Bayes</td>
</tr>
<tr>
<td>- eXtreme Gradient Boosting Classifier</td>
</tr>
</tbody>
</table>

---

Textbox 10. Machine learning classifier features used to estimate understandability.
As an alternative to the previous 2-step ranking strategy for combining topical relevance and understandability, we explored the fusion of 2 search result lists separately obtained for relevance and understandability. For this, we used the reciprocal rank fusion method [81], which was shown effective for combining 2 lists of search results based on their documents’ ranks, rather than scores. This approach was selected above score-based fusion methods because the distribution of relevance scores for the retrieved documents differed sensibly (both in magnitude and spread) with that of understandability scores: in such a case, score-based fusion is not appropriate. For relevance, we used, separately, the 3 retrieval methods for each collection. For CLEF 2015, we used BM25 and the submissions made by the East China Normal University (ECNU) team [82] and the Korean Institute of Science and Technology Information (KISTI) team [83]. For CLEF 2016, we also used BM25 and the submissions made by the Georgetown University Information Retrieval (GUIR) team [84] and ECNU [85]. For understandability, we used, separately, the estimations from SMOG or DC1 and XGB. Moreover, for this approach, we studied limiting the ranking of results to be considered by the methods across the cut-offs k=15,20,50.

Finally, we considered a third alternative to combine relevance and understandability: using learning to rank with features derived from retrieval methods (information retrieval (IR) features) and understandability estimators. Learning to rank refers to a family of machine learning methods where ranking models are learnt from training data (and associated features). With the CLEF 2015 and 2016 collections, we explored 5 combinations of label attribution and feature sets, maintaining the same pairwise learning to rank algorithm based on tree boosting (XGB). These combinations are listed in Table 2, with R being the relevance of documents and U their understandability estimation. Although the definitions of learning to rank (LTR) 1 and LTR 2 are straightforward, the other methods deserve some further explanation. In LTR 3, a penalty was proportionally assigned to documents according to their understandability score U. For example, for CLEF 2016, a document with understandability U=0 received no penalty, as 0 was the easiest level of understanding, whereas another with understandability 50 received a 50% penalty, meaning that its relevance score was halved. LTRs 4 and 5 were based on a fixed threshold applied to the understandability score: if the score was higher than the threshold (U=2 for CLEF 2015 and U=40 for CLEF 2016), then the original relevance score (for LTR 4) or a boosted value (for LTR 5) was assigned to the corresponding document. We used the thresholds U=2 for CLEF 2015 and U=40 for CLEF 2016, based on the distribution of understandability assessments and the semantic of understandability labels [44,14].

**Evaluation Measures**

In the experiments, we used Pearson, Kendall, and Spearman correlations to compare the understandability assessments of human assessors with estimations obtained by the considered automated approaches, under all combinations of pipelines and heuristics. Pearson correlation is used to calculate the strength of the linear relationship between 2 variables, whereas Kendall and Spearman measure the rank correlations among the variables. We opted to report all 3 correlation coefficients to allow for a thorough comparison with other work, as they are equally used in the literature.

For the retrieval experiments, we used evaluation measures that rely on both (topical) relevance and understandability. The uRBP measure [42] extends rank biased precision (RBP) to situations where multiple relevance dimensions are used. The measure is formulated as uRBP(p)=(1-p)×∑k=1^p r(d@k)×u(d@k), where r(d@k) is the gain for retrieving a relevant document at rank k and u(d@k) is the gain for retrieving a document of a certain understandability at rank k; p is the RBP persistence parameter. This measure was an official evaluation measure used in CLEF (we also set P=.8).

### Table 2. Learning to rank settings.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Explanation</th>
<th>Labeling function</th>
<th>CLEF 2015</th>
<th>CLEF 2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTR\textsuperscript{b} 1</td>
<td>Model built only on the topicality labels with IR\textsuperscript{c} features</td>
<td>F(R,U)=R</td>
<td>F(R,U)=R</td>
<td></td>
</tr>
<tr>
<td>LTR 2</td>
<td>Model built only on the topicality labels with IR and understandability features</td>
<td>F(R,U)=R</td>
<td>F(R,U)=R</td>
<td></td>
</tr>
<tr>
<td>LTR 3</td>
<td>Model combines understandability and topicality labels. Uses IR and understandability features</td>
<td>F(R,U)=R×U/3</td>
<td>F(R,U)=R×(100-U)/100</td>
<td></td>
</tr>
<tr>
<td>LTR 4</td>
<td>Model built only on easy-to-read documents. Uses IR and understandability Features</td>
<td>F(R,U)=R, if U≥2&lt;br&gt;F(R,U)=0, otherwise</td>
<td>F(R,U)=R, if U≤40&lt;br&gt;F(R,U)=0, otherwise</td>
<td></td>
</tr>
<tr>
<td>LTR 5</td>
<td>Model built boosting easy-to-read documents. Uses IR and understandability Features</td>
<td>F(R,U)=2×R, if U≥2&lt;br&gt;F(R,U)=R, otherwise</td>
<td>F(R,U)=2×R, if U≤40&lt;br&gt;F(R,U)=R, otherwise</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}CLEF: Conference and Labs of the Evaluation Forum.<br>\textsuperscript{b}LTR: learning to rank.<br>\textsuperscript{c}IR: information retrieval.<br>\textsuperscript{d}F: function.<br>\textsuperscript{e}R: topical relevance of a document.<br>\textsuperscript{f}U: understandability.
A drawback of uRBP is that relevance and understandability are combined into a unique evaluation score, thus making it difficult to interpret whether improvements are because of more understandable or more topical documents being retrieved. To overcome this, we used the multidimensional metric (MM) framework introduced by Palotti et al [86] which first separately calculates an RBP value for relevance and another for understandability, and then combine them into a unique effectiveness measure:

- \( RBP@n(p) \): uses the relevance assessments for the top \( n \) search results (ie, this is the common RBP). We regarded a document as topically relevant if assessed as somewhat relevant or highly relevant.
- \( RBP^u@n(p) \): uses the understandability assessments for the top \( n \) search results. We regarded a document as understandable (1) for CLEF 2015 if assessed easy or somewhat easy to understand and (2) for CLEF 2016 if its assessed understandability score was smaller than a threshold U. We used U=40, based on the distribution of understandability assessments. Assessors were presented with a slider for understandability assessment and U=50 was labeled as average understandability. This created a bimodal distribution of understandability assessments, with U=40 being a good upper limit for easy-to-read documents. The understandability distribution can be found in the Multimedia Appendix 2.
- \( MM_{RBP}@n(p) = 2 \times (RBP@n \times RBP^u@n)/ (RBP@n+RBP^u@n) \): combines the previous 2 RBP values into a unique measurement using the harmonic mean (in the same fashion that the \( F_1 \) measure combines recall and precision).

For all measures, we set \( n=10 \) because shallow pools were used in CLEF along with measures that focused on the top 10 search results (including \( RBP@10 \)). Shallow pools refer to the selection of a limited number of documents to be assessed for relevance, among the documents retrieved at the top ranks by a search engine.

Along with these measures of search effectiveness, we also recorded the number of unassessed documents, the RBP residuals, \( RBP^r@10 \), \( RBP^u@10 \), and \( MM^r_{RBP} \), that is, the corresponding measures calculated by ignoring unassessed documents. These latter measures implement the condensed measures approach proposed by Sakai as a way to deal with unassessed documents [87]. We did this to minimize pool bias as the pools built in CLEF were of limited size and the investigated methods retrieved a substantial number of unassessed documents. Pool bias refers to the possible bias in the evaluation toward systems that have contributed documents to the assessment pool: these erroneously receive higher evaluation scores compared with systems that did not contribute to the pool (ie, that were not sampled to create the set of documents to be judged for relevance).

Evaluation of Understandability Estimators

To keep this paper succinct, in the following we only report a subset of the results. The remaining results (which show similar trends to those reported here) are made available in the Multimedia Appendix 3 material for completeness.

Using the CLEF eHealth 2015 and 2016 collections, we studied the correlations of methods to estimate Web page understandability compared with human assessments. For each category of understandability estimation, Tables 3 and 4 report the methods with highest Pearson and Spearman or Kendall correlations for CLEF 2015 and 2016, respectively. For each method, we used the best preprocessing settings; a study of the impact of preprocessing is reported in the next subsection.

Overall, Spearman and Kendall correlations obtained similar results (in terms of which methods exhibited the highest correlations): this was expected as, unlike Pearson, they are both rank-based correlations.

For traditional RF, SMOG had the highest correlations for CLEF 2015 and DCI for CLEF 2016, regardless of correlation measure. These results resonate with those obtained for the category of raw components of readability formulae (CRF). In fact, the polysyllable words measure, which is the main feature used in SMOG, had the highest correlation for CLEF 2015 among methods in this category. Similarly, the number of difficult words, which is the main feature used in DCI, had the highest correlation for CLEF 2016 among methods in this category.

When examining the expert vocabulary category (EMV), we found that the number of MeSH concepts obtained the highest correlations with human assessments; however, its correlations were substantially lower than those achieved by the best method from the consumer medical vocabularies category (CMV), that is, the scores of CHV concepts. For the natural language category (NLF), we found that the number of pronouns, the number of stop words, and the number of OV words had the highest correlations—and these were even higher than those obtained with MeSH- and CHV-based methods. In turn, the methods that obtained the highest correlations among the HTML categories (HF) and counts of P tags and list tags exhibited overall the lowest correlations compared with methods in the other categories. P tags are used to create paragraphs in a Web page, being thus a rough proxy for text length. Among methods in the word frequency category (WFF), the use of Medical Reddit (but also of PubMed) showed the highest correlations, and these were comparable with those obtained by the RF.

Finally, regressors (MLR) and classifiers (MLC) exhibited the highest correlations among all methods: in this category, the XGB regressor and the multinomial Naive Bayes best correlated with human assessments.
<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>Preprocessing</th>
<th>Pearson</th>
<th>Spearman</th>
<th>Kendall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability formulae</td>
<td>Simple Measure of Gobbledygook Index</td>
<td>Jst Do Not Force Period (DNFP)</td>
<td>0.438 a</td>
<td>0.388</td>
<td>0.286</td>
</tr>
<tr>
<td>Components of readability</td>
<td>Average number of Polysyllables words per sentence</td>
<td>Jst force period (FP)</td>
<td>0.429</td>
<td>0.364</td>
<td>0.268</td>
</tr>
<tr>
<td>formulae (CRF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRF</td>
<td>Average number of Polysyllables words per sentence</td>
<td>Jst DNFP</td>
<td>0.192</td>
<td>0.388</td>
<td>0.286</td>
</tr>
<tr>
<td>General medical vocabularies</td>
<td>Average number of medical prefixes per word</td>
<td>Naive FP</td>
<td>0.314</td>
<td>0.312</td>
<td>0.229</td>
</tr>
<tr>
<td>(GMVs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMVs</td>
<td>Number of medical prefixes</td>
<td>Naive FP</td>
<td>0.131</td>
<td>0.368</td>
<td>0.272</td>
</tr>
<tr>
<td>Consumer medical vocabulary</td>
<td>Consumer health vocabulary (CHV) mean score for all</td>
<td>Naive FP</td>
<td>0.371</td>
<td>0.314</td>
<td>0.228</td>
</tr>
<tr>
<td>(CMV)</td>
<td>concepts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert medical vocabulary</td>
<td>Number of medical concepts</td>
<td>Naive FP</td>
<td>0.227</td>
<td>0.249</td>
<td>0.178</td>
</tr>
<tr>
<td>(EMV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural language features</td>
<td>Number of words not found in Aspell dictionary</td>
<td>Jst DNFP</td>
<td>0.351</td>
<td>0.276</td>
<td>0.203</td>
</tr>
<tr>
<td>(NLF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLF</td>
<td>Number of pronouns per word</td>
<td>Naive FP</td>
<td>0.271</td>
<td>0.441</td>
<td>0.325</td>
</tr>
<tr>
<td>HTML features (HF)</td>
<td>Number of P tags</td>
<td>None</td>
<td>0.219</td>
<td>0.196</td>
<td>0.142</td>
</tr>
<tr>
<td>Word frequency features</td>
<td>Mean rank Medical Reddit</td>
<td>Jst DNFP</td>
<td>0.435</td>
<td>0.277</td>
<td>0.197</td>
</tr>
<tr>
<td>(WFF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25th percentile Pubmed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine learning regressors</td>
<td>eXtreme Gradient Boosting (XGB) Regressor</td>
<td>Boi DNFP</td>
<td>0.602</td>
<td>0.394</td>
<td>0.287</td>
</tr>
<tr>
<td>(MLR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine learning classifiers</td>
<td>Multinomial Naive Bayes</td>
<td>Naive FP</td>
<td>0.573</td>
<td>0.477</td>
<td>0.416</td>
</tr>
<tr>
<td>(MC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a Italics used to highlight the best result of each group.*
### Table 4. Methods with the highest correlation per category for Conference and Labs of the Evaluation Forum (CLEF) 2016.

<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>Preprocessing</th>
<th>Pearson</th>
<th>Spearman</th>
<th>Kendall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readability formulae (RF)</td>
<td>Dale-Chall Index (DCI)</td>
<td>Jst force period (FP)</td>
<td>.439&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.381</td>
<td>.264</td>
</tr>
<tr>
<td>RF</td>
<td>DCI</td>
<td>Boi FP</td>
<td>.437</td>
<td>.382</td>
<td>.264</td>
</tr>
<tr>
<td>Components of readability formulae (CRF)</td>
<td>Average number of difficult word per Word</td>
<td>Boi FP</td>
<td>.431</td>
<td>.379</td>
<td>.262</td>
</tr>
<tr>
<td>General medical vocabularies (GMVs)</td>
<td>Average prefixes per sentence</td>
<td>Jst FP</td>
<td>.263</td>
<td>.242</td>
<td>.164</td>
</tr>
<tr>
<td>Consumer medical vocabulary (CMV)</td>
<td>Consumer health vocabulary (CHV) mean score for all concepts</td>
<td>Jst FP</td>
<td>.329</td>
<td>.313</td>
<td>.216</td>
</tr>
<tr>
<td>CMV</td>
<td>CHV mean score for all concepts</td>
<td>Boi FP</td>
<td>.329</td>
<td>.325</td>
<td>.224</td>
</tr>
<tr>
<td>EMV</td>
<td>Number of MeSH (Medical Subject Headings) concepts</td>
<td>Boi DNFP</td>
<td>.201</td>
<td>.166</td>
<td>.113</td>
</tr>
<tr>
<td>Expert medical vocabulary (EMV)</td>
<td>Number of MeSH disease concepts</td>
<td>Boi DNFP</td>
<td>.179</td>
<td>.192</td>
<td>.132</td>
</tr>
<tr>
<td>Natural language features (NLF)</td>
<td>Average stop word per word</td>
<td>Boi FP</td>
<td>.344</td>
<td>.312</td>
<td>.213</td>
</tr>
<tr>
<td>NLF</td>
<td>Number of pronouns</td>
<td>Boi FP</td>
<td>.341</td>
<td>.364</td>
<td>.252</td>
</tr>
<tr>
<td>HTML features (HF)</td>
<td>Number of lists</td>
<td>None</td>
<td>.114</td>
<td>.021</td>
<td>.015</td>
</tr>
<tr>
<td>HF</td>
<td>Number of P tags</td>
<td>None</td>
<td>.110</td>
<td>.123</td>
<td>.084</td>
</tr>
<tr>
<td>Word frequency features (WFF)</td>
<td>Mean rank Medical Reddit</td>
<td>Boi DNFP</td>
<td>.387</td>
<td>.312</td>
<td>.214</td>
</tr>
<tr>
<td>WFF</td>
<td>50th percentile Medical Reddit</td>
<td>Jst DNFP</td>
<td>.351</td>
<td>.315</td>
<td>.216</td>
</tr>
<tr>
<td>Machine learning regressors (MLR)</td>
<td>eXtreme Gradient Boosting (XGB) Regressor</td>
<td>Jst DNFP</td>
<td>.454</td>
<td>.373</td>
<td>.258</td>
</tr>
<tr>
<td>MLR</td>
<td>Random Forest Regressor</td>
<td>Boi DNFP</td>
<td>.389</td>
<td>.355</td>
<td>.264</td>
</tr>
<tr>
<td>Machine learning classifiers</td>
<td>Multinomial Naïve Bayes</td>
<td>Jst FP</td>
<td>.461</td>
<td>.391</td>
<td>.318</td>
</tr>
</tbody>
</table>

<sup>a</sup>Italics used to highlight the best result of each group.

**Evaluation of Preprocessing Pipelines and Heuristics**

Results from experiments with different preprocessing pipelines and heuristics are shown in Figures 2 and 3, respectively for CLEF 2015 and 2016. For each category of methods and combination of preprocessing and heuristics, we report their variability in terms of Spearman rank correlation with human assessments. Results for Pearson and Kendall correlations are reported in the Multimedia Appendix 3, but showed similar trends. We further report the summary results across all understandability assessment methods and sentence-ending heuristics for each of the preprocessing pipelines. Finally, we also report the interassessor correlation (last box) when multiple assessors provided judgments about the understandability of Web pages. This provides an indication of the range of variability and subjectiveness when assessing understandability, along with the highest correlation we measured between human assessors.

We first examined the correlations between human assessments and RF. We found that the *Naïve* preprocessing resulted in the lowest correlations, regardless of RF and heuristic (although *DoNotForcePeriod* performed better than *ForcePeriod*). Using Justext or Boilerplate resulted in higher correlations with human understandability assessments, and the *ForcePeriod* heuristic was shown to be better than *DoNotForcePeriod*. These results confirm our hypotheses in Palotti et al [20]: we found these settings to produce lower variances in understandability estimations, and thus hypothesized that they were better suited to the task.

Overall, among RF, the best results (highest correlations) were obtained by SMOG and DCI (see also Tables 3 and 4). Although no single setting outperformed the others in both collections, we found that the use of CLI and FRE with Justext provided the most stable results across the collections, with correlations as high as the best ones in both collections. These results confirmed our previous advice [20], that is, in general, if using readability measures, CLI is to be preferred, along with an appropriate HTML extraction pipeline, regardless of the heuristic for sentence ending. We provide detailed plots to compare the results in this paper with those in Palotti et al [20] in the Multimedia Appendix 4.

When considering methods beyond those based on RF, we found that the highest correlations were achieved by the regressors (MLR) and classifiers (MCL), independently of the preprocessing method used. There is little difference in terms of effectiveness of methods in these categories, with the exception of regressors on CLEF 2015 that exhibited not negligible variances: whereas for the neural network regressor the Pearson correlation was .44 and for the support vector regressor it was only .30.
Figure 2. Correlations between understandability estimators and human assessments for Conference and Labs of the Evaluation Forum 2015. For example, the first boxplot on the top represents the distribution of Spearman correlations with human assessments across all features in the category readability formulae, obtained with the Naive Force Period preprocessing. Each box extends from the lower to the upper quartile values, with the red marker representing the median value for that category. Whiskers show the range of the data in each category and circles represent values considered outliers for the category (eg, Spearman correlation for Simple Measure of Gobbledygook (SMOG) index was .296 and for Automated Readability Index (ARI) was .194; these were outliers for that category). CMV: consumer medical vocabulary; CRF: components of readability formulae; DNFP: Do Not Force Period; EMV: expert medical vocabulary; FP: Force Period; GMV: general medical vocabulary; MLC: machine learning classifiers; MLR: machine learning regressors; NLF: natural language features; RF: readability formulae; WFF: word frequency features.
Figure 3. Correlations between understandability estimators and human assessments for Conference and Labs of the Evaluation Forum (CLEF) 2016. CMV: consumer medical vocabulary; CRF: components of readability formulae; DNFP: Do Not Force Period; EMV: expert medical vocabulary; FP: Force Period; GMV: general medical vocabulary; MLC: machine learning classifiers; MLR: machine learning regressors; NLF: natural language features; RF: readability formulae; WFF: word frequency features.
A common trend when comparing preprocessing pipelines is that the Naive pipeline provided the weakest correlations with human assessments for CLEF 2016, regardless of estimation methods and heuristics. This result, however, was not confirmed for CLEF 2015, where the Naive preprocessing negatively influenced correlations for the RF category, but not for other categories, although it was generally associated with larger variances for the correlation coefficients.

**Evaluation of Understandability Retrieval**

**Reranking Experiments**

Results for the considered retrieval methods are reported in Figures 4-8. We report only the results for CLEF 2016 for brevity; those for CLEF 2015 exhibited similar trends and are included in the Multimedia Appendix 5. When reranking results, we risk bringing to the top position a document that was never assessed. The RBP residuals (shown in gray in Figures 3-8) show the possible gains that unassessed documents can have on the evaluation, as it assumed that all unassessed documents are relevant. Another way to quantify the effect that unassessed documents have on evaluation is looking at the average number of unassessed documents in the top 10 results: this is given by the metric Unj@10. Larger values of Unj@10 imply that actual effectiveness might be noticeably larger. Here, we also show the values for the condensed measures.

The effectiveness of the top 2 submissions to CLEF 2016 and the BM25 baseline are reported in Figure 4. In turn, we report the results of each subexperiment: simple reranking (Figures 5 and 6), fusion experiments (Figure 7), and learning to rank (Figure 8).

**Figure 4.** Baseline results for the best 2 submissions to Conference and Labs of the Evaluation Forum (CLEF) 2016 (Georgetown University Information Retrieval [GUIR] and East China Normal University [ECNU]) and the Best Match 25 (BM25) baseline of Terrier. MM: multidimensional metric; RBP: rank biased precision.
Figure 5. Reranking of the runs based on the Dale-Chall readability formula. ECNU: East China Normal University; GUIR: Georgetown University Information Retrieval; MM: multidimensional metric; RBP: rank biased precision.
Figure 6. Reranking of the runs based on the eXtreme Gradient Boosting (XGB) regressor to estimate understandability. ECNU: East China Normal University; GUIR: Georgetown University Information Retrieval; MM: multidimensional metric; RBP: rank biased precision.
**Figure 7.** Reranking combining topical relevance (original run) and understandability (eXtreme Gradient Boosting [XGB]) through rank fusion. ECNU: East China Normal University; GUIR: Georgetown University Information Retrieval; MM: multidimensional metric; RBP: rank biased precision.

**Figure 8.** Results of the learning to rank (LTR) method on the Best Match 25 (BM25) baseline. The BM25 baseline (light blue) is shown for direct comparison. MM: multidimensional metric; RBP: rank biased precision.
Simple Reranking

Figure 5 reports the results of reranking methods applied to the runs shown in Figure 4. Reranking was applied based on the DCI score of each document calculated using the preprocessing combination of Boilerpipe and ForcePeriod (best according to Pearson correlation, from Tables 3 and 4). We found that the relevance of the reranked runs (as measured by $RBP_r$ and $RBP^+_r$) significantly decreased, compared with the original runs, for example, reranking the top 15 search results using DCI made $RBP_r$ decrease from 25.28 to 21.58. However, as expected, these reranked results were significantly more understandable: for the previous example, $RBP_u$ passed from 42.08 to 47.09.

In the experiments, we also studied the influence of the number of documents considered for reranking (cut-off). The top/middle/bottom plots of Figure 5 refer to reranking only the top $k=15/20/50$ documents from the original runs. The results show that the more documents are considered for reranking, the more degradation in $RBP$, effectiveness. Considering understandability only in the evaluation shows mixed results. Similar trends were observed for evaluation measures that consider understandability ($RBP$ and $RBP^+_u$), however, with some exceptions. For example, an increase in $uRBP$ was observed when reranking ECNU using the top 50 results.

Note that with the increase of the number of documents considered for reranking, there is an increase in the number of unassessed documents being considered by the evaluation measures. Nevertheless, we note that if unassessed documents are excluded from the evaluation, similar trends are observed, for example, compare findings with those for the condensed measures $uRBP^*_r$, $RBP^*_r$, $RBP^*_u$, and $MM^*_RBP$.

Figure 6 refers to using a machine learning method, XGB regressor (Textbox 9), to estimate understandability. Similarly, when using DCI, as the cut-off increased, for example, from $k=15$ to $k=50$, the documents returned were more understandable but less relevant. For the same cut-off value, for example, $k=15$, the machine learning method used for estimating understandability consistently yielded more understandable results than DCI (higher $RBP_u$ and $RBP^+_u$).

Overall, statistically significant improvements over the baselines were observed for most configurations and measures.

Rank Fusion

Next, we report the results of automatically combining topical relevance and understandability through rank fusion in Figure 7. We used the XGB method for estimating understandability, as it was the one yielding highest effectiveness for the reranking method. Runs were thus produced by fusing the reranking with XGB and the original run. (Results for DCI are reported in the Multimedia Appendix 5 and confirm the superiority of XGB.)

As for reranking, also for the rank fusion approaches we found that, in general, higher cut-offs were associated to higher effectiveness in terms of understandability measures on one hand, but higher losses in terms of relevance-oriented measures on the other. Overall, results obtained with rank fusion were superior to those obtained with reranking only, although most differences were not statistically significant. Statistically significant improvements over the baselines were instead observed for most configurations and measures.

Learning to Rank

Finally, we analyze the results obtained by the learning to rank methods in Figure 8. Unlike with the previous methods, we did not impose a rank cut-off on learning to rank. Learning to rank was only applied to the BM25 baseline, as we had no access to the IR features for the runs submitted at CLEF (ie, GUIR and ECNU for CLEF 2016). BM25 baseline (Figure 4) is also shown in Figure 8 for an easy and direct comparison.

When considering $RBP_r$ and $uRBP$, learning to rank exhibited effectiveness that was significantly inferior to that of the GUIR and ECNU baseline runs, although higher than those for the BM25 baseline (for some configurations). The examination of the number of unassessed documents (and the $RBP$ residuals), see Multimedia Appendix 5) revealed that this might have been because measures were affected by the large number of unassessed documents retrieved in the top 10 ranks. For example, the $RBP_r$ residual for learning to rank methods was about double that of the baselines or other approaches (see Multimedia Appendix 5). In fact, among the documents retrieved in the top 10 results by learning to rank, there were 20% (2/10) that were unassessed, compared with an average of 3% (0.3/10) for the other methods (excluding XGB with cutoff 50, which also exhibited high residuals).

We thus should carefully account for unassessed documents through considering the residuals of $RBP$ measures as well as the condensed measures. When this was done, we observed that learning to rank methods overall provided substantial gains over the original runs and other methods (when considering $RBP^*_r$, $RBP^*_u$, and $MM^*_RBP$), or large potential gains over these methods (when considering the residuals). Next, we analyzed these results in more detail.

No improvements over the baselines were found for LTR 1, and the high residuals for $RBP_r$ were not matched by other residuals or by considering only assessed documents (see Multimedia Appendix 5). LTR 1 was a simple method that used only IR features and was trained only on topical relevance. Specifically, we devised 24 IR features using the Terrier framework. The score of various retrieval models was extracted from a multifield index composed of title, body, and whole document. Although simple, this is a typical learning to rank setting.

Compared with LTR 1, LTR 2 included the understandability features listed in Textboxes 1-10. This inclusion was as beneficial to the understandability measures as to the relevance measures, with $RBP^*_r$, $RBP^*_u$, and $MM^*_RBP$ all showing gains over the baselines. LTR 3 obtained similar $MM^*_RBP$ values, although with higher effectiveness for relevance measures ($RBP^*_r$) than for understandability ($RBP^*_u$).

LTRs 4 and 5 were devised based on a set understandability threshold $U=40$. Although LTR 4 took into consideration only documents that were easy to read (understandability labelSU),
LTR 5 considered all documents, but boosted the relevance score. LTR 4 reached the highest understandability score for the learning-to-rank approaches ($RBP^*_u=50.06$), but it failed to retrieve a substantial number of relevant documents ($RBP^*_r=2.20$). In turn, LTR 5 reached the highest understandability-relevance trade-off ($MM^*_RBP=29.20$). Compared with the BM25 baseline (on which it was based), LTR 5 largely increased both relevance ($RBP^*_r$ from 26.01 to 32.60—a 25% increase, $P_{\alpha}=0.003$) and understandability ($RBP^*_u$ from 43.89 to 45.87—a 4% increase, $P_{\beta}<0.001$). Note that LTR 5 was also significantly better than the best run submitted to CLEF 2016 for both $RBP^*_r$ (15% increase, $P_{\gamma}=0.120$) and $MM^*_RBP$ (13% increase, $P_{\delta}=0.001$).

**Discussion**

**Principal Findings**

The empirical experiments suggested the following:

- Machine learning methods based on regression are best suited to estimate the understandability of health Web pages.
- Preprocessing does affect effectiveness (both for understandability prediction and document retrieval), although compared with other methods, ML-based methods for understandability estimation are less subjected to variability caused by poor preprocessing.
- Learning to rank methods can be specifically trained to promote more understandable search results, whereas still providing an effective trade-off with topical relevance.

**Limitations**

In this study, we relied on data collected through the CLEF 2015 and CLEF 2016 evaluation efforts to evaluate the effectiveness of methods that estimate the understandability of the Web pages. These assessments were obtained by asking medical experts and practitioners to rate documents; although, they were asked to estimate the understandability of the content as if they were the patients they treat, there might have been noise and imprecisions in the collection mechanism because of the subjectivity of the task. Figure 2 highlights this by showing that the agreement between assessors is relatively low. A better setting might have been to directly recruit health consumers: the task would still have been subjective but would have captured real ratings, rather than inferred or perceived ratings. Despite this, our previous work has shown that no substantial differences were found in the downstream evaluation of retrieval systems, when we acquired understandability assessments from health consumers for a subset of the CLEF 2015 collection [46].

Relevance assessments on the CLEF 2015 and 2016 collections are incomplete [44,14], that is, not all top ranked Web pages retrieved by the investigated methods have an explicit relevance assessment. This is often the case in information retrieval, where the validity of experiments based on incomplete assessments has been thoroughly investigated [88]. Nonetheless, we carefully controlled for the impact that unassessed documents had in our experiments by measuring their number and using measures such as RBP that account for residuals and condensed variants. The residuals analysis has been reported in the appendix.

**Conclusions**

We have examined approaches to estimate the understandability of health Web pages, including the impact of HTML preprocessing techniques and how to integrate these within retrieval methods to provide more understandable search results for people seeking health information. We found that machine learning methods are better suited than traditionally employed readability measures for assessing the understandability of health-related Web pages and that learning to rank is the most effective strategy to integrate this into retrieval. We also found that HTML and text preprocessing do affect the effectiveness of both understandability estimations and of the retrieval process, although machine learning methods are less sensitive to this issue.

This paper contributes to improving search engines tailored to consumer health search because it thoroughly investigates promises and pitfalls of understandability estimations and their integration into retrieval methods. The paper further highlights which methods and settings should be used to provide better search results to health information seekers. As shown in Figure 1, these methods would clearly improve current health-focused search engines.

The methods investigated here do not provide a fully personalized search, with respect to how much of the health content consumers with different health knowledge might be able to understand. Instead, we focus on making the results understandable by anyone, and thus promote in the search results content that has the highest level of understandability. However, people with a more than average medical knowledge might benefit higher from more specialized content. We leave this personalization aspect, that is, the tailoring of the understandability level of the promoted content with respect to the user’s knowledge and abilities, to further work.
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Multimedia Appendix 1
The impact of feature sets on the Spearman correlation between the predicted understandability and the ground truth assessed by human assessors in Conference and Labs of the Evaluation Forum (CLEF) eHealth 2015.
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Multimedia Appendix 4
Correlation results of different readability formulae with human assessments from Conference and Labs of the Evaluation Forum (CLEF) eHealth 2015 and 2016.
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Multimedia Appendix 5
Results obtained by integrating understandability estimations within retrieval methods on Conference and Labs of the Evaluation Forum (CLEF) 2015 and CLEF 2016.
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Abstract

Data sharing between technology companies and academic health researchers has multiple health care, scientific, social, and business benefits. Many companies remain wary about such sharing because of unaddressed concerns about ethics, data security, logistics, and public relations. Without guidance on these issues, few companies are willing to take on the potential work and risks involved in noncommercial data sharing, and the scientific and societal potential of their data goes unrealized. In this paper, we describe the 18-month long pilot of a data-sharing program led by Crisis Text Line (CTL), a not-for-profit technology company that provides a free 24/7 text line for people in crisis. The primary goal of the data-sharing pilot was to design, develop, and implement a rigorous framework of principles and protocols for the safe and ethical sharing of user data. CTL used a stakeholder-based policy process to develop a feasible and ethical data-sharing program. The process comprised forming a data ethics committee; identifying policy challenges and solutions; announcing the program and generating interest; and revising the policy and launching the program. Once the pilot was complete, CTL examined how well the program ran and compared it with other potential program models before putting in place the program that was most suitable for its organizational needs. By drawing
on CTL’s experiences, we have created a 3-step set of guidelines for other organizations that wish to develop their own data-sharing program with academic researchers. The guidelines explain how to (1) determine the value and suitability of the data and organization for creating a data-sharing program; (2) decide on an appropriate data sharing and collaboration model; and (3) develop protocols and technical solutions for safe and ethical data sharing and the best organizational structure for implementing the program. An internal evaluation determined that the pilot satisfied CTL’s goals of sharing scientific data and protecting client confidentiality. The policy development process also yielded key principles and protocols regarding the ethical challenges involved in data sharing that can be applied by other organizations. Finally, CTL’s internal review of the pilot program developed a number of alternative models for sharing data that will suit a range of organizations with different priorities and capabilities. In implementing and studying this pilot program, CTL aimed both to optimize its own future data-sharing programs and to inform similar decisions made by others. Open data programs are both important and feasible to establish. With careful planning and appropriate resources, data sharing between big data companies and academic researchers can advance their shared mission to benefit society and improve lives.

(J Med Internet Res 2019;21(1):e11507) doi:10.2196/11507
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**Introduction**

Technology companies with large datasets have the potential to fuel discovery in the health sciences and gain valuable insights for their own businesses by sharing their data with academic researchers. Many companies are wary about sharing data with researchers because of concerns about ethics, data security, logistics, and public relations. Previous work published in this journal addresses big data gathered in a health care setting [1,2], but, to date, neither the academic literature nor the technology community has provided guidance for technology companies considering academic data sharing. Without such guidance, few technology companies are willing to take on the potential work and risks involved in noncommercial data sharing, and the scientific and societal potential for their data [3,4] consequently goes unrealized.

In this paper, we describe the 18-month long pilot of a data-sharing program led by Crisis Text Line (CTL), a not-for-profit technology company that provides a free, 24/7 text line for people in crisis in the United States. CTL is the nation’s largest provider of crisis interventions via text. From its inception in August 2013 to January 2018, CTL’s volunteer crisis counselors have conducted more than 1.7 million conversations with 845,545 unique individuals seeking help for a variety of crises, including suicidal behavior, bullying, self-harm, family conflict, and depression (live data depicting trends across texters can be found at CTL’s dedicated tracking website) [5]. The transcripts of these conversations, the metadata they generate (eg, timestamps and area codes), and the postconversation surveys by the crisis counselors (eg, issues encountered and referrals provided) contain rich data about crisis situations. Analyses of these big data have the potential to unearth patterns related both to the needs of youth and adults in crisis and to crisis service delivery, with the attendant possibility of having a wider impact across other fields and organizations that are focused on improving mental health across the world. In addition to sharing insights from its data, CTL has a culture of transparency, continuous learning, and sharing what they have learned in the process of innovation. The information shared in this paper accords with this mission.

CTL wished to find the best ways to share the data they collected with researchers in order to contribute to scientific knowledge, inform mental and public health policy, evaluate and improve the effectiveness of their services, and identify segments of the population that most benefit from CTL services. A pilot data-sharing project was initiated with funding from the Robert Wood Johnson Foundation. The primary goal of the pilot was to design, develop, and implement a rigorous framework of principles that would allow for the safe and ethical sharing of user data, both by CTL and other organizations. CTL’s core priority was to develop policies and procedures that would (1) protect the privacy, confidentiality, autonomy, and well-being of its users and (2) protect the reputation, brand, and public trust of the service—issues that are particularly important for CTL, given the profound sensitivity of the crisis situation data. Existing models from other areas of academia provided helpful templates for data-sharing agreements [6] but were insufficient for addressing the full range of needs, risks, and operational challenges of this project. In addition, CTL wanted to ensure that the results of data sharing were actionable and impactful for the larger community.

In this paper, we describe the process of defining core challenges underlying data sharing in technology-academia partnerships; discuss CTL’s trial solutions to these challenges; and offer lessons learned that might inform other technology companies’ data-sharing partnerships.

**The Crisis Text Line Pilot Program**

**Overview**

CTL used a stakeholder-based policy process to develop a feasible and ethical data-sharing program, as described below. The stakeholder process comprised forming a data ethics committee; identifying core challenges to address in establishing a data-sharing program; developing open data-sharing principles and protocols; announcing the program and putting in place the necessary infrastructure; iterative refinement of the protocols and infrastructure; launching the data-sharing program; and evaluation of the results of the pilot. It cost approximately US $900,000 to fund the open data-sharing program pilot. This
funding covered start-up costs; ongoing technical infrastructure costs; 1 full-time open data manager; as well as engineering, data science, and marketing time.

The Data Ethics Committee

CTL convened a panel of academic and technology sector experts to form a data ethics committee. Literature reviews and personal recommendations from the CTL advisory board were used to identify researchers with expertise in data security, research ethics, mobile health intervention, and psychology who would be appropriate committee members. The final data ethics committee had 15 members from 13 institutions and was chaired by CTL’s chief data scientist (see Multimedia Appendix 1).

Between January 2016 and April 2017, the data ethics committee met for 4 full group meetings and multiple smaller topic-specific subcommittees via conference call and utilized regular email communications to discuss specific aspects of the data-sharing program. In these meetings, they defined the relevant research ethics concerns, explored options for addressing these concerns, and set criteria for application review. The CTL executive leadership reviewed and approved the policy recommendations put forward by the committee.

Identifying Challenges

The data ethics committee identified 4 core challenges to address in establishing a data-sharing program. These challenges were research ethics, user confidentiality, data security, and threats to the reputation and operations of the service.

Research Ethics

Research on technology-enabled services presents particular opportunities and challenges for protecting the welfare of human subjects [7]; a further set of specific challenges apply in the area of data sharing [8]. For the benefit of organizations that may not be familiar with the principles of research ethics, the 3 core ethical principles highlighted by the data ethics committee were respect for persons (showing regard for individuals’ rights to self-determination and privacy), beneficence (doing no harm and maximizing possible benefits), and justice (ensuring equity in access to research and in protection of vulnerable populations) [7,9].

User Confidentiality

The data ethics committee also identified the concept of user data confidentiality (protecting disclosure of identities and information when possible) as critical to a big data-sharing project. Data confidentiality is particularly important for sensitive and potentially stigmatizing data [10], such as that collected by CTL. Large datasets introduce the modern potential challenge of reidentification or deanonymization of deidentified data provided to third parties: it takes remarkably few pieces of information to identify an individual uniquely, and this task becomes easier the larger and more personalized a dataset is [11]. A further danger is that large datasets may be improperly anonymized [12]. Similarly, blending data from multiple sources also risks deanonymizing the dataset, for the elements in 1 set may fill in the gaps in the other. The CTL data ethics committee was particularly concerned about addressing these potential pitfalls before sharing data.

Data Security

Data security refers to protective measures taken by an organization to prevent unauthorized access to computers, databases, and other confidential information as well as to prevent inadvertent disclosure. The highly sensitive nature of the CTL information as well as the vulnerable nature of the CTL client population mandates very high levels of security precautions when using data. Independent technology companies are generally not subject to the Health Insurance Portability and Accountability Act of 1996 [10] Privacy and Security Rules or the Health Information Technology for Economic and Clinical Health Act of 2009 [13]; nor do they have to develop software and hardware according to the Federal Information Processing Standards 140-2 regulations [14,15]. Nonetheless, maintaining adequate data security and user confidentiality safeguards is critical for client trust and is an ethical imperative. In addition, in applications for institutional review board approval before using external companies’ data, academic researchers must demonstrate knowledge of, and adherence to, approved data security best practices for the handling of sensitive and confidential information.

Although all studies should have protocols for avoiding deductive or inadvertent disclosure, highly sensitive data, such as that dealt with by CTL, may require an additional layer of safeguards.

Business Challenges

The 2 primary concerns for a company considering sharing data are reputation and cost. Many technology companies holding data that would be useful to science and society are public-facing companies that rely for business success on their reputation or brand, trust from clients or customers, and the loyalty that follows from it. Negative perceptions can spread quickly through modern media and have the potential to cause significant damage in a relatively short period to a company’s image and, by consequence, to its value (as illustrated by recent Facebook scandals).

To mitigate such risks, organizations must calculate and plan for the costs of developing the requisite technical infrastructure and administering a responsible data-sharing program. Technology costs include the development of the data-sharing pipeline and the environment that hosts the data as well as ongoing data hosting fees. Administrative costs comprise principally the costs of staff time and focus. A program manager is required to oversee program marketing, application review, data use agreement execution, and ongoing partner support. Data science and engineering time is required to create custom datasets and offer ongoing technical support.

Although challenges and costs exist, there are many potential benefits that make the investment worthwhile. Collaboration with academic researchers opens up diverse areas of expertise that would be impossible to acquire through internal hiring. In addition, academic-industry partnerships can expand upon the company’s original goals to positively impact their population of users. For example, Twitter’s data-sharing application programming interface (API) has been used to map restaurant violations [16], HIV infection spread [17], and county-level
heart disease mortality [18]. These uses of the data might not be at the core of the technology company, yet they align with Twitter’s original mission to “give everyone the power to create and share ideas and information instantly, without barriers.”

**Open Data Program Principles and Protocols**

The policy development process described above yielded key principles and protocols for addressing the challenges identified by the data ethics committee and CTL leadership. Table 1 provides a summary of these principles and protocols.

### Technical and Operational Infrastructure and Program Announcement

After developing these policies and procedures, an open data collaborations (ODC) manager was hired by CTL to develop

<table>
<thead>
<tr>
<th>Challenges and principles</th>
<th>CTLa protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research ethics</strong></td>
<td></td>
</tr>
<tr>
<td>Inform users in an unobtrusive way that anonymized data are shared with select research partners</td>
<td>CTL provides texters with a link to an easy-to-understand Terms of Serviceb, including a disclosure of potential future data use, before every crisis conversation</td>
</tr>
<tr>
<td>Establish a review process that includes outside academics and ethics experts</td>
<td>An internal CTL team and external ethics committee review applications, with special attention paid to nonmaleficence and justice, texter confidentiality, data security, and social impact</td>
</tr>
<tr>
<td>Require human subjects review by academic institution before data sharing</td>
<td>CTL requires each team to procure institutional review board approval</td>
</tr>
<tr>
<td>Ensure adequate protection of marginalized groups</td>
<td>CTL reviews research proposals as well as final manuscripts before journal submission for inadvertent stigmatization of marginalized groups (eg, LGBTQ+)</td>
</tr>
<tr>
<td><strong>User confidentiality</strong></td>
<td></td>
</tr>
<tr>
<td>Determine which data are released to each team</td>
<td>CTL creates custom datasets for each team, sharing variables on a need-to-know basis for up to 1 year</td>
</tr>
<tr>
<td>Protect against release of potentially identifying information</td>
<td>In addition to scrubbing all data for personally identifiable information such as names, addresses, emails, and social media handles, CTL transforms or coarsens any data found to pose a risk to texter confidentiality (eg, university name)</td>
</tr>
<tr>
<td><strong>Data security</strong></td>
<td></td>
</tr>
<tr>
<td>Maintain possession of and oversight over data and use</td>
<td>CTL gives each team a virtual machine (VM) hosted on Amazon Web Services and accessed via a virtual private network. All analyses are conducted and stored on the VM with copy/paste and export functionalities disabled</td>
</tr>
<tr>
<td>Authorize who can access the data</td>
<td>CTL grants access to university faculty only with demonstration of ethics approval, a signed data use agreement, and a clear data management plan</td>
</tr>
<tr>
<td>Require university oversight of, and liability for, researcher behavior when interacting with the data</td>
<td>CTL signs a Data Use Agreement with the lead researcher as well as his or her respective university</td>
</tr>
<tr>
<td>Limit the total number of teams to allocate sufficient resources, support, and oversight</td>
<td>CTL limits the number of teams to ≤6 per quarter</td>
</tr>
<tr>
<td><strong>Business challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Prioritize research that can benefit users and the service</td>
<td>CTL reviews applications for value to texters and crisis community. Projects cannot target for-profit ventures or have plans to monetize research output</td>
</tr>
<tr>
<td>Assist with accurate and responsible reporting of results</td>
<td>CTL reviews data output requests and manuscripts before journal submission for accidental breaches of texter confidentiality and accurate contextualization of findings</td>
</tr>
</tbody>
</table>

---

aCTL: Crisis Text Line.
bTerms of service: “We have created a formal process for sharing information about conversations with researchers at universities and other institutions. We typically share data with trusted researchers when it will result in insights that create a better experience for our texters. We follow a set of best practices for data sharing based on the University of Michigan’s Inter-University Consortium of Social and Political Research, one of the largest open data projects in the U.S., which includes stringent ethical, legal, and security checks. For more details, see our policies for open data collaborations” [19].
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By January 2017, the timeline for access to data was approximately 3 months. As of the time of this paper’s writing, none of the studies have published their analyses, although most are reported to have manuscripts in development.

**Refining the Program**

As the pilot program was nearing completion, CTL conducted an internal evaluation of the program. CTL used the following criteria to evaluate the success of the program: value (to science and the organization); ethical principles and policies; the ability to share data while maintaining user confidentiality; the ability to provide secure access while maintaining control of data; and the ability to support the program with adequate financial, human, and infrastructure resources. CTL was satisfied that the data-sharing program had value, both to science and to the company, as it prompted greater understanding of data and provided opportunities to share important insights with a broader community. CTL and members of the data ethics committee were also satisfied that the program met its ethical ideals in both principle and practice, that the confidentiality of texters was adequately protected, and that it was feasible to share custom datasets with each research team.

The application process and the data-sharing processes gave CTL confidence that teams were competent, collaborative, and likely to bring value to CTL users and the community at large. These processes provided means to mitigate the user confidentiality and data security risks described above by combining traditional data-sharing processes (eg, use of a VPN and sharing of minimum necessary data for a project) with innovative, technology-specific solutions (eg, a custom-built virtual desktop with safeguards to prevent the copying of data to local machines). However, the financial, infrastructure, and human capital requirements for maintaining a safe, stand-alone open data program were identified as challenging, and the cost and effort of supporting the pilot program were higher than anticipated.

Although start-up funding covered the development of a custom system, maintenance proved to be just as expensive as, if not more than, initial development, as is the case with most rapidly evolving technologies. A related issue is that data hosting is expensive, particularly if each team requires a custom server with custom data. Hosting data for 1 team on AWS servers, for example, costs approximately US $500 a month. Given that the pace of technological change will only increase, CTL identified the difficulties and costs involved in the necessary ongoing auditing and iteration of technical infrastructure as an additional future financial burden. Ultimately, the resources needed to develop and effectively run the data center and related technology significantly outstripped expectations.

In addition to cost, the resources required to oversee the program and provide effective support for research teams were underestimated. In addition to setting teams up with custom data, CTL had to provide ongoing support to add project-specific data analysis software to the virtual server, to clarify aberrations in the data, to troubleshoot bugs, and to review and approve research outputs.

**Refinement of Protocols and Infrastructure**

Between September and December 2016, with ongoing consultation from the ethics committee, CTL piloted and reformulated protocols and created and tested the technical infrastructure, including the virtual data enclave and the ability to create custom datasets. Development and maintenance of this infrastructure were time-intensive and had significant start-up and maintenance costs. The initial development phase took 6 months, with an additional 3 months of user testing and refining of the system to meet researchers’ needs. Start-up costs included a call for applications, virtual private network (VPN) hosting, AWS server space, a full-time staff member, and ongoing engineering support. Implementing custom datasets for each research team was also time- and labor-intensive, as it required initial labor to create custom sets and ongoing engineering support for a variety of environments rather than just one.

**Pilot Launch**

In February 2016, CTL used its website and press releases to issue the first call to researchers for applications to use the data. The press release generated interest from several media outlets, such as FastCompany and BethKanter.org, which ran feature articles. The data ethics committee accepted applications from research teams on a quarterly basis from April 2016 to April 2017. CTL received over 100 applications across 5 quarterly calls for projects. Following both internal and ethics committee reviews, 20 applications were accepted from teams at 18 different universities. Topics included natural language processing (eg, identifying linguistic markers of help seeking among youth who have been abused), correlational studies exploring mental health drivers (eg, correlating weather patterns to service volume and issue prevalence), service use mapping (eg, mapping service use across the state of Montana to visualize unmet needs and inform future resource allocation), and analysis of specific texter populations (eg, use of service by the LGBTQ+ community). Each team received access to a custom dataset housed within a virtual data enclave, as per protocol. The first teams received access to the data in January 2017. The delay between research project review and access to data was approximately 9 months for the first group of approved projects.
Ethical research collaborations also require communication at every step (data access, custom requests, and output review), and the frequency and difficulty of such communications are amplified when working with researchers from outside the organization. CTL found that the use of human resources and the diversion of focus were higher than originally anticipated. Finally, although free data are desirable to researchers, and therefore drove a high number of applications in this study, researchers found it challenging to focus their time on an unfunded study among their other academic priorities and funded studies. As a result, the pace of research was often slow, with many researchers conducting analyses during weekends and personal time.

On the basis of their internal review, CTL determined that the data-sharing pilot showed promise, but discussion arose about alternatives that might better suit their specific organizational framework and available resources. Resource allocation, both in terms of funding and personnel, is challenging if data sharing is neither part of an organization’s core competency nor a core business objective.

**Alternative Research Models**

In response to the perceived strengths and weaknesses of the initial data-sharing pilot, CTL considered different models for future collaboration with researchers, including alternatives for structuring access to data and for organizing the management of data-sharing projects. The approach pursued in the pilot was designed to maximize the openness of the program by accepting applications from all interested researchers and by approving a large number of projects. This had the advantage of bringing the widest possible range of scholarly perspectives to bear on the data and matched well with CTL’s history of working with crowdsourced capabilities and their commitment to open access. However, it also proved to be a costly model, requiring significant start-up funds and the creation of the necessary technical infrastructure as well as the ongoing provision of tools to allow secure remote access to the data by researchers working across a large number of locations. The required degree of institutional focus was also high, with the program needing a considerable commitment of manpower and attention that, at times, strained CTL’s ability to support its primary mission.

Two alternative, less resource-intensive models were considered. The first involved the funding of a smaller number of resident researchers, who would apply for 3 to 6 months residential fellowships, during which time they would have on-site access to data. This approach would eliminate the cost of developing and maintaining a data center, reduce expenditure of manpower and focus through easing communication and collaboration, and minimize data security concerns. However, this approach would also reduce the number of teams able to work with the data and, thus, the quantity of outputs from the program. In addition, it would restrict access on a geographical basis, limiting participation to those researchers who are physically close enough to take part in the program.

The second alternative involved collaborating closely on an ongoing basis with a select group of trusted research partners. This approach has the advantage of heavily streamlining communications and minimizing distractions from other tasks, while also increasing the organization’s voice both in guiding research questions and in the dissemination of research findings. It also provides financial savings in the maintenance of data-sharing facilities. However, working with a group of trusted partners minimizes the open access nature of the research and, thus, reduces the scope and quantity of research projects.

Ultimately, CTL decided to pursue both alternative strategies concurrently, with each strategy offering a different way of satisfying the underlying principles developed in the first phase of the pilot, often through the implementation of the existing protocols. First, CTL decided to work with very close, highly regarded research partners who would effectively become an extension of the CTL team in the long term. Second, they created an in-house fellowship to allow academic researchers to conduct research via short-term on-site residencies at CTL’s primary location with extremely close oversight. These 2 approaches significantly reduced costs, afforded greater data security, and held out the promise of increasing opportunities to connect research to outcomes of direct value to the organization.

**Supplementary Management Tools**

Finally, CTL considered 2 different ways of reducing costs and resource usage for data sharing, through the adoption of alternative management models. The first involved using a third-party vendor to manage data warehousing when working with external research partners. This approach reduces the financial and personnel costs of creating and maintaining a data center, increases data security by exploiting the core competencies of the third party, and removes a major attention overhead, thus allowing for an increased focus on leveraging and communicating research outputs. However, because of the necessity of handing over control of highly sensitive data, the organization needs to work with a closely vetted partner. It may also be the case that although small- and medium-sized organizations will reduce their costs by outsourcing the data management element of the program, in very large organizations, it may be possible to scale internal data management solutions to a level that makes the internal option more cost-effective. The revised program adopted by CTL ultimately opted for on-site data access for both in-house research fellows and trusted partners, as the trusted partners were located within easy traveling distance of CTL’s primary site. However, third-party management of remote data access would be compatible with either the original program or a trusted partners program working with partner institutions that are geographically distant.

A second possible option for more efficient management of data-sharing projects is the creation of a separate company dedicated to sharing data. This approach reduces the cost and level of distraction for the parent organization and opens up the possibility of financing data-sharing programs through a different funding model, such as charging an administrative fee for data access, which researchers could build into grant proposals. However, the parent company will still need to provide oversight and consultation for the spin-off company because staff in the parent company will have a unique view into the data and their meaning. CTL ultimately decided that their needs could be met through the other revisions made to
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their program and, thus, opted not to pursue the spin-off company structure.

**Guidelines for Organizations Considering Data Sharing**

CTL created a trial data-sharing program both to explore how their collection of data could generate new benefits for their users and to assist other helping organizations through providing access to CTL’s data and feedback as well as to the lessons learned in the innovation process. Although it proved feasible and ethical to create the pilot program, the cost of sustaining this particular model was ultimately too high in the light of other organizational priorities. However, this set of principles provided a secure foundation on which CTL was able to iterate further in the development of new data-sharing programs. The principles also offer a framework that other organizations can now adapt to create safe and ethical programs of their own, allowing the broader sharing of data while protecting the privacy of users.

On the basis of our experiences, we suggest that organizations considering data sharing with academic researchers pursue the approach outlined, which has been reverse engineered from the questions studied by CTL during their evaluation phase.

**Figure 1.** Key questions for organizations considering data sharing.

<table>
<thead>
<tr>
<th>Value to science</th>
<th>Research ethics</th>
<th>Feasibility</th>
<th>Secure access</th>
<th>Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do the data have sufficient volume, variety, and velocity to generate generalizable knowledge beyond our business?</td>
<td>Do we have access to research and ethics expertise to review policies, protocols, and procedures?</td>
<td>Can our data be effectively deidentified and shared in a way that protects users?</td>
<td>Can we maintain control of data and offer secure access?</td>
<td>Do we have the finances, personnel, and infrastructure to support data sharing?</td>
</tr>
</tbody>
</table>

**Determine the Value and Suitability of the Data and Organization**

The first step for organizations considering academic data sharing is to establish (1) whether the data they have collected are, in principle, valuable to science and (2) whether academic study of the data will further the goals of the organization and/or, in the case of profit-oriented companies, whether study of the data will add value to the business. Once it is determined that suitable data are available for sharing, the following 4 questions need to be answered to determine whether an ethically rigorous and practically feasible program can be established:

- Do we have access to research and ethics expertise to review policies, protocols, and proposals?
- Are our data of such a type that they can be deidentified effectively and shared with researchers in a manner that protects user confidentiality?
- Can we offer secure portals for accessing data?
- Do we have the financial resources, the human capital, and the physical and digital infrastructure to support ethical sharing of data without undermining other organizational priorities?

If all of these questions yield affirmative answers, the organization can then move on with confidence to developing the policies that will guide their particular data-sharing program (see Figure 1 for a summary).
**Decide on an Appropriate Data Sharing and Collaboration Model**

In developing its data-sharing program, CTL engaged in a rigorous process of review that examined the pros and cons of the initial pilot program and then studied 2 further potential program structures. The 3 different models considered in this study, along with their advantages and disadvantages, are provided in Table 2. Organizations considering data sharing can draw on CTL’s experiences to help identify the model that is most appropriate for them.

**Table 2. Research partnership models.**

<table>
<thead>
<tr>
<th>Summary</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open data-sharing program (pilot)</td>
<td>Open application process for multiple teams to access data and conduct diverse studies at a distance</td>
<td>Maximizes variety and quantity of research projects</td>
</tr>
</tbody>
</table>

**Develop Protocols and Technical Solutions for Safe and Ethical Data Sharing and the Best Organizational Structure for Implementing the Program**

Once an appropriate data-sharing model has been selected, it will be necessary to draw on the available research and ethics expertise to develop policies and protocols that match the principles of the organization, and then to review research proposals. The pilot conducted by CTL has provided a transferable set of principles (see Table 1, column 1) and a prototype for protocols (see Table 1, column 2). Each organization will have to determine how to apply these principles in their own particular niche (see Table 3).

**Table 3. Data management models.**

<table>
<thead>
<tr>
<th>Summary</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal data management</td>
<td>The organization manages data warehousing and access solutions</td>
<td>Provides maximum control over data security and increases responsiveness to needs of the organization and researchers</td>
</tr>
</tbody>
</table>

It is not a small thing to institute a program of this sort. Organizations that decide to create a data-sharing program will need to decide how much energy and resources they can reasonably devote to it and assess how the implementation of the project will affect their overall mission. If creating the data solution, or even the overall oversight structure, will become too overwhelming in terms of resources or focus, organizations might consider outsourcing data management or even spinning off a separate organization (for-profit or nonprofit) to reduce these burdens.

**Conclusions**

The implementation and evaluation of the CTL open data collaboration pilot provides a planning model for big data technology companies interested in collaborating with academics. This extends previous work on human subject concerns [7] and on big data in health care [1,2] by focusing specifically on the ethical and practical considerations for data sharing and collaboration in prevention research. We identified key principles in the areas of research ethics, user confidentiality, data security, and business challenges and then developed innovative protocols to ensure that these principles governed the manner in which data were shared. The lessons learned in this process, and in the evaluation of the pilot model, have been distilled into a set of guidelines that can be used by other organizations considering their own academic data-sharing programs.

Big data are generated all the time from a myriad of sources, each with its own potential value to science and its own ethical challenges. We believe that the principles and protocols offered here can be applied and adapted to a broad variety of contexts. However, some limitations should be noted. First, the data collected by CTL are, for the most part, of such a type that users are aware of what they are sharing. In other contexts, such as data collection from passive sources, eg, Global Positioning System sensors, researchers must pay additional attention to the right to privacy of users as well as to obtaining informed consent. Second, although the volume of data generated by CTL is extremely high, some technology companies have datasets that are even larger and more complex.
to share these larger datasets will face additional challenges. Potential research teams will need to be vetted to ensure that they have the technical and data science capabilities to make the best possible use of these datasets. In parallel, the organization will also need to ensure that data are presented in a format that will be as easy as possible for researchers to handle.

On the basis of both the successes and challenges of the CTL data-sharing pilot, we urge organizations that are considering sharing data with academic researchers to evaluate their preparedness carefully and determine which models are most suitable for their specific institutional needs. In addition to the type of internally managed open data-sharing program trialed by CTL, technology companies may also wish to consider other research partnership models, such as those summarized in Table 2, and other approaches to data management, such as those in Table 3. Key variables to consider include the company’s objectives for data sharing, the degree of control they wish to maintain, and their available financial and staffing resources.

Open data programs are important and feasible to establish. Companies embarking on such projects should be aware of the significant commitments and responsibilities involved in the sharing of data. With careful planning and appropriate resources, data sharing between big data companies and academic researchers can advance their shared mission to benefit society and improve lives.
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Abstract

Background: The spread of healthy behaviors through social networks may be accelerated by influential individuals. Previous studies have used lay health influencers to prevent sexually transmitted infections (STIs) among internet-using men who have sex with men (MSM). However, there is a lack of understanding of the characteristics of this key subset of MSM.

Objective: This study aimed to examine sociodemographic characteristics, HIV and syphilis testing, and sexual behaviors of Web-based MSM sexual health influencers (SHIs) in China, defined as individuals with relatively stronger influence on spreading HIV and STI information online.

Methods: A Web-based survey of MSM was conducted in August 2017 as a final follow-up of a randomized controlled trial promoting HIV testing in 8 Chinese cities. Men were recruited through a gay social networking mobile phone app and were included if they were born biologically male, aged 16 years and above, had ever had sex with another man, and HIV negative or with unknown HIV status. Information regarding sociodemographic characteristics, sexual behaviors, and HIV and syphilis testing was obtained. We assessed men’s Web-based sexual health influence using a standardized 6-item opinion leadership scale focused on HIV and STI information online. Influencers were defined as those whose mean score ranked within the top 13% (a higher score means greater influence). We used multivariable linear and logistic regression models to measure Web-based sexual health...
Influence’s association with HIV and syphilis testing, controlling for intervention trial effects, age, education, income, and marital status.

Results: Overall, 1031 men completed the survey. Most men were younger than 30 years (819/1031, 79.43%) and had at least college education (667/1031, 64.69%). Influencers were more likely to get tested for HIV (73/132, 55.3% vs 337/899, 37.5%; P<.001) and syphilis (35/132, 26.5% vs 137/899, 15.2%; P=.001) in the last 3 months compared with noninfluencers. There were no significant differences in condomless sex with male partners (26/132, 19.7% vs 203/899, 22.6%; P=.46), mean number of male sex partners (1.32 vs 1.11; P=.16) in the last 3 months, and mainly meeting male sex partners online in the last 12 months (97/132, 73.5% vs 669/899, 74.4%; P=.82) between influencers and noninfluencers. Regression analyses showed that influencers had higher odds of HIV testing (adjusted odds ratio, AOR 2.16, 95% CI 1.48-3.17) and syphilis testing (AOR 1.99, 95% CI 1.28-3.10) in the last 3 months.

Conclusions: We identified Web-based SHIs who might be more likely to help promote healthy HIV and syphilis testing behaviors through MSM populations. Leveraging existing influencers may help improve HIV and syphilis testing among their networks.

(J Med Internet Res 2019;21(1):e10171) doi:10.2196/10171
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Introduction

Background

Men who have sex with men (MSM) continue to be disproportionately affected by HIV globally [1]. In Asia, MSM account for 18% of all newly identified HIV diagnosis, and the rising prevalence has been documented in China [2-6]. The national HIV prevalence among MSM in China in 2015 was 8.0%, 200 times higher than 0.04% in China’s general population [7]. The low HIV testing rate continues to contribute to the spread of HIV among MSM. Although China has significantly expanded its efforts to control HIV transmission [8], systematic reviews suggest that the HIV testing rate among the Chinese MSM remains low [9-11]. Barriers to HIV testing include the lack of MSM community engagement, hesitancy to access facility-based services, and low level of trust toward facility-based services [12].

Influential individuals facilitate the spread of certain behaviors within a population, as demonstrated in both diffusion research [13,14] and social network research [15-17]. The social diffusion theory suggests that behavior change in a population can be initiated and diffused to others if a behavior is visibly endorsed by enough natural and influential opinion leaders within the population [14]. These influential individuals informed the concept of popular opinion leaders (POLs) and the development of POL-based HIV interventions that successfully identified and trained popular individuals to spread HIV prevention messages to peers [18,19]. Social networks can amplify the spread of behavior through interpersonal ties and have been used by public health interventions to promote a range of health behaviors [20-22]. The targeting of influential individuals also makes social network interventions more effective and efficient, possibly because of optimal properties associated with an influential individual’s network structure [17]. This body of evidence indicates that behavioral change in social networks may be accelerated through influential individuals.

In the internet era, MSM increasingly turn to Web-based networks and social media to look for sexual health information [23-25]. Popular MSM who frequently share sexual health information with their friends or social media followers may influence the health behaviors of people among their networks. However, understanding of such influential individuals in Web-based MSM networks remains incomplete. First, although social media is more available to MSM as a way to disseminate health knowledge [26], its use among Web-based influential individuals has not been fully explored [19]. Second, unlike POL interventions where the behaviors spread by influential individuals are purposefully established by POL-targeted training, Web-based networks also facilitate the spread of behaviors that are naturally endorsed by influential individuals themselves [15]. However, the sexual risk behaviors, HIV and syphilis testing behaviors of Web-based influential individuals have not been thoroughly described, creating uncertainty to the degree of these individuals’ positive influence.

Knowledge of both the use of social media and the set of health behaviors endorsed by Web-based influential individuals can inform the development of MSM-led, network-based interventions. The high rates of internet and mobile phone usage in China particularly provide a strong foundation for network-based interventions on social media [27-29].

Objectives

In this study, we aimed to examine Web-based sexual health influencers (SHIs), defined as individuals with strong influence on spreading HIV and sexually transmitted infection (STI) information online, among Chinese MSM to describe their social-behavioral characteristics, including sexual behaviors, HIV and syphilis testing, social media engagement, community engagement, and HIV-relevant psychological profiles such as anticipated HIV stigma and HIV testing self-efficacy.

Methods

Study Population

An online survey of 1031 MSM was conducted in August 2017 as a final follow-up of a step-wedged randomized controlled trial to improve HIV testing rates in 8 Chinese cities.
The cities of each province were randomly assigned the order of intervention and paired into 4 groups accordingly. The methods have been described in detail elsewhere [30]. Men were recruited through a gay social networking mobile phone app, Blued, by sending a survey invitation to registered users in the 8 selected cities. Men were included if they were born biologically male, aged 16 years and above, ever had sex with another man, and HIV negative or with unknown HIV status. All individuals completed informed consent. The intervention included individual- and community-level components. We sent campaign images and texts promoting HIV testing, along with local testing site information, to all participants privately on WeChat, an instant messaging tool (individual-level component). Local community-based organizations organized a crowdsourcing contest soliciting individual stories relevant to HIV testing among the MSM community with an aim of improving community engagement (community-level component). We followed the participants quarterly for 1 year. We conducted the final follow-up survey immediately after the completion of the final round of intervention. We conducted a secondary analysis of the final follow-up survey data for this study.

Measures

**Sociodemographic, Sexual History, and Intervention Exposure Measurement**

We collected information about men’s sociodemographic characteristics: age, residence status (nonmigrants or migrants), marital status (never married, currently married, divorced or widowed), educational attainment (high school or below, some college, and college or above), and annual income (US $<2500, US $2501–8500, US $8501–14,000, and US $>14,000). Sexual history included their sexual orientation (gay, bisexual, or unsure), sexual orientation disclosure to others (yes or no), sexual orientation disclosure to health care providers (yes or no), number of male sex partners in the last 3 months, whether had regular and/or casual male partners in the last 3 months (yes or no), and whether met male sex partner online, including website and social media platforms (yes or no). Exposure to interventional materials, including images, texts, local testing sites information, and a local crowdsourcing contest promoting HIV testing, was also noted (yes or no).

**Web-Based Sexual Health Influence Measurement**

Personal influence, or communication between the communicator and receiver, has been noted historically as a powerful factor in explaining and predicting people’s behavior [31]. It has been conceptualized as opinion leadership in studies of the diffusion process, while this diffusion leads to people’s adoption of a new idea, behavior, or product [14]. We adapted the scale from a standardized 6-item opinion leadership scale [31] to measure Web-based SHI (abbreviated in text as influencers). A similar 6-item scale had been used to assess opinion leadership among a Web-based Taiwanese MSM population [19]. The scale assessed men’s influence on spreading HIV and STI information online. The 6 items included: (1) how often they talked to their MSM friends or followers about HIV and STI, (2) how much information they provided when talking about HIV and STI, (3) how many MSM they told about HIV and STI, (4) how likely they were to be asked for more information about HIV and STI, (5) who communicated more information about HIV and STI: the participants or their MSM friends or followers, or almost equal, and (6) how often they were used as a source of advice. All items were assessed on a 5-point Likert scale. The Cronbach alpha of the scale is .937 in this study. On the basis of Rogers’ diffusion of innovation theory, approximately 15% of the individuals of a community are early adopters of an innovation and can consequently influence others as well as shape social norms [14]. We defined Web-based SHIs as those whose opinion leadership mean score ranked within the top 15% (mean score >3) in the cohort (mean score ranged from 1 to 5). However, because of difficulty with multiple observations showing the same score at the 15% cut-off, a slightly tighter but most close cut-off 13% was chosen, rather than 15%.

**Behavioral and Social Media Engagement Measurement**

Men were asked about any condomless sex with male partners in the last 3 months (yes or no), HIV testing in the last 3 months including either facility-based testing or self-testing (yes or no), and syphilis testing in the last 3 months (yes or no). We asked about their social media engagement, defined as whether they reported using Weibo (microblog similar to Twitter), WeChat, and QQ (both are instant messaging mobile apps) or Blued (a gay dating app) in the last 3 months to give or receive information about HIV testing, except for the information delivered by the trial (yes or no). We asked men to report the number of followers on their various social media platforms, including Weibo, WeChat, QQ, and Blued. We also asked the respondents to self-report approximately how many of their MSM friends or followers on social media have gone for an HIV test after their intervention, using a 5-point Likert scale question (none at all, a few, some, many, or quite a lot).

**Community Engagement and HIV-Relevant Psychological Measurement**

We measured community engagement, anticipated HIV stigma [32], HIV testing social norms [33], and HIV testing self-efficacy [34]. Community engagement was measured by 6 items, with each using binary responses (yes or no), which assessed men’s level of engagement in sexual health activities. Score of community engagement ranged from 0 to 6, and a higher score means better community engagement in sexual health. The 7-item anticipated HIV stigma scale asked participants about their own feelings about themselves if they had HIV as well as perceived discriminating attitudes from other people. HIV testing social norms were measured using a validated 6-item scale asking about men’s opinions of the gay community’s attitudes toward HIV testing. HIV testing self-efficacy was measured using a 6-item scale. Answers to items of these scales were given in a 4-point Likert format: strongly disagree=1, disagree=2, agree=3, and strongly agree=4. Mean scores for anticipated HIV stigma, HIV testing social norms, and self-efficacy were calculated by averaging the summed values of all items, ranging from 1 to 4. A higher score means a higher level of anticipated stigma, better perceived...
social norms, or better self-efficacy. All scales have been used and evaluated in China before. In this study, the Cronbach alpha values for community engagement, anticipated HIV stigma, HIV testing social norms, and HIV testing self-efficacy were .709, .880, .494, and .787, respectively (see Multimedia Appendix 1 for more detailed responses to individual items of the scales).

Statistical Analysis
Due to the small cells of self-reported influence on others’ adoption of HIV test within influencers, we dichotomized the variable and grouped many and quite a lot into 1 category for further analysis. Descriptive analysis was conducted to describe the differences in sociodemographic characteristics, sexual behaviors, HIV and syphilis testing history, exposure to interventional materials, use of social media platforms, anticipated HIV-related stigma, HIV testing social norms, HIV testing self-efficacy, and community engagement between influencers and noninfluencers. Chi-square or Fisher exact test was used for categorical variables, and independent sample t test was used for continuous variables.

We conducted multivariable linear or logistic regression analyses to examine the association between opinion leadership and various characteristics outcomes aforementioned. Mean differences in continuous variables between influencers and noninfluencers were evaluated, whereas odds ratios were reported for binary outcomes. Given the effects of trial interventions on these outcomes as well as its potential association with leadership, we controlled all previous interventions as predictors in the crude model (model 1). In addition, sociodemographic factors including age, education, income, and marital status were controlled in an extended model (model 2). We reported 95% CIs and P values. A P value of less than .05 was considered statistically significant. Data were analyzed with SAS software, version 9.4 (SAS Institute, Cary, USA).

Ethical Statement
Ethical approval was obtained from the institutional review committees at the Dermatology Hospital of Southern Medical University (Guangzhou, China), Shandong University (Jinan, China), University of North Carolina at Chapel Hill (Chapel Hill, North Carolina), and the University of California, San Francisco (San Francisco, California) before the launch of the survey.

Results

Sociodemographic and Behavioral Characteristics
Among 1031 men, 132 (132/1031, 12.80%) had a mean leadership score of greater than 3 and were categorized as influencers and 899 (899/1031, 87.20%) were noninfluencers (Multimedia Appendix 1). Most men were younger than 30 years (819/1031, 79.44%), were living in the sampling city (926/1031, 89.82%), were never married (907/1031, 87.97%), obtained college or above education (667/1031, 64.69%), and self-identified as gay (741/1031, 71.87%; see Table 1). Compared with noninfluencers, influencers were more likely to disclose their sexual orientation to others (100/132, 75.8% vs 580/899, 64.5%; \( P = .01 \)), disclose sexual orientation to health care providers (37/132, 28.0% vs 178/899, 19.8%; \( P = .03 \)), have a casual male partner in the last 3 months (63/132, 47.7% vs 315/899, 35.0%; \( P = .05 \)), test for HIV in the last 3 months (73/132, 55.3% vs 337/899, 37.5%; \( P < .001 \)), and self-report that many or quite a lot of others had taken an HIV test after their intervention within their network (42/132, 31.8% vs 38/899, 4.2%; \( P < .001 \)). There were no significant differences between the 2 groups in terms of the average number of male sex partners (1.32 vs 1.11; \( P = .16 \)), condomless sex with male partners in the last 3 months (26/132, 19.7% vs 203/899, 22.6%; \( P = .46 \)), and mainly meeting male sex partners online in the last 12 months (97/132, 73.5% vs 669/899, 74.4%; \( P = .82 \)).

Social Media Engagement and Participation in Program Intervention
Table 2 shows exposure to the intervention trial and social media engagement by influencers and noninfluencers. Being in the same cohort, influencers were more likely to have seen our interventional materials, including images promoting HIV testing (125/132, 94.7% vs 759/899, 84.4%; \( P = .002 \)), texts promoting HIV testing (120/132, 90.9% vs 672/899, 74.7%; \( P < .001 \)), and a local crowdsourcing contest (63/132, 47.7% vs 312/899, 34.7%; \( P = .004 \)). In terms of using social media platforms to give and receive any extra information relevant to HIV testing (except for the information delivered by the trial), influencers were more likely to give or receive extra information than noninfluencers on Weibo (42/132, 31.8% vs 112/899, 12.5%; \( P < .001 \)), WeChat (85/132, 64.4% vs 275/899, 30.6%; \( P < .001 \)), QQ (54/132, 40.9% vs 125/899, 13.9%; \( P < .001 \)), and mobile apps (42/132, 31.8% vs 169/899, 18.8% \( P = .001 \)). As shown in Table 3, compared with noninfluencers, influencers had significantly more QQ followers (238 vs 159; \( P = .03 \)), less Blued followers (172 vs 466; \( P = .003 \)), a lower anticipated HIV stigma score (2.7 vs 2.9; \( P < .001 \)), a higher HIV testing self-efficacy score (3.4 vs 3.1; \( P < .001 \)), and a higher community engagement score (4.0 vs 2.5; \( P < .001 \)).

Factors Related to Being a Sexual Health Influencer
As shown in Table 4, being influencers was associated with lower mean scores of anticipated HIV stigma (mean difference \( = .22 \); \( P = .02 \)), higher mean scores of HIV testing self-efficacy (mean difference 0.24; \( P = .01 \)), and higher summed scores of community engagement (mean difference 1.48; \( P < .001 \)). The differences remained significant after controlling for sociodemographic factors additionally in model 2.
Table 1. Demographic characteristics of Web-based sexual health influencers and noninfluencers in a men who have sex with men cohort in China in 2016 to 2017.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Total (N=1031)</th>
<th>Noninfluencers (N=899)</th>
<th>Influencers (N=132)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>174 (16.88)</td>
<td>154 (17.1)</td>
<td>20 (15.2)</td>
<td>.41</td>
</tr>
<tr>
<td>20-29</td>
<td>645 (62.56)</td>
<td>555 (61.7)</td>
<td>90 (68.2)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>170 (16.49)</td>
<td>154 (17.1)</td>
<td>16 (12.1)</td>
<td></td>
</tr>
<tr>
<td>≥40</td>
<td>42 (4.07)</td>
<td>36 (4.0)</td>
<td>6 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Residence status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Nonmigrants</td>
<td>926 (89.82)</td>
<td>811 (90.2)</td>
<td>115 (87.1)</td>
<td></td>
</tr>
<tr>
<td>Migrants</td>
<td>105 (10.18)</td>
<td>88 (9.8)</td>
<td>17 (12.9)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Never married</td>
<td>907 (87.97)</td>
<td>790 (87.9)</td>
<td>117 (88.6)</td>
<td></td>
</tr>
<tr>
<td>Currently married</td>
<td>89 (8.63)</td>
<td>78 (8.7)</td>
<td>11 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Divorced or widowed</td>
<td>35 (3.40)</td>
<td>31 (3.4)</td>
<td>4 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Educational level attained, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>High school or below</td>
<td>364 (35.31)</td>
<td>327 (36.4)</td>
<td>37 (28.0)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>285 (27.64)</td>
<td>245 (27.3)</td>
<td>40 (30.3)</td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>382 (37.05)</td>
<td>327 (36.4)</td>
<td>55 (41.7)</td>
<td></td>
</tr>
<tr>
<td>Annual income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>≤2500</td>
<td>235 (22.79)</td>
<td>202 (22.5)</td>
<td>33 (25)</td>
<td></td>
</tr>
<tr>
<td>2501-8500</td>
<td>544 (52.76)</td>
<td>474 (52.7)</td>
<td>70 (53.0)</td>
<td></td>
</tr>
<tr>
<td>8501-14,000</td>
<td>159 (15.42)</td>
<td>146 (16.2)</td>
<td>13 (9.8)</td>
<td></td>
</tr>
<tr>
<td>&gt;14,000</td>
<td>93 (9.02)</td>
<td>77 (8.6)</td>
<td>16 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>Homosexual</td>
<td>741 (71.87)</td>
<td>647 (72.0)</td>
<td>94 (71.2)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>252 (24.44)</td>
<td>218 (24.2)</td>
<td>34 (25.8)</td>
<td></td>
</tr>
<tr>
<td>Unsure</td>
<td>38 (3.69)</td>
<td>34 (3.8)</td>
<td>4 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Disclose sexual orientation to anyonea, n (%)</td>
<td>680 (65.96)</td>
<td>580 (64.5)</td>
<td>100 (75.8)</td>
<td>.01</td>
</tr>
<tr>
<td>Disclose sexual orientation to health providersa, n (%)</td>
<td>215 (20.85)</td>
<td>178 (19.8)</td>
<td>37 (28.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Number of male sex partners in the last 3 months, mean (SD)</td>
<td>1.14 (1.5)</td>
<td>1.11 (1.5)</td>
<td>1.32 (1.8)</td>
<td>.16</td>
</tr>
<tr>
<td>Mainly met male sex partners online in the last 12 monthsb, n (%)</td>
<td>766 (74.30)</td>
<td>669 (74.4)</td>
<td>97 (73.5)</td>
<td>.82</td>
</tr>
<tr>
<td>Had a regular male partner in the last 3 monthsbc, n (%)</td>
<td>351 (34.04)</td>
<td>307 (34.1)</td>
<td>44 (33.3)</td>
<td>.85</td>
</tr>
<tr>
<td>Had a casual male partner in the last 3 monthsbd, n (%)</td>
<td>378 (36.66)</td>
<td>315 (35.0)</td>
<td>63 (47.7)</td>
<td>.005</td>
</tr>
<tr>
<td>Condomless sex with male partners in the last 3 monthsb, n (%)</td>
<td>229 (22.21)</td>
<td>203 (22.6)</td>
<td>26 (19.7)</td>
<td>.46</td>
</tr>
<tr>
<td>HIV test in the last 3 monthsbce, n (%)</td>
<td>410 (39.77)</td>
<td>337 (37.5)</td>
<td>73 (55.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Syphilis test in the last 3 monthsb, n (%)</td>
<td>172 (16.68)</td>
<td>137 (15.2)</td>
<td>35 (26.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Self-reported influence on others’ adoption of an HIV test after their Web-based intervention (Many or quite a lot), n (%)</td>
<td>80 (7.76)</td>
<td>38 (4.2)</td>
<td>42 (31.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThe response was yes for these variables.
bMainly met with male sexual partners through a website or social media platforms.
cRegular male partner was defined as the one who was in a stable relationship (over 3 months) that did not involve transactional sex.
dCasual male partner was defined as a male sexual partner that the participant did not consider to be his regular partner.
eEither facility-based testing or self-testing.
**Table 2.** Exposure to the trial intervention reported by Web-based sexual health influencers and noninfluencers in a men who have sex with men cohort in China in 2016 to 2017.

<table>
<thead>
<tr>
<th>Exposure to the trial intervention materials, n (%)</th>
<th>Total (N=1031)</th>
<th>Noninfluencers (N=899)</th>
<th>Influencers (N=132)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have seen any images promoting HIV testing</td>
<td>884 (85.74)</td>
<td>759 (84.4)</td>
<td>125 (94.7)</td>
<td>.002</td>
</tr>
<tr>
<td>Have seen any texts promoting HIV testing</td>
<td>792 (76.82)</td>
<td>672 (74.7)</td>
<td>120 (90.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Have seen local testing sites information</td>
<td>864 (83.80)</td>
<td>749 (83.3)</td>
<td>115 (87.1)</td>
<td>.27</td>
</tr>
<tr>
<td>Have seen a local crowdsourcing contest</td>
<td>375 (36.37)</td>
<td>312 (34.7)</td>
<td>63 (47.7)</td>
<td>.004</td>
</tr>
</tbody>
</table>

**Give or receive anything related to HIV testing on social media platforms except for the information from the trial, n (%)**

| Using Weibo to give or receive information         | 154 (14.94)    | 112 (12.5)           | 42 (31.8)           | <.001   |
| Using WeChat to give or receive information        | 360 (34.92)    | 275 (30.6)           | 85 (64.4)           | <.001   |
| Using QQ to give or receive information            | 179 (17.36)    | 125 (13.9)           | 54 (40.9)           | <.001   |
| Using Blued to give or receive information         | 211 (20.47)    | 169 (18.8)           | 42 (31.8)           | .001    |

**Table 3.** Number of social media followers, HIV-relevant psychological profiles, and community engagement by Web-based sexual health influencers and noninfluencers in a men who have sex with men cohort in China in 2016 to 2017 (N=1031).

<table>
<thead>
<tr>
<th>Continuous outcomes</th>
<th>Noninfluencers</th>
<th>Influencers</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Weibo followers, mean (SD)</td>
<td>269 (1430)</td>
<td>740 (5267)</td>
<td>.31</td>
</tr>
<tr>
<td>Number of WeChat followers, mean (SD)</td>
<td>168 (317)</td>
<td>749 (4725)</td>
<td>.17</td>
</tr>
<tr>
<td>Number of QQ followers, mean (SD)</td>
<td>159 (334)</td>
<td>238 (374)</td>
<td>.03</td>
</tr>
<tr>
<td>Number of Blued followers, mean (SD)</td>
<td>466 (2709)</td>
<td>172 (418)</td>
<td>.003</td>
</tr>
<tr>
<td>Anticipated HIV stigma*, mean score (SD)</td>
<td>2.9 (0.7)</td>
<td>2.7 (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIV testing social norms*, mean score (SD)</td>
<td>2.9 (0.4)</td>
<td>2.8 (0.4)</td>
<td>.76</td>
</tr>
<tr>
<td>HIV testing self-efficacy*, mean score (SD)</td>
<td>3.1 (0.5)</td>
<td>3.4 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Community engagement*, mean score (SD)</td>
<td>2.5 (1.7)</td>
<td>4.0 (1.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a Mean scores of anticipated HIV stigma ranged from 1 to 4, and a higher score means a higher level of anticipated stigma.

*b Mean scores of HIV testing social norms and self-efficacy ranged from 1 to 4, and higher mean scores mean better perceived social norms and better self-efficacy.

*c Score of community engagement ranged from 0 to 6, and a higher score means better community engagement in sexual health.

**Table 4.** Association between Web-based sexual health influence and continuous outcomes in a men who have sex with men cohort in China in 2016 to 2017 (N=1031).

<table>
<thead>
<tr>
<th>Continuous outcomes*</th>
<th>Model 1b</th>
<th>Model 2c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated mean difference (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Anticipated HIV stigma</td>
<td>-0.22 (-0.40 to -0.05)</td>
<td>.02</td>
</tr>
<tr>
<td>HIV testing social norms</td>
<td>-0.01 (-0.11 to 0.08)</td>
<td>.77</td>
</tr>
<tr>
<td>HIV testing self-efficacy</td>
<td>0.24 (0.07 to 0.41)</td>
<td>.01</td>
</tr>
<tr>
<td>Community engagement</td>
<td>1.48 (1.06 to 1.90)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a Reference group is nonsexual health influencers.

*b Model 1 was only adjusted for a previous intervention package to promote HIV testing among the cohort.

*c Model 2 was additionally adjusted for age, education, income, and marital status.
Table 5. Association between Web-based sexual health influence and binary outcomes in a men who have sex with men cohort in China in 2016 to 2017 (N=1031).

<table>
<thead>
<tr>
<th>Behavioral outcomesa</th>
<th>Model 1b</th>
<th>Model 2c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Testing behaviors and condom use in the last 3 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall HIV testing</td>
<td>2.12 (1.45-3.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIV self-testing</td>
<td>1.62 (1.09-2.42)</td>
<td>.02</td>
</tr>
<tr>
<td>HIV facility-based testing</td>
<td>2.59 (1.75-3.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Consistent condom use</td>
<td>1.29 (0.78-2.12)</td>
<td>.32</td>
</tr>
<tr>
<td>Syphilis testing</td>
<td>1.94 (1.26-3.01)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td><strong>Social media engagementd</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using Weibo to give or receive information</td>
<td>1.88 (1.20-2.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Using WeChat to give or receive information</td>
<td>3.56 (1.78-7.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Using QQ to give or receive information</td>
<td>2.76 (1.71-4.45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Using an app to give or receive information</td>
<td>1.07 (0.68-1.69)</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Self-reported influence on others’ HIV test uptake</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Many or quite a lot of people took a test</td>
<td>6.81 (4.14-11.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aReference group is nonsexual health influencers.

*bModel 1 was only adjusted for a previous intervention package to promote HIV testing among the cohort.

*cModel 2 was additionally adjusted for age, education, income, and marital status.

*dSocial media engagement was defined as whether they reported using Weibo, WeChat, QQ, or a mobile app in the last 3 months to give or receive information about HIV testing, except for the information delivered by the trial.

Table 5 shows comparisons of binary outcomes between the 2 groups. Being influencers was found to be significantly associated with higher odds of HIV testing in the last 3 months (adjusted odds ratio, AOR 2.16, 95% CI 1.48-3.17), HIV self-testing in the last 3 months (AOR 1.64, 95% CI 1.10-2.46), HIV facility-based testing in the last 3 months (AOR 2.66, 95% CI 1.79-3.96), and syphilis testing in the last 3 months (AOR 1.95, 95% CI 1.25-3.03). Influencers were 1.90 (95% CI 1.19-3.02), 3.79 (95% CI 1.87-7.66), and 2.91 (95% CI 1.79-4.75) times more likely to use Weibo, WeChat, and QQ, respectively to give or receive extra HIV testing–relevant information than noninfluencers. In terms of self-reported influence on others’ HIV test uptake, influencers were 7.62 (95% CI 4.55-12.78) times more likely to report that many or quite a lot of people within their network have gone for an HIV test after their intervention. However, opinion leadership was found not to be associated with consistent condom use.

**Discussion**

**Principal Findings**

Influential individuals may help promote health behaviors within their networks; however, there is insufficient understanding of the characteristics of Web-based influential individuals who are increasingly important to health promotion in the internet era. By examining social media engagement and health behaviors of Web-based SHIs among Chinese MSM, this study extends the literature by illuminating the degree to which existing influential individuals may be useful agents in the Web-based virtual space and by informing the development of network-based social media interventions. Our study found that influencers had higher social media engagement for HIV testing, higher likelihood of HIV and syphilis testing, and did not have increased sexual risk behavior. This group could become key leaders within network-based social media MSM HIV interventions.

We found that influencers had a higher HIV testing rate than noninfluencers. The HIV testing rate of influencers was higher than that of Chinese MSM in another postintervention study [35]. After adjusting for the intervention, influencers in this study also had a higher likelihood of HIV testing. Their higher HIV testing may be related to increased community engagement in sexual health [36] and HIV testing–related social media use [37]. The higher rates of HIV testing among influencers may also be related to lower HIV stigma and higher testing self-efficacy, which are 2 important contributors to test uptake [32,38]. Influencers also had a higher rate of syphilis testing than noninfluencers in the last 3 months (26.5% vs 15.2%). This is consistent with previous studies that found community engagement in sexual health to be associated with increased syphilis testing [36]. This suggests that influencers could be helpful in promoting dual HIV and syphilis testing, given that these related infections often co-occur among MSM in China [39].

In terms of influence on others’ adoption of HIV test, we found influencers were significantly associated with reporting that many people within their Web-based social network have taken an HIV test after their intervention. This may be explained by greater social media engagement and larger social network sizes.
among influencers. Influencers had a greater exposure to our trial intervention materials, including seeing any images or texts promoting HIV testing and local testing sites information. They were also more active in using various social media platforms to communicate with others about HIV testing. Being more active in receiving and disseminating sexual health information indicated that natural influencers may be more central to information flow, hence facilitating healthy behavior spread within their social network.

Finally, there was no significant difference between influencers and noninfluencers with regard to sexual behaviors. Specifically, rates for condomless sex, having a regular male partner, meeting sex partners online, and the mean number of male sex partners were similar. These findings are relevant to the growing body of research on internet use and sexual risk behaviors among MSM. On the one hand, internet use and social media are believed to be an avenue for meeting MSM, who then engage in risky behaviors associated with transmission of HIV and other STIs [40,41]. However, our study revealed that influencers had less followers than noninfluencers in Blued, the most popular gay social networking app in China. This indicates that influencers may in fact use this app less often for finding dates online. Furthermore, social media use could also potentially decrease sexual risk behaviors as it allows MSM to discuss with others about sexual health and learn about HIV and STI prevention [42]. Influencers in this study had a higher degree of online usage and communication with other MSM; however, they do not have increased sexual risk behaviors.

Limitations
We noted some limitations of the study. First, the study tended to focus on describing the influencers’ characteristics and behaviors. Yet, descriptive studies on influencers are valuable, given that health behaviors are known to spread from person to person in social networks [43,44]. Our study may also provide a mechanism (ie, centrality in information flow) explaining why naturally existent influencers may facilitate behavioral change within their own network. Second, we only evaluated opinion leadership in the final follow-up survey and were not able to examine the longitudinal effects of the intervention on the relationship between opinion leadership and testing behaviors. Instead, we controlled for the intervention in the models to eliminate the confounding effects of interventions on the outcomes. Third, we used self-reported data to measure leadership and their influence on others’ HIV test uptake. More reliable measurement and more robust research are necessary to evaluate the effect of influencers within MSM social networks with regard to behavior change. Incorporating social network measurement (eg, eigenvector centrality) and personal influence (eg, opinion leadership) and measuring their effects on positive behavior spread are worth consideration. Finally, our cross-sectional design makes it difficult to determine causal relationships.

Implications
Our findings have implications for strengthening HIV and syphilis testing interventions. Web-based SHIs could be useful in a range of testing promotion models, particularly network-based social media approaches. Vulnerable populations such as MSM may distrust outside authorities but find advice from known influencers who carry credibility [45]. For example, influencers could serve as steering committee members of crowdsourcing contests that aim to promote testing [30,46]. Influencers could also serve as leaders in network-based social media interventions to allow health messages to reach more MSM [37]. We found a higher rate of social media engagement about HIV testing and a higher likelihood of having used social media for HIV testing in influencers compared with other MSM, suggesting influencers may be readily incorporated into social media HIV interventions [37]. Influencers additionally contribute by being well positioned in social networks to spread behavior change. Interventions that operate through existing influencers’ social networks hold promise for reaching vulnerable communities, particularly when formal prevention infrastructure supports are limited [17,47].
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Abstract

Background: While social marketing (SM) campaigns can be effective in increasing testing for sexually transmitted and blood-borne infections (STBBIs), they are seldom rigorously evaluated and often rely on process measures (eg, Web-based ad click-throughs). With Web-based campaigns for internet-based health services, there is a potential to connect campaign process measures to program outcomes, permitting the assessment of venue-specific yield based on health outcomes (eg, click-throughs per test).

Objective: This study aims to evaluate the impact of an SM campaign by the promotional venue on use and diagnostic test results of the internet-based STBBI testing service GetCheckedOnline.com (GCO).

Methods: Through GCO, clients create an account using an access code, complete a risk assessment, print a lab form, submit specimens at a lab, and get results online or by phone. From April to August 2015, a campaign promoted GCO to gay, bisexual, and other men who have sex with men in Vancouver, Canada. The campaign highlighted GCO’s convenience in 3 types of promotional venues—location advertisements in print or video displayed in gay venues or events, ads on a queer news website, and ads on geosocial websites and apps. Where feasible, individuals were tracked from campaign exposures to account creation and testing using venue-specific GCO access codes. In addition, Web-based ads were linked to alternate versions of the campaign website, which used URLs with embedded access codes to connect ad exposure to account creation. Furthermore, we examined the number of individuals creating GCO accounts, number tested, and cost per account created and test for each venue type.

Results: Over 6 months, 177 people created a GCO account because of the campaign, where 22.0% (39/177) of these completed testing; the overall cost was Can $118 per account created and Can $533 per test. Ads on geosocial websites and apps accounted for 46.9% (83/177) of all accounts; ads on the news website had the lowest testing rate and highest cost per test. We observed...
variation between different geosocial websites and apps with some ads having high click-through rates yet low GCO account creation rates, and vice versa.

**Conclusions:** Developing mechanisms to track individuals from Web-based exposure to SM campaigns to outcomes of internet-based health services permits greater evaluation of the yield and cost-effectiveness of different promotional efforts. Web-based ads with high click-through rates may not have a high conversion to service use, the ultimate outcome of SM campaigns.

*(J Med Internet Res 2019;21(1):e11291) doi:10.2196/11291*
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**Introduction**

Social marketing (SM) campaigns promoting testing for sexually transmitted and blood-borne infections (STBBIs) can effectively increase the uptake of testing [1,2]. However, SM testing campaigns are rarely evaluated rigorously owing to pressures of real-world implementation (eg, evaluation budget and difficulty determining campaign-specific effects in an exposed population) [1,3]. Web-based elements of SM campaigns are often evaluated through monitoring the number of views (impressions) of Web-based ads and comparing the proportions of individuals clicking through to visit (click-through rate) and use a website or service (conversion rate) [4,5]; this information is used to identify promotional venues with higher yield, allowing redirection of efforts to optimize campaign reach and inform future campaigns [1].

More robust evaluations of SM campaigns are possible for campaigns promoting internet-based health services, where users are tracked through service progression. If designed appropriately, campaign evaluations can follow individuals from their initial campaign ad view through to their program outcomes, permitting an assessment of yield of different venues based on actual health outcomes. This paper aims to describe the results of using such a design to evaluate the impact of an SM campaign on increasing the uptake of GetCheckedOnline.com (GCO) [6], an internet-based STBBI testing service in British Columbia (BC), Canada.

**Methods**

**GetCheckedOnline**

GCO is an internet-based testing service for STBBIs developed by the BC Centre for Disease Control (BCCDC), with a goal of overcoming existing testing barriers among populations with high rates of infection. We have previously published a full description of the GCO program [7]. In brief, users go through the following 5 steps to test through GCO: (1) create an account; (2) complete a risk assessment; (3) print a laboratory requisition form; (4) provide specimens in-person at a private lab (with testing for HIV, syphilis, hepatitis C, chlamydia, and gonorrhea); and (5) receive results online if negative, or by phone if positive or indeterminate. GCO accounts are created by entering an access code on the home page unique to a specific promotion strategy or venue. In addition, individuals can be invited to use GCO by emails with a link to the account creation page.

GCO was launched in 2014, initially targeting gay, bisexual, and other men who have sex with men (GBMSM) in the Vancouver region. Most GBMSM in BC regularly test, with 64.57% (1179/1826) and 62.28% (999/1604) reporting sexually transmitted infection and HIV testing, respectively, in the past year [8]. However, many GBMSM report delaying testing owing to barriers, including privacy concerns or inability to access clinics [9]. In formative research, GBMSM found GCO acceptable with high intention to use, particularly among men facing testing barriers, perceiving benefits, including greater privacy, convenience, control over testing, and not needing to see a health care provider [9,10].

**Campaign Development**

The SM campaign aimed to increase the awareness and uptake of GCO among GBMSM. The BCCDC partnered with the Health Initiative for Men, a community-based gay men’s health organization, which led the development and implementation of the campaign in consultation with an advisory committee of GBMSM, sexual health nurses, and a small convenience sample of Health Initiative for Men clinic clients. The campaign focused on promoting the convenience of GCO, aiming to reach GBMSM avoiding or delaying testing because of access-related barriers (eg, wait-times for appointments). The campaign concept (Figure 1) was “Some things just make sense online,” designed to use humor based on popular social media sites to motivate viewers to visit the JustMakesSense (JMS) campaign website [11] which emphasized the convenience and confidentiality of the service. Campaign materials included a website, videos, Web-based ads, and print media.
Figure 1. Examples of promotional campaign materials used for an internet-based testing service for sexually transmitted and blood-borne infections (GetCheckedOnline.com), including online banner advertisements (top), and in print (bottom).

Tracking Program Outcomes by the Promotional Venue

The campaign ran from April to August 2015. We used 3 venue types for promotion, each having a unique route to account creation, permitting us to track testing outcomes (Figures 2 and 3). Location ads included the JMS website address and an access code unique to each location (ie, gay bars and clubs; sex on premises venues; community spaces; businesses; and a lesbian, gay, bisexual, and transgender film festival). Codes were short, easy-to-remember phrases, such as “TestNow” or “TestOnline,” displayed on videos, posters, or postcards (the latter could be taken home by individuals). On the JMS website, visitors entered an access code and proceeded to the account creation page on GCO. Visitors without a code could request an email invitation; visitors were not asked whether or where they had seen the campaign (Figure 2). In addition, we used 2 types of Web-based promotional venues—advertising in a lesbian, gay, bisexual and transgender news website, and advertising on geosocial websites and apps used by GBMSM to find sex partners (Grindr, Jack’d, Manhunt, Squirt, and Scruff). To track testing outcomes for each Web-based venue, each post or ad contained a link to a unique, alternate copy of the JMS website. From each alternate site, visitors proceeded to the GCO account creation page by clicking a link containing an embedded access code unique to each Web-based venue, which could then be associated with each account created.

Figure 2. The description of routes to account creation on GetCheckedOnline.com (GCO) during the JustMakesSense (JMS) campaign; visitors to the JMS main website.
Figure 3. The description of routes to account creation on GetCheckedOnline.com (GCO) during the JustMakesSense (JMS) campaign; visitors from online promotional venues to alternate JMS sites (Alt-JMS).

Data Analysis
Our primary outcome was the number of individuals creating GCO accounts by promotional venue type; secondary outcomes included the number of individuals tested, and costs per account created and individual tested. We collected available data from website or app vendors on impressions and click-through rates and extracted GCO program data. For each type of promotional venue, we calculated the number of GCO accounts created and proportion completing testing. For Web-based venues, we described the number of campaign impressions and click-throughs to alternate JMS campaign websites. Furthermore, we described the number of visitors creating accounts through requesting an invitation on the campaign website and their testing outcomes.

Ethics
Our analysis was conducted under a program evaluation mandate using data routinely collected by BCCDC or through contracts with Web-based ad vendors. The use of individual-level GCO program data is permitted for evaluation under the terms of service agreed to by all GCO users.

Results
Overall, 177 individuals created a GCO account because of the campaign, and 22.0% (39/177) of these completed testing; all results were negative (Table 1). The highest number of accounts was from individuals viewing campaign images on geosocial apps (83/177, 46.9%) followed by individuals requesting an invitation from the campaign website (52/177, 29.4%), location ads (21/177, 11.9%), and a news website (20/177, 11.3%). The completion of testing showed little variation across venues, except the news website (1/20, 5%). We spent Can $20,801 on promotion; the average cost was Can $118 per account created and Can $533 per test (Table 2). The costliest approach per account created was geosocial apps (Can $211), followed by Web-based news (Can $105) and location ads (Can $53). Web-based news had the highest cost per test (Can $2104). Over 19 million impressions of the JMS campaign occurred through geosocial apps, with the highest click-through rate on Grindr (0.7%). The highest numbers of accounts were created from ads on Manhunt and Squirt, resulting in low costs per account created (Can $83 and Can $213, respectively).
Table 1. Outcomes by the promotional venue.

<table>
<thead>
<tr>
<th>Promotional venue</th>
<th>Number exposed to campaign or Number of impressions</th>
<th>Number visited JMS websites (% of click-through)</th>
<th>Number created account (% of visited Just-MakesSense site)</th>
<th>Number completed testing (% of accounts created)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requested invitation</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
<td>52&lt;sup&gt;b&lt;/sup&gt;</td>
<td>14 (26.92)</td>
</tr>
<tr>
<td>Location ads</td>
<td>N/A</td>
<td>N/A</td>
<td>21&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5 (23.80)</td>
</tr>
<tr>
<td>News website</td>
<td>195,120</td>
<td>260 (0.13)</td>
<td>20 (7.69)</td>
<td>1 (5.00)</td>
</tr>
<tr>
<td>Geosocial apps (all)</td>
<td>19,232,363</td>
<td>41,227 (0.21)</td>
<td>83 (0.20)</td>
<td>19 (22.89)</td>
</tr>
<tr>
<td>Grindr</td>
<td>3,443,423</td>
<td>24,975 (0.72)</td>
<td>5 (0.02)</td>
<td>2 (40.00)</td>
</tr>
<tr>
<td>Jack’d</td>
<td>366,744</td>
<td>655 (0.18)</td>
<td>1 (0.15)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Manhunt</td>
<td>299,284</td>
<td>547 (0.18)</td>
<td>33 (6.03)</td>
<td>11 (33.33)</td>
</tr>
<tr>
<td>Squirt</td>
<td>1,355,044</td>
<td>1,822 (0.13)</td>
<td>37 (2.03)</td>
<td>6 (16.21)</td>
</tr>
<tr>
<td>Scruff</td>
<td>13,767,868</td>
<td>13,228 (0.10)</td>
<td>7 (0.05)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Total</td>
<td>19,427,483</td>
<td>41,487 (0.21)</td>
<td>177 (0.30)</td>
<td>39 (22.03)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
<sup>b</sup>These individuals were not asked whether they were exposed to the campaign when they requested an invitation; hence we were unable to estimate the denominator (ie, the number exposed to the campaign) and report % values.
<sup>c</sup>We were unable to estimate the denominator (ie, the number exposed to location ads) and report % values for this.

Table 2. Costs by the promotional venue.

<table>
<thead>
<tr>
<th>Promotional venue</th>
<th>Cost of promotion (Can $)</th>
<th>Cost per account (Can $)</th>
<th>Cost per test (Can $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location ads</td>
<td>1115</td>
<td>53</td>
<td>223</td>
</tr>
<tr>
<td>Web-based news</td>
<td>2104</td>
<td>105</td>
<td>2104</td>
</tr>
<tr>
<td>Geosocial apps (all)</td>
<td>17,582</td>
<td>211</td>
<td>925</td>
</tr>
<tr>
<td>Grindr</td>
<td>4270</td>
<td>854</td>
<td>2135</td>
</tr>
<tr>
<td>Jack’d</td>
<td>3200</td>
<td>3200</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Manhunt</td>
<td>7040</td>
<td>213</td>
<td>640</td>
</tr>
<tr>
<td>Squirt</td>
<td>3072</td>
<td>83</td>
<td>512</td>
</tr>
<tr>
<td>Scruff</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>20,801</td>
<td>118</td>
<td>533</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

Discussion

While commonly applied in e-commerce (eg, linking ad exposures to Web-based purchases), this study demonstrated the value of using this evaluation method to understand the effects of campaign ads (in a range of promotional venues) on internet-based health services. For example, just under half of all GCO accounts were created as a result of ads on geosocial apps, where we spent the bulk of our promotional budget. While Grindr had the highest click-through rate and would, therefore, typically be considered a successful promotional venue, Grindr had the lowest proportion of GCO accounts created and a higher cost per account and per test. Conversely, Manhunt and Squirt had lower click-through rates but had higher yield in terms of GCO program outcomes. In addition, we observed the highest account creation rate among individuals exposed to our Web-based news advertisement, although a much lower proportion proceeded to test. These differences in outcomes might be explained by several factors, including the characteristics of GBMSM on these different websites and apps, such as differences in response to the JMS campaign (influencing click-through rates); demographic factors (eg, age and ethnicity); and behavioral risk or testing barriers (influencing account creation and testing rates)—all aspects worthy of further study [12,13]. Furthermore, our findings demonstrate that the promotion in physical venues is important and cost-effective, as location ads had the lowest cost per account of all venues. However, we were unable to account for view through conversion, where GBMSM seeing campaign ads may have later requested a GCO invitation on the campaign website (29% of all accounts created).

We did not observe a large uptake in testing as a result of the JMS campaign. The 39 individuals testing through GCO may be “early adopters” of this intervention with the ongoing diffusion of this innovation through GBMSM networks [14]. A shift in the message may also be needed. The feedback from
GBMSM and providers following the campaign suggested convenience may not be the best selling point, given the relative availability of STBBI testing services for GBMSM in the Vancouver area (Edwards J, personal communication, November 2016); this may explain why only 1 in 5 men creating accounts tested through GCO, a measure associated with motivation to get tested in our prior evaluations [15]. In conclusion, this study demonstrates the value of developing mechanisms for tracking individuals from their Web-based exposure to SM campaign ads about an internet-based health service to their program outcomes. In addition, this study reveals that Web-based venues with high click-through rates may not always have a high conversion to service use, which is ultimately the desired outcome of SM campaigns. We are continuing to use venue-specific access codes to evaluate promotional efforts as GCO expands to other communities across BC.
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Abstract

Background: During recent years, stepwise approaches to health checks have been advanced as an alternative to general health checks. In 2013, we set up the Early Detection and Prevention project (Tidlig Opsporing og Forebyggelse, TOF) to develop a stepwise approach aimed at patients at high or moderate risk of a chronic disease. A novel feature was the use of a personal digital mailbox for recruiting participants. A personal digital mailbox is a secure digital mailbox provided by the Danish public authorities. Apart from being both safe and secure, it is a low-cost, quick, and easy way to reach Danish residents.

Objective: In this study we analyze the association between the rates of acceptance of 2 digital invitations sent to a personal digital mailbox and the sociodemographic determinants, medical treatment, and health care usage in a stepwise primary care model for the prevention of chronic diseases.

Methods: We conducted a cross-sectional analysis of the rates of acceptance of 2 digital invitations sent to randomly selected residents born between 1957 and 1986 and residing in 2 Danish municipalities. The outcome was acceptance of the 2 digital invitations. Statistical associations were determined by Poisson regression. Data-driven chi-square automatic interaction detection method was used to generate a decision tree analysis, predicting acceptance of the digital invitations.

Results: A total of 8814 patients received an invitation in their digital mailbox from 47 general practitioners. A total of 40.22% (3545/8814) accepted the first digital invitation, and 30.19% (2661/8814) accepted both digital invitations. The rates of acceptance of both digital invitations were higher among women, older patients, patients of higher socioeconomic status, and patients not diagnosed with or being treated for diabetes mellitus, chronic obstructive pulmonary disease, or cardiovascular disease.

Conclusions: To our knowledge, this is the first study to report on the rates of acceptance of digital invitations to participate in a stepwise model for prevention of chronic diseases. More studies of digital invitations are needed to determine if the acceptance rates seen in this study should be expected from future studies as well. Similarly, more research is needed to determine whether a multimodal recruitment approach, including digital invitations to personal digital mailboxes will reach hard-to-reach subpopulations more effectively than digital invitations only.

(J Med Internet Res 2019;21(1):e11658) doi:10.2196/11658
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Introduction

Background
General health checks are seen as one way to mitigate the rising prevalence of chronic diseases such as cardiovascular disease (CVD), type 2 diabetes mellitus (T2DM), and chronic obstructive pulmonary disease (COPD). Consequently, periodical general health checks are provided to citizens by various national health care systems around the world, including those in the United States, South Korea, Australia, and Germany. However, general health checks have not only failed to show population health effects on CVD and total mortality but may have also widen health inequalities [1-6]. This is probably because of the generally higher uptake of health check initiatives in the populations who are likely to benefit the least—including most notably women and patients of higher age, better health, and higher socioeconomic status (SES). Population-level uptake seems to be determined by an interrelationship between individual and societal facilitators and barriers as well as self-selection [7,8].

During recent years, stepwise approaches to health checks have been advanced as an alternative to general health checks [9,10]. Stepwise approaches usually comprise a risk assessment to identify the at-risk population, followed by health checks tailored to this population. If deemed necessary, behavior change interventions, preventive medical treatment, or a combination of the two may also be included. Various stepwise approaches to health checks have been tested in research studies; however, no long-term effects have been reported [11-15]. In the Danish health care system, health checks are provided to the general population on an opportunistic, nonperiodic, and nontargeted basis. On the basis of a technical feasibility study from 2012 [16], we set up the Tidlig Opsporing og Forebyggelse (TOF; early detection and prevention) project in a partnership with the general practitioners’ (GPs) organization and 10 municipalities of the Region of Southern Denmark [17]. Over a period of 2 years, we developed a stepwise model for systematic and targeted prevention of chronic diseases to be used in the Danish primary care sector. The intervention consisted of a joint intervention and a targeted intervention. The joint intervention was applied to the entire study population in the form of a personal digital health profile. The targeted intervention was only applied to patients who were deemed to potentially benefit from either a health check at their GP or lifestyle coaching provided by the municipal health center. Patients at high risk of a chronic disease were identified using validated risk algorithms for COPD, T2DM, and CVD and were offered a health check at their GP in the form of a medical examination and a health dialogue. Patients with health risk behavior included patients who were not at high risk as determined by the risk algorithms but who engaged in one or more health-risk behaviors such as smoking, high-risk alcohol consumption, poor dietary habits, sedentary behavior, and/or a body mass index above 35. This cohort was offered a short 15-min telephone-based health dialogue with a health professional from the municipal health center. For patients with limited health capabilities, the initial telephone-based health dialogue could be followed up by a 1-hour face-to-face health dialogue. If deemed necessary, the targeted intervention would be complemented by further behavior change intervention or preventive medical treatment. Patients already diagnosed with hypertension, hypercholesterolemia, T2DM, CVD, or COPD by the GP, or who displayed no health risk behaviors were only offered the joint intervention. In line with the Medical Research Council’s recommendations for complex interventions, we tested the acceptability, feasibility, and short-term effects of the intervention in a pilot study in 2 municipalities between April and December 2016 [18].

A novel feature of the pilot study was the use of a personal digital mailbox for recruiting participants. A personal digital mailbox is a secure digital mailbox provided by the Danish public authorities. It is accessed either via a webpage or an app developed for all major operating systems. The digital mailbox is secured by a national 2-phased log-in system (NemID) and is used by all public authorities as well as an increasing number of private companies such as banks and insurance companies. Beyond being both safe and secure, it is a low-cost, quick, and easy way to reach Danish residents [19]. Permanent residents of Denmark are obliged by law to have a digital mailbox and are expected to check it regularly. Short message service text message and mail reminders are optional. Opting out is only possible in special cases, mainly in the event of low information and technology literacy (usually age-related) or cognitive impairment. A total of 90% of the entire population in Denmark and 95% of the target population have a digital mailbox (May 2016) [20].

Objective
This study reports on the association between the rates of acceptance of 2 digital invitations sent to a personal digital mailbox and sociodemographic determinants, medical treatment, and health care usage in a stepwise primary care model for the prevention of chronic diseases.

Methods

Design
We conducted a cross-sectional analysis of the rates of acceptance of 2 digital invitations sent to residents from 2 Danish municipalities randomly selected to take part in a pilot study of the TOF project (NCT02797392).

Population
The target population consisted of citizens born between 1957 and 1986 and residing in Haderslev or Varde, 2 rural municipalities located in the southern part of Jutland, Denmark. The population of both municipalities totals 106,081 citizens (2015).

Setting
The Danish health care system comprises a strong, publicly funded primary care sector, which includes municipal health centers and GP clinics [21]. GPs operate a patient list system, with an average of 1600 patients per GP. On average, 2 GPs work in a given clinic. Municipal health centers serve the entire population with primary prevention such as smoking cessation and dietary advice, whereas GPs manage and coordinate...
secondary prevention, including treatment for hypertension, hypercholesterolemia, and diabetes.

**Recruitment Procedure**

In January 2016, all 66 GPs residing in the municipalities of Varde and Haderslev received a written invitation, with an enclosed project agreement form and a prepaid return envelope. Nonresponse was followed up by a telephone call to the GP. Using the Regional Primary Care Administrative System (KMD Sygesikring), the regional health authorities identified a source population of 200 randomly selected patients extracted from each of the participating GPs’ patient lists. From the source population, we excluded patients having either no digital mailbox or residing outside the municipalities of Varde or Haderslev.

Participants were recruited using 2 digital invitations sent to their personal digital mailbox (Multimedia Appendix 1). Both digital invitations consisted of a 1-page PDF file in Danish and included a highly visible hyperlink to a Web-based digital support system, on which participants would provide both consent and access to the personal digital health profile [22]. The first digital invitation was sent out in April 2016, with the aim of obtaining consent to participate in the study and to access specific information from their GP’s electronic patient record (EPR) system, including International Classification of Primary Care, 2nd edition) codes for diagnoses and anatomical therapeutic chemical (ATC) codes for medical prescriptions. The second digital invitation was aimed at providing participants with a digital health profile. This invitation was sent out in September 2016 to participating patients who were registered with the same GP as when they consented and who still resided in the municipalities of Varde or Haderslev. A nonresponse triggered up to 2 reminders 1 week apart.

**Outcomes**

In this paper, we report on both the consent to take part in the study and the uptake of the personal digital health profile. The main outcome relates to the acceptance of the first digital invitation and is operationalized in terms of consent or nonconsent to take part in the study. Consent is defined as the provision of informed consent to participate in the study; nonconsent includes both nonresponse and active nonconsent. The second outcome relates to the acceptance of the second digital invitation and is operationalized in terms of uptake or nonuptake of the personal digital health profile. Uptake is defined as patients who gave their active consent and received a personal digital health profile. The results from the second digital invitation are presented in Multimedia Appendices 2 and 3.

**Variables**

Registry variables for the entire study population were retrieved from the administrative registry and Statistics Denmark and linked with the patients’ Danish Personal Identification numbers. EPR information was retrieved directly from participating GPs’ EPR systems and related purely to consenting patients (Table 1). All participants were pseudonymized when linking project data and national registers from Statistics Denmark.

Age was categorized in 10-year age groups. Country of origin was retrieved for the year 2016 and categorized as Danish, Western, or non-Western origin. Cohabitation status was retrieved for the year 2016 and categorized as cohabiting or single. Highest attainable educational level was retrieved for October 2015 and categorized as secondary school, high school, vocational education, or higher education. Occupation was retrieved for November 2014 and categorized according to the Organisation for Economic Co-operation and Development equivalence scales into 5 groups: employed, self-employed, unemployed or on benefits, social welfare recipients, or other [30]. The distinction between unemployment benefits and social welfare is that unemployment benefits are accessible to citizens who have been unemployed for less than 2 years and who are members of a voluntary unemployment benefit fund. Social welfare benefits are for all other unemployed persons who can take up a job. Others represent, for example, nonworking persons from a family that relies on 1 income only. Family income was retrieved for 2013, 2014, and 2015, defined by the mean annual net income of the household, and categorized into quartiles. “Partner in project” describes whether your partner (if cohabiting) participated as well. Partner in project is categorized in a binary yes or no variable.

Information on prescriptions and diagnoses was combined as a proxy for medical treatment (Table 2). Prescriptions were retrieved for the period from May 2014 to April 2016 as ATC codes. We chose a 2-year period, as prescriptions may be filed up to 2 years after their date of issue. International Classification of Diseases 10th edition (ICD-10) codes were retrieved for the period from January 2013 to April 2016. Medical treatment was defined as either registered with an ATC code, ICD-10 code, or both during the periods specified above.
Table 1. Analyses of associations between patient characteristics and acceptance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>First digital invitation</th>
<th>Second digital invitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presentation of results</td>
<td>Results section</td>
<td>Multimedia Appendix 2</td>
</tr>
<tr>
<td>Denominator</td>
<td>Study population</td>
<td>Study population</td>
</tr>
<tr>
<td>Outcome variable</td>
<td>Consent or nonconsent to the first digital invitation</td>
<td>Uptake or nonuptake of the second digital invitation</td>
</tr>
</tbody>
</table>

**Exposures**

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>Age&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Age&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Age&lt;sup&gt;a,b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country of origin</td>
<td>Country of origin</td>
<td>Country of origin</td>
<td></td>
</tr>
<tr>
<td>Highest educational attainment&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Highest educational attainment&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Highest educational attainment&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Occupational status&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Occupational status&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Occupational status&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Family income&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Family income&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Family income&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Cohabitational status&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Cohabitational status&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Cohabitational status&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Partner consent&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Partner consent&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Partner consent&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical treatment</th>
<th>Prescriptions from primary care or hospitals (anatomical therapeutic chemical [ATC] codes)&lt;sup&gt;g&lt;/sup&gt;</th>
<th>Prescriptions from primary care or hospitals (ATC codes)&lt;sup&gt;g&lt;/sup&gt;</th>
<th>Prescriptions from primary care or hospitals (ATC codes)&lt;sup&gt;g&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital discharge diagnoses (International Classification of Diseases 10&lt;sup&gt;th&lt;/sup&gt; edition [ICD-10] codes)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Hospital discharge diagnoses (ICD-10 codes)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Hospital discharge diagnoses (ICD-10 codes)&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

| Health care usage | Administrative primary care codes<sup>i,j</sup> | Administrative primary care codes<sup>i,j</sup> | Administrative primary care codes<sup>i,j</sup>; health checks<sup>i,j</sup> |

<sup>a</sup>Danish National Administrative Primary Care System (Praksys).
<sup>b</sup>Danish Civil Registration System [23].
<sup>c</sup>Danish Education Register [24].
<sup>d</sup>Danish Registers of Labour Market Affiliation [25].
<sup>e</sup>Danish Registers of Personal Income and Transfer Payments [26].
<sup>f</sup>Questionnaire data.
<sup>g</sup>Danish National Prescription Registry [27].
<sup>h</sup>Danish National Patient Registry [28].
<sup>i</sup>General practitioners’ electronic patient record.
<sup>j</sup>Danish National Health Service Register [29].

Table 2. International Classification of Diseases 10th edition codes and anatomical therapeutic chemical classification codes used to define when a medical condition of chronic obstructive pulmonary disease, cardiovascular disease, or diabetes mellitus had been registered.

<table>
<thead>
<tr>
<th>Medical condition</th>
<th>ICD-10&lt;sup&gt;a&lt;/sup&gt; codes registered from January 2013 to April 2016</th>
<th>ATC&lt;sup&gt;b&lt;/sup&gt; therapeutic codes for prescribed medicine registered from May 2014 to April 2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>J44</td>
<td>R03AC18, R03AC19, R03AL03, R03AL04, R03AL05, R03BB04, R03BB05, and R03BB06</td>
</tr>
<tr>
<td>CVD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>I1-17 and E78 (except: I0, I16, I60, I73, and I78)</td>
<td>C (except: C01CA and C05)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>E10-E13</td>
<td>A10</td>
</tr>
</tbody>
</table>

<sup>b</sup>ATC: anatomical therapeutic chemical.
<sup>c</sup>COPD: chronic obstructive pulmonary disease.
<sup>d</sup>CVD: cardiovascular disease.
Health care usage was determined from administrative codes registered by the GP and retrieved for the period from May 2013 to April 2016. To this end, we also examined EPR information on laboratory test results. Administrative codes were used to extract frequent GP attenders, GP attenders, and usage of specific administrative codes pertaining to laboratory tests and preventive consultations. Frequent attenders referred to the top 10% of patients, who on average contacted the GP the most—either in person or by phone—during the 3 years from May 2013 to April 2016 [31]. GP attenders were defined as patients having contacted their GP during the 2-year period from May 2014 to April 2016. Laboratory tests comprised blood samples (administrative codes 2101 and 2601), peak flow tests (7183), spirometries (7113), and home blood pressure monitoring (2146) during the period from May 2014 to April 2016. Furthermore, we retrieved information on specific preventive consultations (0120)—that is, special consultations for coaching patients with health risk behaviors and patients diagnosed with a chronic disease. To determine if a patient had received a preventive health check within a period of 2 years before consenting to the study (May 2014 to May 2016), we retrieved blood pressure (systolic and diastolic blood pressure), lung function (forced expiratory volume [FEV$_1$], forced vital capacity [FVC], and FEV$_1$/FVC), glycated hemoglobin, and lipids (total cholesterol, high-density lipoprotein, and low-density lipoprotein) measurements from the GPs’ EPR systems. A health check was defined as having had 2 or more of the above-mentioned values measured in the same consultation.

Analysis
Statistical associations are presented as crude figures, age- and sex-adjusted figures, and as models minimally adjusted for known confounders. Poisson regression with robust variance error was used rather than logistic regression to obtain incidence rate ratios (IRR). The binary outcome variable of consent or nonconsent was interpreted as a continuous variable with the only counts being 0 or 1. The minimally adjusted model was developed from a causal direct acyclic graph (DAG), built on the current evidence of the determinants of attendance at health checks [32]. Attendance at health checks was the outcome variable of the DAG. Significance level was set at $P<.05$.

A data-driven chi-square automatic interaction detection (CHAID) method was used to generate a decision tree analysis to identify interactions and a hierarchy of variables predicting the chosen outcome variable (root node) [33]. Using chi-square tests of interdependence, a CHAID analysis clusters categories within each predictor variable to determine what predictor variables are associated with the outcome. Subsequently, the predictor variables associated with the outcome are ordered hierarchically. The specific variable order is determined by the Bonferroni $P$ value of each variable such that the predictor variable with the smallest $P$ value (strongest association) is placed at the top of the hierarchy (parent node). The minimum number of observations for each split in the decision tree was set at 500 (child node) and 200 for each node (terminal node). In the analysis of the acceptance of the second digital invitation, each split in the decision tree was set to 100 (child node) and 20 for each node (terminal node) because of the limited number of observations.

Statistical analysis was performed on secure servers at Statistics Denmark using Stata 14 (Statacorp).

Ethics Approval and Consent to Participate
The study was approved by the Danish Data Protection Agency (J.Number 2015-57-0008) and registered at Clinical Trial Gov (Unique Protocol ID: TOFpilot2016). According to Danish regulations (Act on Research Ethics Review of Health Research Projects [section 14,2]), this study does not need approval from a health research ethics committee as no research on human tissue or other biological material is performed. The study complies with the Helsinki Declaration, with informed consent to study participation and to disclosure of data from the GPs’ EPR obtained from all participants.

Results
Recruitment and Overall Uptake
Of the 68 GPs residing in the 2 municipalities, 47 GPs from 18 clinics agreed to participate in the study (Figure 1). This provided us with a source population of 9400 patients. However, a total of 586 patients did not meet the inclusion criteria, which is why only 8814 received the first invitation. Initially, a total of 3587 patients consented to participate, but among them, 30 patients moved from the municipality to a nonparticipating GP, and 12 withdrew their consent after receiving the second invitation. This resulted in 3545 active consenters from the first round of invitations (Multimedia Appendix 2). Of the patients who accepted the first digital invitation ($n=3545$), 75.06% (2661/3545) also accepted the second digital invitation (Multimedia Appendix 3; Table 3).
Figure 1. Flow diagram from source population to study population. GP: general practitioner.

68 GPs residing in Varde and Haderslev municipality invited to participate

21 GPs declined to participate in the study

9400 patients born between 1957 and 1986 included in the study (200 from each of the 47 GPs)

586 were excluded from the study.
241 patients resided outside Varde and Haderslev municipality.
345 patients without digital mailbox

5082 patients did not respond to the invitation

145 patients actively declined to participate

8814 patients invited to consent to the project using the digital mailbox

3587 patients consented to participate

10 had moved out of Varde and Haderslev municipality

20 patients changed to a nonparticipating GP

3557 patients invited for a personal digital health profile using the digital mailbox

896 patients did not respond to the invitation

12 patients withdrew their consent when receiving the second invitation

Among 3545 patients with active consent, 2661 patients completed the questionnaire and received a personal digital health profile
Table 3. Descriptive analysis of determinants of the acceptance of the first digital invitation.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Consenters (N=3545), n (%)</th>
<th>Nonconsenters (N=5269), n (%)</th>
<th>Total (N=8814), n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demography</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-39</td>
<td>732 (20.64)</td>
<td>1921 (36.45)</td>
<td>2653 (30.09)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>40-49</td>
<td>1151 (32.46)</td>
<td>1875 (35.58)</td>
<td>3026 (34.33)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>50-60</td>
<td>1662 (46.88)</td>
<td>1473 (27.95)</td>
<td>3135 (35.56)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1590 (44.85)</td>
<td>2845 (53.99)</td>
<td>4379 (49.68)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Female</td>
<td>1955 (55.14)</td>
<td>2424 (46.00)</td>
<td>4435 (50.31)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Country of origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>3385 (95.48)</td>
<td>4446 (84.38)</td>
<td>7831 (88.44)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td>Western</td>
<td>91 (2.56)</td>
<td>458 (8.69)</td>
<td>549 (6.22)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td>Non-Western</td>
<td>69 (1.94)</td>
<td>347 (6.58)</td>
<td>416 (4.71)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td><strong>Cohabitation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>726 (20.47)</td>
<td>1516 (28.77)</td>
<td>2242 (25.43)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>2819 (79.52)</td>
<td>3735 (70.88)</td>
<td>6554 (74.35)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td><strong>Partner in project</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2037 (57.46)</td>
<td>2715 (51.52)</td>
<td>4752 (53.91)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td>No</td>
<td>1508 (42.53)</td>
<td>2536 (48.13)</td>
<td>4044 (45.88)</td>
<td>18 (0.20)</td>
</tr>
<tr>
<td><strong>Socioeconomy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>513 (14.47)</td>
<td>1194 (22.66)</td>
<td>1707 (19.36)</td>
<td>583 (6.61)</td>
</tr>
<tr>
<td>High school</td>
<td>143 (4.103)</td>
<td>213 (4.04)</td>
<td>356 (4.03)</td>
<td>583 (6.61)</td>
</tr>
<tr>
<td>Vocational education</td>
<td>1604 (45.24)</td>
<td>2199 (41.73)</td>
<td>3803 (46.14)</td>
<td>583 (6.61)</td>
</tr>
<tr>
<td>Higher education</td>
<td>1216 (34.30)</td>
<td>1149 (21.80)</td>
<td>2365 (26.83)</td>
<td>583 (6.61)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2891 (81.55)</td>
<td>3719 (70.58)</td>
<td>6610 (74.99)</td>
<td>105 (1.19)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>170 (4.79)</td>
<td>260 (4.93)</td>
<td>430 (4.87)</td>
<td>105 (1.19)</td>
</tr>
<tr>
<td>Benefits</td>
<td>88 (2.48)</td>
<td>184 (3.49)</td>
<td>272 (3.08)</td>
<td>105 (1.19)</td>
</tr>
<tr>
<td>Social welfare</td>
<td>340 (9.59)</td>
<td>806 (15.29)</td>
<td>1146 (13.00)</td>
<td>105 (1.19)</td>
</tr>
<tr>
<td>Other</td>
<td>51 (1.43)</td>
<td>200 (3.79)</td>
<td>251 (2.84)</td>
<td>105 (1.19)</td>
</tr>
<tr>
<td><strong>Family income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>559 (15.76)</td>
<td>1488 (28.24)</td>
<td>2047 (23.22)</td>
<td>130 (1.47)</td>
</tr>
<tr>
<td>Middle-low</td>
<td>806 (22.73)</td>
<td>1341 (25.45)</td>
<td>2147 (24.35)</td>
<td>130 (1.47)</td>
</tr>
<tr>
<td>Middle-high</td>
<td>989 (27.89)</td>
<td>1246 (24.64)</td>
<td>2235 (25.35)</td>
<td>130 (1.47)</td>
</tr>
<tr>
<td>High</td>
<td>1183 (33.4)</td>
<td>1072 (20.34)</td>
<td>2255 (25.58)</td>
<td>130 (1.47)</td>
</tr>
<tr>
<td><strong>Medical treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Prescriptions and diagnoses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>763 (21.52)</td>
<td>973 (18.46)</td>
<td>1736 (19.69)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>No treatment</td>
<td>2782 (78.47)</td>
<td>4296 (81.53)</td>
<td>7078 (80.30)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Health care usage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attendance to general practitioner (GP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determinants</td>
<td>Consenters (N=3545), n (%)</td>
<td>Nonconsenters (N=5269), n (%)</td>
<td>Total (N=8814), n (%)</td>
<td>Missing, n (%)</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>---------------------------</td>
<td>-------------------------------</td>
<td>-----------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Yes</td>
<td>3173 (89.50)</td>
<td>4372 (82.97)</td>
<td>7545 (85.60)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>No</td>
<td>372 (10.49)</td>
<td>897 (17.02)</td>
<td>1269 (14.39)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Frequent attender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>368 (10.38)</td>
<td>584 (11.08)</td>
<td>952 (10.80)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>No</td>
<td>3177 (89.61)</td>
<td>4685 (88.91)</td>
<td>7862 (89.19)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Laboratory tests at GP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2053 (57.91)</td>
<td>2471 (46.89)</td>
<td>4524 (51.32)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>No</td>
<td>1492 (42.08)</td>
<td>2798 (53.10)</td>
<td>4290 (48.67)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td><strong>Preventive consultation at GP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>431 (12.15)</td>
<td>516 (9.79)</td>
<td>947 (10.74)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>No</td>
<td>3114 (87.84)</td>
<td>4753 (90.20)</td>
<td>7867 (89.25)</td>
<td>0 (0.00)</td>
</tr>
</tbody>
</table>

\(^a\)Social registries.
\(^b\)Anatomical therapeutic chemical codes and International Classification of Diseases 10th edition codes related to diabetes, cardiovascular disease, and chronic obstructive pulmonary disease.
\(^c\)Administrative codes from the general practitioner.

**Acceptance of the First Digital Invitation**

The Poisson regressions showed that a higher rate of acceptance of the first digital invitation was associated with sociodemographic factors, including higher age, income, and educational attainment (Table 4). A higher rate of acceptance was also associated with being female, employed, born in Denmark, and cohabiting. Patients not diagnosed with or in treatment for T2DM, CVD, or COPD were more likely to accept the first digital invitation than patients in treatment. Similarly, the acceptance rate was higher among patients who had seen their GP or who had registered 1 or more laboratory tests at their GP within 2 years of giving consent. We found no association between the likelihood of accepting the first digital invitation and the frequency of GP appointments, being registered with a preventive consultation, or having a partner that also consented to the study.

The CHAID analysis showed that age was the strongest predictor of accepting the first digital invitation followed by the educational attainment in patients below the age of 50 years and income in patients above the age of 50 years (Figure 2). The CHAID showed large subgroup differences in acceptance rates. Of patients below the age of 40 years, with secondary school as the highest educational attainment, 15.92% accepted the first digital invitation. By contrast, the acceptance rate among patients above the age of 50 years, with high income and with at least a bachelor-level education was 68.58%.
Table 4. Analysis of associations between acceptance of the first digital invitation and sociodemographic determinants, medical treatment, and health care usage.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Sample size (N)</th>
<th>Model 1 (crude)</th>
<th>Model 2 (adjusted for age and sex)</th>
<th>Model 3 (minimally adjusted)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IRR (95% CI)</td>
<td>P value</td>
<td>IRR (95% CI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong> (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29-39</td>
<td>2653</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>40-49</td>
<td>3026</td>
<td>1.08 (1.06-1.10)</td>
<td>.001</td>
<td>1.08 (1.06-1.10)</td>
</tr>
<tr>
<td>50-60</td>
<td>3135</td>
<td>1.20 (1.18-1.22)</td>
<td>.001</td>
<td>1.20 (1.18-1.22)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4435</td>
<td>0.94 (0.93-0.95)</td>
<td>.001</td>
<td>0.94 (0.93-0.95)</td>
</tr>
<tr>
<td>Male</td>
<td>4379</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Country of origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>7831</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Western</td>
<td>549</td>
<td>0.81 (0.79-0.84)</td>
<td>.001</td>
<td>0.84 (0.81-0.86)</td>
</tr>
<tr>
<td>Non-Western</td>
<td>416</td>
<td>0.81 (0.79-0.84)</td>
<td>.001</td>
<td>0.84 (0.81-0.86)</td>
</tr>
<tr>
<td><strong>Cohabitation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>2242</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>6554</td>
<td>1.08 (1.06-1.10)</td>
<td>.001</td>
<td>1.07 (1.05-1.08)</td>
</tr>
<tr>
<td><strong>Partner in project</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4752</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>No</td>
<td>4044</td>
<td>0.96 (0.95-0.98)</td>
<td>.001</td>
<td>0.96 (0.95-0.98)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>1707</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>356</td>
<td>1.08 (1.04-1.12)</td>
<td>.001</td>
<td>1.09 (1.05-1.13)</td>
</tr>
<tr>
<td>Vocational education</td>
<td>3803</td>
<td>1.09 (1.07-1.12)</td>
<td>.001</td>
<td>1.10 (1.08-1.12)</td>
</tr>
<tr>
<td>Higher education</td>
<td>2365</td>
<td>1.16 (1.14-1.19)</td>
<td>.001</td>
<td>1.17 (1.14-1.19)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>6610</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>430</td>
<td>0.97 (0.94-1.00)</td>
<td>.089</td>
<td>0.96 (0.93-1.00)</td>
</tr>
<tr>
<td>Benefits</td>
<td>272</td>
<td>0.92 (0.88-0.96)</td>
<td>.001</td>
<td>0.93 (0.89-0.97)</td>
</tr>
<tr>
<td>Social welfare</td>
<td>1146</td>
<td>0.90 (0.88-0.92)</td>
<td>.001</td>
<td>0.90 (0.88-0.92)</td>
</tr>
<tr>
<td>Other</td>
<td>251</td>
<td>0.84 (0.80-0.87)</td>
<td>.001</td>
<td>0.85 (0.82-0.89)</td>
</tr>
<tr>
<td><strong>Family income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>2047</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Middle-low</td>
<td>2147</td>
<td>1.08 (1.06-1.10)</td>
<td>.001</td>
<td>1.07 (1.05-1.10)</td>
</tr>
<tr>
<td>Middle-high</td>
<td>2235</td>
<td>1.13 (1.11-1.16)</td>
<td>.001</td>
<td>1.11 (1.09-1.14)</td>
</tr>
<tr>
<td>High</td>
<td>2255</td>
<td>1.20 (1.17-1.22)</td>
<td>.001</td>
<td>1.14 (1.12-1.17)</td>
</tr>
<tr>
<td><strong>Prescriptions and diagnoses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>1736</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>No treatment</td>
<td>7078</td>
<td>0.97 (0.95-0.99)</td>
<td>.001</td>
<td>1.02 (1.00-1.04)</td>
</tr>
<tr>
<td><strong>Attendance at general practitioner (GP)</strong></td>
<td>7545</td>
<td>1 (0)</td>
<td>_c (0)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Determinants</td>
<td>Sample size (N)</td>
<td>Model 1 (crude) IRR (95% CI)</td>
<td>P value</td>
<td>Model 2 (adjusted for age and sex) IRR (95% CI)</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------</td>
<td>-------------------------------</td>
<td>---------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>No</td>
<td>1269</td>
<td>0.91 (0.89-0.93)</td>
<td>.001</td>
<td>0.93 (0.91-0.95)</td>
</tr>
<tr>
<td><strong>Frequent attender to GP&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>952</td>
<td>1 (0)</td>
<td>—</td>
<td>1 (0)</td>
</tr>
<tr>
<td>No</td>
<td>7862</td>
<td>1.01 (0.99-1.04)</td>
<td>.30</td>
<td>1.03 (1.01-1.06)</td>
</tr>
<tr>
<td><strong>Laboratory tests at GP&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4524</td>
<td>1 (0)</td>
<td>—</td>
<td>1 (0)</td>
</tr>
<tr>
<td>No</td>
<td>4290</td>
<td>0.93 (0.91-0.94)</td>
<td>.001</td>
<td>0.95 (0.94-0.97)</td>
</tr>
<tr>
<td><strong>Preventive consultation at GP&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>947</td>
<td>1 (0)</td>
<td>—</td>
<td>1 (0)</td>
</tr>
<tr>
<td>No</td>
<td>7867</td>
<td>0.96 (0.94-0.98)</td>
<td>.001</td>
<td>1.00 (0.98-1.02)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Incidence rate ratio.

<sup>b</sup>Model 3 adjustments: no adjustments.

<sup>c</sup>Reference category.

<sup>d</sup>Model 3 adjustments: age, sex, country of origin, and education.

<sup>e</sup>Model 3 adjustments: cohabitation.

<sup>f</sup>Model 3 adjustments: age, sex, and country of origin.
Acceptance of the Second Digital Invitation

In the entire study population, the rate of acceptance of the second digital invitation showed associations similar to the ones in the analysis of the first digital invitation. The only differences were higher rates of acceptance among frequent GP attenders and no association with attendance or nonattendance to the GP. The similarity also applied to the CHAID analysis, in which age was shown to be the strongest predictor, followed by educational attainment in the age below 50-years bracket and income in the age above 50-years bracket. The CHAID analysis showed a rate of acceptance of 8.37% in patients below the age of 40, with secondary school as their highest educational attainment and income below 50% of the median. By contrast, among patients aged more than 50 years, with an income of more than 50% above the median and at least a bachelor-level education, 60.40% accepted the second digital invitation.

Acceptance of the Second Digital Invitation Among Consenters (N=3545)

Among the patients who accepted the first digital invitation, the Poisson regressions indicated associations between the rate of acceptance of the second digital invitation and most sociodemographic variables. The rate of acceptance increased with age, educational attainment, and income. Being female, employed, and born in Denmark also correlated positively with rates of acceptance. We saw higher rates of acceptance among patients who had not seen their GP within 2 years before consenting to the study. No other variables describing health status or health care usage showed an association with rates of acceptance—that includes having received a health check during a period of 2 years before consenting to the study.

The CHAID analysis showed that age was the strongest predictor of acceptance of the second digital invitation among those who...
accepted the first digital invitation and the only predictor in patients younger than 50 years. In patients older than 50 years, income followed age as the second strongest predictor. Specifically, when it came to the patients older than 50 years, with a middle-low or middle-high income, the CHAID analysis revealed that nonattendance at the GP and not receiving medical treatment during a period of 2 years before consenting were both strong predictors of whether or not participants accepted the second digital invitation.

Discussion

Main Findings

In this study, 40.22% of our sample accepted the first digital invitation and 30.19% accepted both digital invitations. That is, among those who accepted the first digital invitation, 75.06% also accepted the second. The rates of acceptance of both digital invitations were higher among women, elderly patients, patients of higher SES, and patients not diagnosed with or in treatment for T2DM, COPD, or CVD. Patients who had seen their GP within the past 2 years were also more likely to accept the digital invitations. The frequency of GP appointments, registering for a preventive consultation, or having a partner who had accepted the first digital invitation showed no association with the acceptance of either invitation. In the subpopulation of patients (N=2661) who accepted the first digital invitation, women, patients of relatively high age and SES, and patients who had not seen their GP for a period of 2 years before giving their consent showed a higher rate of acceptance of the second invitation. No other health care usage, including having had a health check within the previous 2 years or being diagnosed with or in treatment for T2DM, COPD, or CVD showed any association with the rate of acceptance.

Low patient uptake of stepwise models for preventing chronic diseases seems to be the current norm. This trend may be attributed to a combination of a recent overall increase in the use of preventive health checks in primary care and a decrease in response rates to research studies in general [34,35]. A recent Dutch study of a stepwise prevention model showed an uptake rate of 29% in patients aged 45 to 70 years, whereas an Australian study had an initial uptake rate of 31% in patients aged 40 to 64 years [11,36]. A feasibility study to this study showed an uptake rate of 63% using paper-based invitations, with a link to a Web-based questionnaire and an enclosed hard copy questionnaire and return envelope [37]. Two other Danish studies of stepwise models showed uptake rates of 55% in a general population aged 30 to 49 years and 30% in a population of social housing residents aged 45 to 70 years [38,39]. Both Danish studies used a proactive approach by which paper-based invitations indicated a prebooked time and date—a method which has been shown to garner increased response rates in a previous study [40]. Furthermore, the associations between acceptance of digital invitations and socioeconomic determinants are in line with the evidence from other Danish and European studies of health checks [6,38,41]. However, the CHAID analyses showed that the differences in rates of acceptance among the SES groups in our study are larger than those observed in the 2 Danish studies mentioned above [38,39]. The evidence of the association between uptake of stepwise models and medical treatment or health care usage is scarce and largely inconclusive. This is presumably because of a general lack of health and health care information on nonresponders. Nonetheless, the results of medical treatment and health care usage in this study differ somewhat from previous studies. We show slightly higher rates of acceptance of the digital invitations among patients not diagnosed with or in treatment for T2DM, COPD, or CVD. This is in line with a comparable Danish study [38], whereas other studies report either higher uptake among patients with chronic diseases [42,43] or no association [44,45]. The inconsistency in results could be explained by different definitions of medical treatment. Similarly, different definitions of preventive services could explain why we see no association between acceptance of the digital invitations and use of preventive consultations at the GP, whereas other studies suggest an association [38]. We saw no association between acceptance of either invitation and having had a health check during a period of 2 years leading up to consent; however, other studies have consistently found that prior use of health checks seems to increase the likelihood of getting another health check [46-48]. Interestingly, we found an association between not having had a GP appointment during the previous 2 years and a higher rate of acceptance of the second digital invitation among those who also accepted the first digital invitation. This may suggest that true compliers to the study (ie, patients who would not have taken up the offer had they not been invited) are more likely to also accept the second digital invitation than always-users (ie, patients who always respond to invitations to participate in preventive services) [49]. As we saw no association between the rates of acceptance of the second digital invitation and other variables of health care utilization, this result should be interpreted with great care and examined further in future studies.

Efficacy of Digital Recruitment

To our knowledge, this is the first study to report on the rates of acceptance of digital invitations to participate in a stepwise model for prevention of chronic diseases. Moreover, it is most likely the first to report on digital recruitment to a health intervention using digital invitations. We cannot establish whether rates of acceptance would have been different if recruitment had been paper-based, as we did not include a random subpopulation, which received paper-based invitations. To our knowledge, comparisons of digital and paper-based invitations sent by regular mail have only been reported once in a randomized study by Ebert et al [19]. This study showed that 50- to 59-year-old responders to the digital invitation were more likely to be of higher SES than their counterparts who responded to paper invitations. However, no differences were seen in those aged 30 to 39 years. The overall rate of acceptance of digital invitations and paper-based invitations was comparable. The rate of acceptance of digital invitations in this study and the results reported by Ebert et al may suggest slightly lower overall acceptance rates and slightly larger SES differences when using digital invitations. However, the rate of acceptance of digital invitations combined with Web-based data collection may resemble the emergence of the combined paper-based invitation and Web-based data-collection approach,
where the advent of Web-based data collection methods precipitated an initial drop in the rate of acceptance [34].

In addition, digital invitations sent to personal digital mailboxes seem to be an especially suitable and low-cost recruitment method for patients of high SES. It is well known that risk factors of chronic lifestyle-related diseases are clustered in low SES populations [50]. To generate population health effects, stepwise models for the prevention of chronic diseases may have to employ other low-tech recruitment approaches, which complement digital invitations. Results from the health check program of the British National Health Service indicate that uptake may increase over time, with a clear focus on the hardest-to-reach populations [51]. Thus, it would appear that the lower uptake among patients of lower SES found in this as well as in many other studies can be eliminated, or even inverted, by a focused recruitment effort aimed at deprived communities and outreach services [52,53]. However, at present, digital recruitment is only applicable in a few countries, among others the Nordic countries of Denmark, Norway, and Sweden. When digital mail gets more widespread, the results from the described recruitment procedure and intervention may be well applicable in other settings as well.

Nonetheless, more studies of digital invitations are needed to determine if the acceptance rates seen in this study and in the study by Ebert et al could be expected from future studies as well. Similarly, more research is needed to determine whether a multimodal recruitment approach, including digital invitations to personal digital mailboxes will reach other subpopulations more effectively than digital invitations only.

**Strengths and Limitations**

The main strengths of this study relate to the high validity of the registries of Statistics Denmark and the random sampling of patients from a large number of GP clinics. Especially, the health and social registries are of high quality, with few missing cases and up-to-date information that has been registered either immediately before study commencement or during another specified period before study commencement [54]. Thus, the impact is most likely negligent because of the strong association between acceptance of the digital invitations and SES. All direct contacts with the GP are most likely both valid and complete as this type of information is automatically registered onto patients’ personal health insurance cards. Other administrative data from the primary care sector on specific tasks performed as part of a consultation, such as taking a blood sample, a spirometry, or having a preventive consultation, may be incomplete and more prone to human error and should as such be interpreted with care. Another strength is the combination of DAG and CHAID analyses to establish a both theory-driven and data-driven analytical approach. The DAG established adjustments to the Poisson regression models based on a theoretical and evidence-based causal model. The CHAID used the data from this study and identified the strongest predictors of attendance. However, residual confounding and collider bias cannot be eliminated in the regressions because of both a rather complex causal model, conditional independence between exposures, and the unavailability of a number of exposures—especially health-risk behaviors as well as cognitive and psychological parameters [6]. Finally, the invitations sent to the digital mailbox and the digital support system were in Danish language only, which may have had a negative impact on the rate of acceptance among people originating from outside of Denmark.

**Conclusions**

To our knowledge, this is the first study to report on the rates of acceptance of digital invitations to participate in a stepwise model for prevention of chronic diseases. We show acceptance rates of 40% for a first digital invitation and 30% for a second digital invitation, the rates being higher among women, elderly patients, and patients of higher SES; patients not diagnosed with, or in treatment for T2DM, COPD; and/or CVD; and patients having attended the GP within a period of 2 years before consent. A total of 75% of those who accepted the first digital invitation also accepted the second. On one hand, the 2 digital invitations seem to deepen the sociodemographic differences in acceptance compared with a single digital invitation; on the other hand, patients who had not consulted a GP during a period of 2 years before the study, and who were not receiving medical treatment, showed a significantly higher rate of acceptance of the second invitation when it came to those who had accepted the first digital invitation. This suggests that compliers are more prone to accepting the second digital invitation than always-users are. In future studies, multimodal recruitment approaches, which complement digital invitations, are warranted to increase the rates of acceptance among harder-to-reach subpopulations.
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**Abbreviations**

ATC: anatomical therapeutic chemical

CHAI: chi-square automatic interaction detection

COPD: chronic obstructive pulmonary disease

CVD: cardiovascular disease

DAG: direct acyclic graph

EPR: electronic patient record
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Abstract

Background: Perception of stimuli presented in a virtual dentistry environment affects regions of the brain that are related to pain perception.

Objective: We investigated whether neural correlates of virtual pain perception are affected by education in dentistry.

Methods: In this functional magnetic resonance imaging study, a sample of 20 dental students and 20 age-matched controls viewed and listened to video clips presenting a dental treatment from the first-person perspective. An anxiety questionnaire was used to assess the level of dental anxiety. Neural correlates of pain perception were investigated through classic general linear model analysis and in-house classification methods.

Results: Dental students and naïve controls exhibited similar anxiety levels for invasive stimuli. Invasive dentistry scenes evoked a less affective component of pain in dental students compared with naïve controls (P<.001). Reduced affective pain perception went along with suppressed brain activity in pain matrix regions including the insula, anterior cingulate cortex, and basal ganglia. Furthermore, a substantial reduction of brain activity was observed in motor-related regions, particularly the supplementary motor area, premotor cortex, and basal ganglia. Within this context, a classifier analysis based on neural activity in the nucleus lentiformis could identify dental students and controls on the individual subject level in 85% of the cases (34 out of 40 participants, sensitivity=90%, specificity=80%).

Conclusions: Virtual dental treatment activates pain-related brain regions in controls. By contrast, dental students suppress affective and motor-related aspects of pain. We speculate that dental students learn to control motoric aspects of pain perception during their education because it is a prerequisite for the professional manual treatment of patients. We discuss that a specific set of learning mechanisms might affect perceived self-efficacy of dental students, which in turn might reduce their affective component of pain perception.

(J Med Internet Res 2019;21(1):e10885) doi:10.2196/10885
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Introduction

Background

The quality of dentistry relies on the extent to which dentists can accurately plan, perform, and perceive motor actions. Planning and perception of potentially hurtful motor actions affect brain regions that are related to working memory and pain perception [1,2].

Pain is a variegated feeling, and it has a multidimensional nature with sensory-discriminative, affective-motivational, motoric, and cognitive components [2-7]. Currently, neural correlates of orofacial pain are investigated through functional magnetic resonance imaging (fMRI) [8,9]. The affective component of pain is a subjective feeling that is often measured with standardized psychological scales that report the unpleasantness of stimuli. It is not only perceived when subjects are treated with physically painful stimuli but also when individuals are confronted with psychologically painful images or videos. However, the ability to perceive the affective component of pain is modulated by the professional training of a subject. Viewing hurting scenes induces affective component of pain in controls, whereas this is less the case for medical doctors [10,11]. fMRI studies show that medical doctors suppress the pain matrix when they view painful actions executed on others, whereas this is not the case for controls [10]. The pain matrix includes the thalamus, SI and SII, insula, as well as anterior cingulate cortex (ACC) [12-14]. In addition, cortical and subcortical motor regions including the basal ganglia are directly responsive to noxious stimuli [13,15]. Some of these cortical and subcortical motor regions show a nociceptive somatotopic organization [16].

Further, electroencephalogram studies suggest that early and late signal components show dissimilar behavior when controls view painful scenes, whereas this is not the case for doctors [11].

In addition, imaging studies showed that doctors and controls exhibit similar empathy, emotional contagion, and interpersonal reactivity scores [10,11].

Statistically valid differences between the 2 groups are exclusively found for scales that measure affective and sensory aspects of pain. From these neuroimaging studies, we have to conclude that affective and sensory aspects of pain for others may be modulated by education, whereas empathy for others as measured with several accepted scales is not. This leads to the somewhat counterintuitive conclusion that doctors maintain empathy for others, whereas suppressing neural correlates of pain for others [10,11,17]. We do not think that more research in the field of empathy is needed simply because previous empathy measurers failed to show differences between doctors and controls.

However, observed differences in affective pain perception for others might be linked to how doctors perceive pain from a self-perspective. Furthermore, one might speculate that differences in pain perception originate from medical training and occur in medical school.

Objectives

In this paper, we investigate the differences of brain activations during virtual dental treatment in dentistry students and controls. We choose to investigate this through classic general linear model (GLM) analysis and in-house classification methods. Classification methods may have some advantages over classic analysis. First, one can specifically test whether hypothetical brain regions identified in other studies may in fact contribute to the identification of different neuropsychological states. Within this context, we focused on previously reported coordinates that were related to different components of pain perception [13]. Second, although classic fMRI methods only focus on univariate measures of brain activity, classification methods can identify the multivariate interplay among brain regions. These multivariate aspects of brain activity may be better predictors of a certain neuropsychological state as univariate measures. Finally, classification methods may isolate brain regions that are essential for a specific function.

We hypothesize that watching dentistry scenes from a self-perspective may induce brain activity in (affective and motoric aspects) pain-related regions in controls, whereas this is less the case for dental students. We expect that dental students learn to control the motoric aspects of pain during their education because it is a prerequisite for manual treatment [1].

Methods

A total of 40 healthy (20 dental students, 20 controls), right-handed male volunteers (average age 28 years, SD 9) participated in this fMRI study [18] (Multimedia Appendix 1).

All subjects had been dentally treated in the recent past and had participated in former fMRI experiments. Controls were selected in the course of dental routine checkups in the Department of Conservative Dentistry (RWTH Aachen University). Dental students were selected 1 year before graduating. All volunteers gave their approval to the experimental conditions in written form.

Procedures were approved by the local ethics committee of University Hospital of Aachen, and all volunteers agreed to the World Medical Association Declaration of Helsinki (1964) and subsequent amendments.

The participants viewed and listened to drilling and toothbrush movies (Figure 1). The subjects were instructed to imagine the dental treatment from the perspective of a patient (first-person perspective). The sound of drilling and toothbrush movies was the same. The total duration of this procedure was 9 min.
Figure 1. Stimulation protocol. Drilling movies presented a medical glove–wearing hand with a dental handpiece drilling a tooth in the right lower jaw. Toothbrush movies displayed the same gloved-hand using an electric toothbrush. Every single movie was presented 12 times in counterbalanced order for 30 seconds and separated by 12 resting baseline conditions that lasted 15 seconds. Both movies were presented in a randomized fashion to the volunteers.

Presented movies and stimulation protocol (1 and 2)

Anxiety Questionnaire
The Hierarchical Anxiety Questionnaire was used to assess the intensity of dental anxiety [19]. On the basis of an overall score ranging from 11 to 55, participants can be categorized into low anxious (<30), moderately anxious (31-38), and highly anxious (>38) groups.

Pain Perception Questionnaire
The Pain Perception Scale is a common standard instrument for the study of pain, allowing standardized and multifaceted quantification of pain experience. By default, it contains 19 sensory and 14 affective descriptions of pain. All the subjects were assigned to rank each description for drilling and tooth brushing on a 4-point scale immediately after the fMRI session [20].

Functional Magnetic Resonance Imaging Analysis
Scanning was performed by a Philips 3-Tesla magnetic resonance imaging Model Achieva (Philips Medical Systems). Axial slices were oriented toward the anterior-posterior commissure. A T2*-weighted echo planar imaging sequence was obtained for functional images: echo time 30 ms, repetition time 2800 ms, 32 interleaved slices (3.5 mm thick), flip angle of 90 degrees, field of view of 220 mm, voxel size of 3.75x3.75x3.5 mm, and 64x64 matrix. Functional data were imported into the Statistical Parametric Mapping (SPM) toolbox and coregistered with the high-resolution anatomical scan of the subject that was obtained in the same session. Preprocessing steps included the following: realignment, normalization to Montreal Neurological Institute (MNI) space, spatial smoothing (8 mm), and high-pass filtering (128 seconds). First-level beta weights were obtained by modeling the canonical hemodynamic response function within a GLM approach. Beta weights were used to contrast experimental conditions and experimental groups on a second level using a 2-sample t test. Furthermore, 2 contrasts were reported. First, we wanted to know if controls exhibit higher brain activity compared with dental students when the toothbrush condition was subtracted from the drilling condition (drillC−toothbrushC)−(drillDS−toothbrushDS). The latter contrast was liberally masked with the contrast drillC−toothbrushC to avoid spurious activations. Next, we wanted to know if dental students exhibit higher brain activity compared with controls when toothbrush was subtracted from drilling. The latter contrast was masked with the drillDS−toothbrushDS. We thresholded contrasts at P<.001. Subsequently, we performed a Monte Carlo–based cluster threshold estimation procedure to correct for multiple testing. Next, beta contrast weights (drill–toothbrush) were extracted from 40 pain relevant cortical systems reported in a meta-analysis [13]. Extracted beta weights were subjected to a support vector machine analysis.

Classifier Analysis
As information-based procedure to determine differences in brain activity between both groups on the individual subject level, we conducted a classifier analysis. Therefore, a modified support vector machine algorithm with a leave-one-out cross-validation was applied [21].
Region of Interest Definition and Feature Generation

Beta contrast weights (drilling—toothbrush) were extracted from pain-relevant brain regions reported in a meta-analysis [13]. For this purpose, structural scans were segmented into gray and white matter using the standard tools as available in the SPM software package. Regions of interest were defined, centering 4-mm diameter spheres on MNI coordinates of 40 pain-relevant brain regions reported in the abovementioned meta-analysis. Beta weights were extracted only from those voxels within the sphere which were found within the gray matter. This method avoids the extraction of spurious beta weights. Next, we averaged the beta weights per region. We subtracted beta weights of the toothbrush conditions from drill conditions for every region and subject. Functional masking of the beta weights was not needed because beta contrast weights of the drilling were positive and larger than the respective beta weights of the toothbrush conditions in all regions in all subjects.

Feature Selection

To consider only the most discriminating features for the classifier analysis, an information-based feature selection was applied. The discriminative power of a feature was defined as the absolute value of the Kendall tau correlation coefficient [22], which measured the correlation between a feature and the group indicator (−1 for controls, +1 for dental students). Thus, a positive correlation coefficient indicates that the feature (ie, the regional brain activity) increases in dental students compared with controls, whereas a negative correlation coefficient indicates that the feature decreases in the dental students compared with controls.

In each fold of the leave-one-out cross-validation, the features obtained from the n-1 remaining subjects were ranked according to their absolute value of the Kendall tau rank correlation coefficient and the feature, which exhibited highest relation to the group indicator, was selected.

Classifiers

The selected features were subjected to the classifier analysis applying support vector machines with a linear kernel [23]. Therefore, the support vector machine yielded a maximal-margin hyperplane in the feature space, which separated the groups in the respective training dataset. Classification was tested in the left-out sample. The limited number of subjects was lent to the leave-one-out cross-validation method to investigate the generalizability of the classification results. Importantly, this cross-validation encompassed the feature selection as well as the classifier. Accuracy (percentage of all participants detected correctly), sensitivity (percentage of dental students detected correctly), and specificity (percentage of controls detected correctly) quantified classification performance.

Results

After the fMRI session, all controls and dental students declared that they could imagine being treated by a dental drill from a first-person perspective.

Anxiety Questionnaire

From the 40 individuals under study, 12 controls and 10 dental students were categorized as low anxious, 8 controls and 8 dental students were categorized as moderately anxious, and 2 dental students were categorized as highly anxious (average controls 29, average dental students 30).

Pain Perception Questionnaire

We chose to analyze data with a very conservative approach. For every condition, 33 t tests were executed according to the number of items in the questionnaire. Next, the critical Bonferroni threshold .05/33 was estimated. The summary statistic based on 2 sample t tests is visualized (Figure 2). No significant differences between dental students and controls were observed for toothbrush, but large differences were observed for drilling. For drilling, significant differences between dental students and controls were observed for affective pain scales but not for sensory pain scales.

Dental students showed significantly lower pain than controls for 4 affective items, namely agonizing, dreadful, horrible, and enervating (P<.001, Bonferroni).

Neural aspects of pain perception were not higher in controls compared with dental students when toothbrush was shown. Moreover, neural aspects of pain perception were not higher in dental students compared with controls when drilling was compared with toothbrush (empty contrast). By contrast, neural aspects of pain perception were higher in controls than in dental students when drilling was compared with toothbrush (Figures 3 and 4; Multimedia Appendix 2).
Figure 2. Anxiety Questionnaire. Comparison controls versus dental students (mean ± standard error of the mean, each group n=20; 1: not appropriate, 2: somewhat appropriate, 3: largely appropriate, 4: fully appropriate). Asterisks indicate significant differences between the ratings for dental students and controls for the drilling movies (one asterisk denotes $P<.05$, double asterisks denote $P<.01$, triple asterisks denote $P<.001$, t test). Red Asterisks: Bonferroni threshold.

Figure 3. Brain activity. Controls exhibit higher brain activity compared with dental students when the toothbrush conditions were subtracted from the drilling conditions (drillC-toothbrushC)-(drillDS-toothbrushDS). The latter contrast was liberally masked with (drillNC-toothbrushC). Contrasts were thresholded at $P<.001$ with $k=156$. 
Figure 4. Region of interest (roi). Controls exhibit higher brain activity compared with dental students when the toothbrush conditions were subtracted from the drilling conditions (drillC-toothbrushC)-(drillDS-toothbrushDS). The latter contrast was liberally masked with (drillC-toothbrushC). Contrasts were thresholded at $P<.0005$ with $k=125$. In addition, we visualize the roi that leads to best classification results.

Functional Magnetic Resonance Imaging Analysis

Results ($P<.001$ using a conservative cluster threshold of $k=159$; Figure 3) revealed that brain activations were organized around sensory-motor and limbic-affective systems. The sensory motor system included larger parts of the supplementary motor area as well as SII. Furthermore, limbic-affective structures included the thalamus basal ganglia as well as larger parts of the posterior and frontal insula and ACC. It is clear that some structures can be part of more systems. For instance, the basal ganglia are part of the motor loop. We used the standard SPM preprocessing pipeline that employs rather crude smoothing kernels (8 mm) and rough brain alignment methods. This may lead to spurious activations even when conservative cluster thresholds are used. In a next step, we decided to threshold our image at .0005 in combination with a less conservative cluster threshold ($k=125$). Some of the previously discussed activations disappeared. Unfortunately, the SPM brain rendering does not fully inform about subcortical and insular activations. For this reason, a ventral view of the activation is presented in Figure 4 using the brain voyager software.

In dental students, brain activity in a web of brain regions known as the pain matrix was suppressed. Remarkably enough, the difference between dental students and controls was not found in regions that are of core importance for the processing of the sensorial aspects of pain such as the SI. However, dental students showed a marked suppression of brain activity in regions related to the affective aspects of pain including the bilateral insula and bilateral ACC. In addition, motor-related aspects of pain perception were reduced in dental students. The latter included the premotor cortex as well as the nuclei of the basal ganglia and caudate nucleus (Figures 3 and 4). We want to stress that we could not identify brain regions that were activated in dental students but not in controls.

Classifier Analysis

In the classifier analysis, we were able to classify 85% (34 participants of 40) of the participants on the basis of neural activity found in the most discriminative region in each fold of the cross-validation (sensitivity=90.0%, specificity=80.0%). It turned out that in each fold of the leave-one-out cross-validation, the neural activity in the right nucleus lentiformis (dark blue region in Figure 4) was selected as the most discriminative feature. Adding more regions to the classifier did not result in better classification performance.

Discussion

Principal Findings

In this study, we showed that dentistry students suppress pain-linked brain activity when brought into a virtual dental-treatment environment, whereas this is less the case for controls. In addition, we could identify dental students and controls on the basis of brain activity located in the lentiform nucleus.

In this study, affective items of Anxiety questionnaire clearly indicated a difference between controls and dental students.
Controls perceived drilling as more unpleasant when compared with dental students. By contrast, no affective pain perception differences were observed for the toothbrush. In addition, both groups showed similar scores with regard to sensory aspects of pain regardless of the condition type under study. This indicates that dental students experience less affective component of pain than controls when viewing invasive dentistry scenes. The reduced pain perception of dental students correlated with the reduced brain activity of pain matrix regions. The latter included regions related to the somatosensory system as well as regions that have been related to affective aspects of pain perception including parts of the insula [24] and ACC [12,25]. We also observed reduced activity of dental students in subcortical and cortical motor regions including precentral gyrus (Broadman area 6) and the basal ganglia, particularly the lentiform nucleus. The observed differences in motor regions suggest that dental students suppress motoric components of pain when confronted with invasive stimuli. In short, most of our hypotheses were confirmed.

A difference between previous studies and this study is that we assessed affective pain perception from a self-perspective, whereas Cheng and Decety investigated affective pain from another perspective. Despite the obvious difference in perspective, we reproduce some important findings of Chen et al. In both studies, controls exhibited increased activity in ACC and the supplementary motor area when confronted with invasive stimuli [26]. However, Cheng observed that experts activate a frontal parietal system when confronted with invasive stimuli. They speculated that these increases in brain activation were linked to emotion regulation and theory of mind. We did not observe increased brain activity in dental students. It may be possible that observed differences between the 2 studies are because of the self-perspective versus other perspective. However, one should be careful with these kinds of speculations. In fact, the study of Cheng lacked a control condition from a self-perspective, whereas this study lacks a control condition from the other perspective.

This study also shows the benefits of classification approaches. We expected that a larger number of regions was needed to obtain sufficient classification rates [21,27]. However, in fact, only 1 region, namely the lentiform nucleus, was needed to classify controls and dental students on the basis of brain activity. This suggests that the latter region is of core importance in pain perception. Although conventional GLM analysis may be used to trace differences between groups, it is maybe not the ideal method to isolate brain regions that are of core importance for a specific function. Hence, classification methods may be a useful complement to conventional GLM methods.

Our findings suggest that affective and motoric components of pain suppression of dental students might possibly originate from dental school training. Recently, it has been suggested that distinct learning mechanisms affect pain expectancy, which in turn affects pain perception [28]. According to Peerdeman, pain perception can be affected by cognitive instructions, observational learning, and operant conditioning. The 3 learning mechanisms mentioned may modulate pain expectancy in medical students. Pain expectancy has been linked to activity in the insula [29] and basal ganglia [30]. Our results suggest that missing activity in the insula and basal ganglia in dental students reflects lower anticipation of pain. Furthermore, Peerdeman argues that the aforementioned learning mechanisms may affect self-efficacy expectancy. This is defined as the extent to which people can voluntary control aspects of pain. Neural correlates of self-efficacy have been linked to the nucleus lentiformis [31]. As demonstrated in this study, brain activity of this region predicts whether an individual belongs to the dental students or controls. As mentioned above, we speculate that maintaining motor control in the face of pain is an important ingredient of medical education. A previous study investigated the cognitive aspects of motor actions in a virtual dentistry environment in a sample of dentistry students [1]. However, the quality of the dentistry treatment may not only depend on the cognitive aspects of motor actions but also on emotional aspects of motor actions. The latter was the main object of our virtual-reality study, and we therefore think that it completes the previous motor study.

Limitations

As a limitation, the sample size of this study is 40 subjects. Although this is perfectly normal for an fMRI study, one might argue that the power to detect effects is not very large. We would like to argue that we replicate important findings of our colleagues.

There are some limitations in our experimental design. First, it might be better to study the effect of hurtful scenes from both a self- and another perspective. Second, it might be better to study dental students at the end and beginning of their studies using a within-subject design. Finally, one might investigate if individual differences in pain perception of dental students are linked to their clinical performance [17]. In previous studies, subjects viewed hurtful actions inflicted on others, whereas in this study subjects viewed hurtful actions inflicted on the subject itself [8-11]. It is indeed possible that the expertise obtained during medical school leads to a suppression of pain from a self-perspective, which in turn might affect pain perception from another perspective. However, in principle, an opposite mechanism is possible, namely reduced pain perception for others leads to reduced pain perception for oneself. Unfortunately, it is not possible to identify the exact causal relation in this study.

Conclusions

We conclude that dental students suppress affective and motor-related aspects of pain. The cognitive mechanisms that modulate pain expectancy and pain perception are poorly understood and deserve further investigation. A candidate mechanism is self-efficacy that may be linked to brain activity in the nucleus lentiformis.
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Abstract

Background: Preventing drug interactions is an important goal to maximize patient benefit from medications. Summarizing potential drug-drug interactions (PDDIs) for clinical decision support is challenging, and there is no single repository for PDDI evidence. Additionally, inconsistencies across compendia and other sources have been well documented. Standard search strategies for complete and current evidence about PDDIs have not heretofore been developed or validated.

Objective: This study aimed to identify common methods for conducting PDDI literature searches used by experts who routinely evaluate such evidence.

Methods: We invited a convenience sample of 70 drug information experts, including compendia editors, knowledge-base vendors, and clinicians, via emails to complete a survey on identifying PDDI evidence. We created a Web-based survey that included questions regarding the (1) development and conduct of searches; (2) resources used, for example, databases, compendia, search engines, etc; (3) types of keywords used to search for the specific PDDI information; (4) study types included and excluded in searches; and (5) search terms used. Search strategy questions focused on 6 topics of the PDDI information—(1) that a PDDI exists; (2) seriousness; (3) clinical consequences; (4) management options; (5) mechanism; and (6) health outcomes.

Results: Twenty participants (response rate, 20/70, 29%) completed the survey. The majority (17/20, 85%) were drug information specialists, drug interaction researchers, compendia editors, or clinical pharmacists, with 60% (12/20) having >10 years’ experience. Over half (11/20, 55%) worked for clinical solutions vendors or knowledge-base vendors. Most participants developed (18/20, 90%) and conducted (19/20, 95%) search strategies without librarian assistance. PubMed (20/20, 100%) and Google Scholar (11/20, 55%) were most commonly searched for papers, followed by Google Web Search (7/20, 35%) and EMBASE (3/20, 15%). No respondents reported using Scopus. A variety of subscription and open-access databases were used, most commonly Lexicomp (9/20, 45%), Micromedex (8/20, 40%), Drugs@FDA (17/20, 85%), and DailyMed (13/20, 65%). Facts and Comparisons was the most commonly used compendia (8/20, 40%). Across the 6 attributes of interest, generic drug name was the most common keyword used. Respondents reported using more types of keywords when searching to identify the existence of PDDIs and determine their mechanism than when searching for the other 4 attributes (seriousness, consequences, management, and health outcomes).
outcomes). Regarding the types of evidence useful for evaluating a PDDI, clinical trials, case reports, and systematic reviews were considered relevant, while animal and in vitro data studies were not.

**Conclusions:** This study suggests that drug interaction experts use various keyword strategies and various database and Web resources depending on the PDDI evidence they are seeking. Greater automation and standardization across search strategies could improve one’s ability to identify PDDI evidence. Hence, future research focused on enhancing the existing search tools and designing recommended standards is needed.

**Methods**

To assist in the survey development, we examined whether similar research has been published. We conducted the following PubMed query in February 2018 and screened the results for relevant studies:

```
"drug interactions"[MeSH Terms] AND "information storage and retrieval"[MeSH Terms] AND ("humans"[MeSH Terms] AND English[lang])
```

Of 460 results, 12 studies (2.6%) focused on data mining to identify PDDIs within titles, abstracts, and papers [16-28]. Only 1 paper evaluated a standardized search for identifying the PDDI evidence for specific drug pairs; this study focused on only one aspect of a search strategy—the search terms used to query the indexed scientific literature [28].

For this study, we incorporated other relevant search strategy aspects including (1) the list of the kinds of information being sought (eg, full-text papers vs abstracts; topical review vs primary research studies; regulatory documents vs news papers, etc) and (2) the sources of information one plans to search (eg, indexed scientific literature, books, conference proceedings, regulatory websites, etc).

A multidisciplinary team of investigators identified relevant attributes of PDDI evidence and, then, designed a survey incorporating these attributes. The team consisted of experts in drug interactions, literature searches (ie, librarian), health services researchers, and biomedical informatics. A librarian provided input to ensure a more comprehensive list of data sources for PDDI searches. Refinements were made, and, then, the instrument was integrated into a Web-based survey using Qualtrics software (Multimedia Appendix 1).

The final survey consisted of 16 questions grouped into 6 areas as follows: (1) work setting, experience, and area of expertise; (2) how to develop and conduct literature searches; (3) resources
used, including subscription and open-access databases, compendia, Web-based tools, and search engines for indexed literature; (4) keywords used to search for the specific PDDI information; (5) study types included and excluded in searches for the specific PDDI information; and (6) search terms used. The survey provided optional responses for resources, keywords, and study types that were identified from the team’s prior research on the information needs of professionals who search and synthesize PDDI evidence [11]. Questions about search strategies were organized into 6 PDDI topics as follows: (1) that a PDDI exists; (2) seriousness; (3) clinical consequences; (4) management options; (5) mechanism; and (6) health outcomes. These categories were developed depending on the range of PDDI topics important for clinical decision support published by Payne et al [29]. Two of the survey questions provided open-ended responses that participants could use to provide additional comments, as well as share search terms that they find useful.

A list of drug interaction experts was assembled starting with individuals our team has worked with on past PDDI projects, including the aforementioned information needs study [11] and a prior workgroup on PDDI evidence assessment [30]. Experts were contacted and asked to provide names and contact information of other colleagues who would be appropriate to send the survey. A convenience sample of 70 experts, including compendia editors, knowledge-base vendors, and clinicians, were invited via emails to participate. The invitation and the survey introduction included a description and purpose of the survey, eligibility criteria, the estimated survey completion time of 15 minutes, and funding source. Those who agreed to participate were sent a link to the survey. Participants who completed the anonymous survey were compensated US $20 for their time. The University of Pittsburgh Institutional Review Board deemed this project exempt from human subject research requirements.

Results

Demographics

In this study, 20 of 70 invitees (response rate, 29%) completed the survey. The majority (17/20, 85%) of respondents were drug information specialists, drug interaction researchers, compendia editors, or clinical pharmacists. Over half of the participants (11/20, 55%) worked for clinical solutions vendors or knowledge-base vendors (Table 1). Furthermore, 60% (12/20) had >10 years of experience.

Developing and Conducting Searches

Most participants reported developing (18/20, 90%) and conducting (19/20, 95%) their own search strategies for PDDI evidence without assistance from a librarian. Few reported using Web-based search filters to assist developing (4/20, 20%) or conducting (3/20, 15%) searches. All 20 participants (20/20, 100%) reported using PubMed, and 11 (55%) included Google Scholar when searching abstracting services for published scientific papers (Figure 1). There were few reports of the use of EMBASE, Scopus, or Ovid MEDLINE.

Table 1. Participants’ background.

<table>
<thead>
<tr>
<th>Respondents’ characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Professional title or job function</strong></td>
<td></td>
</tr>
<tr>
<td>Compendia editor</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Drug information researcher</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Drug information specialist</td>
<td>9 (45 )</td>
</tr>
<tr>
<td>Clinical pharmacist</td>
<td>9 (45 )</td>
</tr>
<tr>
<td>Systems analyst or content specialist</td>
<td>3 (15 )</td>
</tr>
<tr>
<td>Pharmacy and therapeutics committee</td>
<td>2 (10 )</td>
</tr>
<tr>
<td>Physician</td>
<td>1 (5  )</td>
</tr>
<tr>
<td>Regulatory scientist</td>
<td>0 (0 )</td>
</tr>
<tr>
<td>Other (Drug-drug interaction surveillance databases)</td>
<td>1 (5  )</td>
</tr>
<tr>
<td><strong>Work settings</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical solutions vendor</td>
<td>7 (35 )</td>
</tr>
<tr>
<td>Academic institution</td>
<td>6 (30 )</td>
</tr>
<tr>
<td>Knowledge-base vendor</td>
<td>4 (20 )</td>
</tr>
<tr>
<td>Drug information center</td>
<td>2 (10 )</td>
</tr>
<tr>
<td>Hospital</td>
<td>1 (5  )</td>
</tr>
<tr>
<td>Regulatory or government agency</td>
<td>0 (0 )</td>
</tr>
</tbody>
</table>
Figure 1. The number of participants reporting using abstracting services to find indexed scientific literature for potential drug-drug interaction (PDDI) searches (N=20).

Figure 2. Number of participants reporting using various search strategies N=20.

Additional search strategies used by participants included implementing backward reference searches (16/20, 80%) where additional publications were identified from a paper’s bibliography (Figure 2). Features like “find similar” or “related articles” within search engines were frequently used (15/20, 75%). Browsing through special issues (11/20, 55%) or specific journals (9/20, 45%), and examining a citation index to discover more recent papers that have cited a publication (9/20, 45%) were less common strategies. Only 4 respondents (4/20, 20%) reported using author searches as a strategy. Two respondents (2/20, 10%) provided other search strategies used—review table of content alerts for frequently cited journals, and browse safety-related (eg, like MedWatch) notices from countries outside the United States.

Keywords for Searches

Participants identified which types of keywords were most useful when assessing 6 different topics of the PDDI information—(1) that a PDDI exists; (2) seriousness; (3) clinical consequences; (4) management options; (5) mechanism; and (6) health outcomes. Across all 6 PDDI topics, a drug’s generic name was the most common keyword used, mentioned 118 times (Table 2). All 20 respondents (20/20, 100%) used the generic name in the first 4 of these PDDI topics, and 95% (19/20) for the last 2 topics. Other common keywords across
all 6 PDDI topics included using the drug class, selected 70 times and used by 50% (10/20)-65% (13/20) of respondents, enzyme name or identifiers, and transporter name or identifiers, both selected 68 times and used by 50% (10/20)-95% (19/20) of respondents. The use of keywords across the 6 PDDI topics was fairly consistent. However, the keyword “drug interaction” was used more commonly to identify that a PDDI exists (by 15/20, 75% of respondents) compared with the use addressing other PDDI topics (30%, 6/20-50%, 10/20 of responders). Types of keywords involving transporter names or identifiers, enzyme names or identifiers, and pharmacological pathway names or identifiers were most often used in assessing the mechanism of a PDDI and least often for assessing health outcomes.

Two PDDI topics had the highest frequency of keywords used—there were 120 mentions of various types of keywords to identify that a PDDI exists, and 113 for assessing the mechanism of a PDDI. The fewest types of keywords (76) were mentioned for use in assessing health outcomes associated with a PDDI. There were 17 responses to “other keywords” that participants reported using for PDDI searches:

1. Pharmacokinetics
2. Pharmacodynamic outcome
3. Clinical trial
4. Case report
5. Human
6. Metabolism
7. Drug level
8. CYP
9. P-gp
10. Custom list of perpetrators [the precipitant drug of an interaction]
11. Custom list of substrates [the object drug of an interaction]
12. Target side effect

Some keywords specified interaction and study types, while others identified specific mechanisms, or targeted particular drugs, diagnoses, or adverse events associated with PDDIs. The keywords below are the actual terms entered in the survey by participants (Table 2). It is worth noting that terms like “precipitants” (also known as perpetrators—meaning the drug that causes the interaction) and “object drugs” (also known as victims—meaning the drug that is affected in the interaction) may not be universally recognized, as there is no standard nomenclature for the role of each drug in the interacting pair.

**Study Types for Searches**

A similar approach was used to assess the study types respondents include and exclude in their searches to address the same 6 PDDI topics. Trials were the most frequent type of study respondents reported including in searches for PDDI evidence (Table 3). Case reports and systematic reviews were the next most common study designs. Review papers and case series were the least common study designs reported, but were used by 55% (11/20) and 85% (17/20) of respondents, respectively. Overall, a greater variety of study types were used to search for evidence that a PDDI exists compared with the other PDDI topic areas. The fewest study types were used in searches assessing management options for PDDIs. Overall, 6 responses were provided by respondents for “other study types included in PDDI searches” including retrospective, dose-effect relationship, pharmacokinetic, animal data, meeting abstracts, and textbooks.

<table>
<thead>
<tr>
<th>Keyword types used</th>
<th>PDDI topics assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existence of PDDIs, n (%)</td>
</tr>
<tr>
<td>Generic name</td>
<td>20 (100)</td>
</tr>
<tr>
<td>Drug class</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Enzyme name or identifiers</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Transporter names or identifiers</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Keyword “drug interaction”</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Ingredient names</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Pharmacological pathway names or identifiers</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Brand name</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Drug product name</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Drug identifiers</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Specific author names</td>
<td>2 (10)</td>
</tr>
</tbody>
</table>

*PDDI: potential drug-drug interaction*
### Table 3. Study types included in potential drug-drug interaction searches.

<table>
<thead>
<tr>
<th>Study types included to assess</th>
<th>PDDI(^a) topics assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existence of PDDIs, n (%)</td>
</tr>
<tr>
<td>Trials</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Case reports</td>
<td>19 (95)</td>
</tr>
<tr>
<td>Systematic reviews</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Meta-analyses</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Review papers</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Case series</td>
<td>17 (85)</td>
</tr>
</tbody>
</table>

\(^a\)PPDI: potential drug-drug interaction.

### Table 4. Study types excluded in potential drug-drug interaction searches.

<table>
<thead>
<tr>
<th>Study types excluded to assess</th>
<th>PDDI(^a) topics assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existence of PDDIs, n (%)</td>
</tr>
<tr>
<td>Animal</td>
<td>10 (50)</td>
</tr>
<tr>
<td>In vitro inhibition of enzyme</td>
<td>5 (25)</td>
</tr>
<tr>
<td>In vitro inhibition of transporter</td>
<td>5 (25)</td>
</tr>
<tr>
<td>In vitro substrate of enzyme</td>
<td>4 (20)</td>
</tr>
<tr>
<td>In vitro substrate of transporter</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Meeting abstracts</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Conference proceedings</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Case reports</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Case series</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)PPDI: potential drug-drug interaction.

When asked what types of evidence were excluded from search strategies, respondents reported that animal and in vitro studies were not frequently included in the evidence base (Table 4). Very few respondents excluded studies for data relating to the mechanism of action of PDDIs or identifying whether a PDDI exists. Highest numbers of study types excluded in searches were for assessing clinical consequences and management options of PDDIs. Across the 6 PDDI search topics, animal studies were excluded most often, while case reports and case series were rarely excluded.

### Data Resources for Searches

Subscription databases most commonly used by participants when searching for PDDI information were Lexicomp (9/20, 45%) and Micromedex DRUG-REAX (8/20, 40%; Figure 3). Seven other subscription databases were mentioned by one respondent each (1/20, 5%)—YouScript/Genelex, Wolters Kluwer, VA CPRS, Medi-Span, Clinical Pharmacology, e-answers, and www.naturaldatabase.com. Open-access databases used most commonly were Drugs@FDA (17/20, 85%), DailyMed (13/20, 65%), and Flockhart Tables (12/20, 60%; Figure 4). None of the respondents reported using the Merck Manual. Other open-access databases reported included CredibleMeds for QT info/AZ CERT QT Meds by respondents (2/20, 10%), www.naturaldatabase.com, drugs.com, product labels, and www.fungalpharmacology.org/tool used by one respondent each (1/20, 5%).

Participants reported using a variety of compendia including Facts and Comparisons (8/20, 40%), Top 100 Drug Interactions (7/20, 35%), Drug Interactions: Analysis and Management (6/20, 30%), and American Hospital Formulary Service Drug Information (6/20, 30%; Figure 5). Other compendia mentioned by one participant each (1/20, 5%) included the VA CPRS and Clinical Pharmacology. The most commonly reported Web-based resources were product labels (18/20, 90%), MedWatch, and DailyMed (both 13/20, 65%; Figure 6). In addition, 50% (10/20) of participants reported using drug manufacturers’ websites or contacting them directly for information. Of other Web-based resources, the least utilized was the Agency for Healthcare Research and Quality Effective Healthcare website (1/20, 5%) and the Drug Effectiveness Review Project (DERP; 0/20, 0%). Participants mentioned several Web-based resources in addition to the ones that the survey provided, including Credible Meds, Product non-disclosure agreements, guidelines for managing interactions, summary of product characteristics from European Medicines Agency, Spain Agency of Medicines and Medical Devices, British electronic Medicines Compendium, Australian...
Therapeutic Goods Administration, and Canada Drug Product Database, Electronic Medicines Compendium, Therapeutic Goods Administration, and Food and Drug Administration. One resource, naturaldatabase.com, was listed by 1 participant (1/20, 5%) as a subscription resource, while a different participant considered it an open-access resource.

When asked if they would be willing to share one of their search phrases used in PDDI evidence search strategies, 7 participants (7/20, 35%) provided examples. Search phrases typically included the drug names and the term “drug interaction.” Several named specific study types or the inhibition pathway involved in the interaction. One example specified the following PubMed search: (drug-drug interaction AND ((Clinical Trial[publication type] OR Case Reports[publication type]) AND Humans[Mesh])). See Multimedia Appendix 2 for all 7 searches.

Six respondents provided additional comments regarding their search strategies for PDDI evidence. Several listed data sources that are the highest priority or specified custom lists they use in searches. One respondent noted:

*Because PDDI data are often used in medical-legal cases, I will sometimes search for legal precedent (ie, has the strength of the evidence supporting a clinically significant PDDI survived a challenge in court).*

Multimedia Appendix 3 lists all 6 comments.

**Figure 3.** The number of participants reporting using subscription databases when conducting potential drug-drug interaction (PDDI) searches (N=20). UW: University of Washington.

**Figure 4.** Number of participants reporting using open access databases when conducting PDDI searches N=20.
Figure 5. The number of participants reporting using compendia when conducting potential drug-drug interaction (PDDI) searches (N=20).

- US Pharmacopeia Drug Information: 1
- National Comprehensive Cancer Network (NCCN) Drugs and Biologics Compendium: 1
- Drug Interactions: Analysis and Management: 6
- American Hospital Formulary Service Drug Information: 6
- Top 100 Drug Interactions: 7
- Drug Interaction Facts (Facts and Comparisons): 8

Figure 6. The number of participants reporting using Web-based resources when conducting potential drug-drug interaction (PDDI) searches (N=20).

- AHRQ Effective Healthcare: 1
- Drug Info Portal - NLM: 3
- Open FDA: 5
- Cochrane review: 5
- FDA Adverse Events Reports: 5
- Contact manufacturer: 10
- Manufacturer website: 10
- Medwatch: 12
- DailyMed: 12
- Product label: 18

Discussion

Principal Findings

This study sought to assess the search strategies used by drug interaction experts when searching for PDDI evidence. Textbox 1 summarizes the key findings and recommendations from this study. We found that among drug interaction experts there are some consistent uses of keywords (eg, generic name used by all respondents), search engines (eg, PubMed used by all), databases (eg, Drugs@FDA used by 17/20, 85%), and Web resources (eg, product labels used by 19/20, 90%). However, a variety of resources are used to search for the PDDI information with little consistency across experts. For example, 14 subscription databases and 19 open-access databases were used by 5% (1/20)-45% (9/20) of participants. In addition, 8 compendia were used by 5% (1/20)-25% (5/20) of respondents. Similarly, study types were not standard across the various PDDI topic searches.

Findings from our survey indicate that experts develop and conduct searches without assistance from a librarian, even though a librarian can play a valuable role in setting up search filters and determining the most accurate terms to use. This might be attributed to the lack of access to library services. It could also be from the experts’ confidence that they have the competency to perform their own queries, particularly in their specific area of expertise. All participants use PubMed and over half use Google tools when searching for papers. Google Scholar differs from PubMed, using a different algorithm to produce a broader domain, including gray literature such as conference proceedings, doctoral theses, white papers, etc. Using PubMed and Google Scholar together might result in a more comprehensive search. One expert (1/20, 5%) reported using Ovid MEDLINE, a proprietary database using the same underlying data as PubMed. The abstracting service, Scopus, was not used at all, and few experts reported using EMBASE, which has a more international focus than PubMed. This could be attributed to a lack of familiarity or simply a resource issue as EMBASE is proprietary.

This study found that drug interaction experts use a variety of keyword strategies and evidence sources while searching for the PDDI information. Not surprisingly, transporter names or identifiers, enzyme names or identifiers, and pharmacological pathway names or identifiers were the most often used types of keywords for assessing the mechanism of a PDDI and least often for assessing health outcomes. The topic of PDDI health outcomes stood out as having the least number of terms that experts considered relevant with 14 fewer keyword types selected than the second lowest-ranking topic, PDDI seriousness. Possible explanations might be that health outcomes are highly variable and require highly specific keywords that we did not include as selections, or this PDDI topic may be irrelevant to most of these drug interaction experts. Only a small number of participants contributed “other” keywords such as “QT prolongation,” “Torsades,” and “Arrhythmia” that are relevant health outcomes.

A list of 17 “other keywords” provided by these experts indicates tremendous variation in searching the literature. As expected, participants selected a variety of keyword types as relevant for searches depending on the specific PDDI information being sought. It is reasonable that different terms would be appropriate for different searches, that is, we would expect different keywords to be used to assess the mechanism compared with clinical consequences associated with a PDDI. The research question should ultimately drive the search. This makes the requirements of a standardized PDDI search strategy more complex.

Textbox 1. Key study findings and recommendations.

<table>
<thead>
<tr>
<th>Consistent search strategies among drug interaction experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Keywords: Generic name used to search 6 potential drug-drug interaction (PDDI) topics (19/20, 95%)</td>
</tr>
<tr>
<td>- Search engines: PubMed used (20/20, 100%)</td>
</tr>
<tr>
<td>- Databases: Drugs@FDA used (17/20, 85%)</td>
</tr>
<tr>
<td>- Web resources: Product labels used (18/20, 90%)</td>
</tr>
<tr>
<td>- Librarian assistance: Not used 90% (18/20)-95% (19/20)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inconsistent search strategies among drug interaction experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Keywords: Variation across 6 PDDI topics</td>
</tr>
<tr>
<td>- Databases: Use of 14 subscription and 19 open access</td>
</tr>
<tr>
<td>- Compendia: Use of 8 compendia</td>
</tr>
<tr>
<td>- Study types: Variation across the 6 PDDI topics</td>
</tr>
</tbody>
</table>

Recommendations to improve PDDI evidence search strategies

- Develop validated search strategies
- Integrate PDDI-relevant automation in search tools more effectively
- Use multiple search engines
- Involve librarian assistance
Although participants were not specifically asked whether they use Boolean operators to fine tune search strings, nearly all example search phrases provided by participants included AND/OR Boolean terms, as well as modifiers such as quotation marks, to indicate exact phrases, and brackets around OR statements. These Boolean strategies (as well as an asterisk following a root word to capture other variations of the term) can be utilized to help create specific search strings that save time in filtering results. Ensuring that experts know how to use these tools appropriately can help target search results for identifying PDDI evidence.

With respect to study types, participants most often indicated that trials, case reports, and systematic reviews were relevant to their PDDI searches, with some variation depending on the PDDI topic. Interestingly, the relative importance of the study types among those surveyed does not reflect their relative abundance in PubMed. For example, participants indicated using the review study types less than the trial study type across every PDDI topic. However, at the time of this writing, a PubMed PDDI review search returns more papers than either a clinical trial search or a case report search:

- review search (16,022 results): (“drug interactions”[MeSH Terms]) AND (“review”[Publication Type])
- clinical trial search (10,789 results): (“drug interactions”[MeSH Terms]) AND (“clinical trial”[Publication Type])
- case report search (5962 results): (“drug interactions”[MeSH Terms]) AND (“case reports”[Publication Type])

Animal and in vitro data study types were generally considered nonrelevant. Between 75% (15/20) and 85% (17/20) of respondents do not exclude meeting abstracts and conference proceedings, suggesting that most participants are willing to consider a wide variety of PDDI evidence sources. These less rigorous sources may be used to assess early warnings of possible interactions but may be excluded when searching for well-established data to support decision making. Participants who excluded abstracts and conference proceedings might do so because these evidence types generally do not result in a published study or might not include key information about PDDIs.

The subscription database use was reported by less than half (5% [1/20]–45% [9/20]) of the respondents. Although respondents were drug information experts, many might not have access to or be aware of these databases. In contrast, >50% of participants indicated using 3 open-access sources, Drugs@FDA (17/20, 85%), DailyMed (13/20, 65%), and Indiana University P450 Drug Interaction Tables (Flockhart Tables: 12/20, 60%). Not surprisingly, the Merck Manual was not used by any of the experts. In our experience, this publication has fallen out of favor over the past several decades as more contemporary Web-based resources have become available. No single drug information compendium had broad usage by participants. In terms of Web resources, the survey identified reliance on manufacturer information—90% (18/20) use product labels, 50% (10/20) use company websites, and 50% (10/20) contact companies for information. Of interest, 13 Web-based resources were used by <5 participants. This finding might indicate that several potentially relevant information sources are not broadly known to drug interaction experts. Alternatively, the research questions addressed by these experts may best be answered by this subset of 13 Web-based resources.

**Comparison of the Results With Prior Work**

A recent survey of health care information professionals identified the need for assistance in developing complex search strategies, especially if searches and results are to be transparent and repeatable [31]. In addition, respondents wanted to increase the specificity of searches to minimize the number of nonrelevant papers. These findings support our recommendation that the standardization and enhanced functionality are areas that need further improvement for search strategy development.

Techniques to improve literature searches are evolving. For example, Duda et al assessed PDDI queries of PubMed using the standard Boolean query method and a novel machine learning method [28]. They developed a reference set of 2000 titles and abstracts (published between 1985 and 2002) discussing PDDI studies; 10% (200/2000) involving interactions between the drug pairs and 90% (1800/2000) containing general information about PDDIs. They then identified the sensitivity, specificity, and positive predictive value of the 2 PubMed queries. The performance of a novel machine classifier (trained on titles, abstracts, and MeSH headings) was found to be comparable to that of the queries.

Other studies have focused on data mining to identify PDDIs within titles, abstracts, and papers [16–28]. Included in these studies are approaches to use various kinds of machine learning, including linear kernels (eg, Support Vector Machines) [18,19,32], nonlinear kernels (eg, Graph Models) [22], random forest [16], various neural network architectures [17,21,26,33], advanced use of linguistic parts of speech and linguistic features [19,23], unsupervised topical models [25], and semantic features from terminologies or ontologies [16,27,32,34,35]. In general, the goal of these sophisticated approaches is to accurately extract PDDI data from a large body of scientific literature. Two different formal computing challenges have focused on the same topic [36,37]. As a whole, these studies show that greater automation during the literature search task is feasible. In principle, it would be possible for an individual or organization to implement any of the published algorithms within a custom search portal. However, none of the participants indicated they used specialized tools in their search activities. To the best of our knowledge, the major scientific literature search engines (eg, PubMed, Google Scholar) do not currently implement any of these advanced methods. Future work focusing on disseminating these advanced searching techniques is a logical step to improve search strategies for identifying PDDI evidence.

Although individual professions (eg, academic, legal, medical, governmental, and pharmacy) differ in their searching needs, there is a common focus on identifying information sources, accessing appropriate systems, and managing knowledge. The First International Workshop on Professional Search was held in 2018 [38], which highlighted that requirements for professional search tasks differ from those of generic Web search engines. In professional searching, it is important to...
identify information needs, behavioral patterns, and understand the interface between the user and the information system being utilized. Hence, more research is needed in the field of professional search to assess synergies across professions.

**Limitations**

This study has several limitations. Participants were sampled by convenience from individuals who we previously identified as conducting PDDI evidence search and synthesis for work. Participants were predominantly English-speaking and from the United States. We are unable to speculate about the generalizability of the results to other locales. This study focuses only on one population, drug interaction experts, and cannot be generalized to how other populations, such as clinicians, conduct searches for PDDI information. However, it may be reasonable to assume that the lack of consistency in search approaches among experts would extend to other, less experienced professionals searching for PDDI evidence. It could be argued that the survey response rate was relatively low (20/70, 29%). However, drug interaction experts whose work involved PDDIs are a specialized population, and the sampling frame was cast relatively wide (n=70).

Inherent to surveys is whether respondents interpreted the question as intended. For example, questions about searching for the topic of whether a PDDI exists could have been interpreted broadly by participants to include the topics of mechanism, seriousness, and clinical consequences rather than the single topic of existence intended. In addition, some participants might have perceived differences between identifying that a PDDI exists and determining whether it is clinically meaningful. A similar limitation could apply for study types. For example, participants indicated case series as less relevant in searches than case reports across all 6 PDDI topics. This is counterintuitive if case series are considered to be the reporting of multiple case studies, which should increase the credibility and usefulness of case series. Based on participants’ responses, case series may not be well defined.

We chose to use different lists of study types in the 2 questions that asked participants about included and excluded study types. While this precludes direct comparisons of all responses regarding included and excluded study types, it was done for several reasons. First, 5 study types were used in both lists, and these show reciprocal results. By selecting different study types, we could be more specific when listing study types that would be more likely to be selected as included or excluded types. Finally, the partial duplication of study types limited the survey length.

There is a lack of clearly specified search strategies that have been validated for retrieving the most complete and precise PDDI evidence possible. These standard search strategies would simplify the search process, saving drug interaction experts time and energy. Moreover, it would ensure that important sources for PDDI evidence are not overlooked. The information would be more comprehensive, with the goal of limiting discrepancies across data sources, thereby reducing confusion and frustration among end users. In future work, we plan to develop candidate search strategies to assess whether the recommended standards for PDDI evidence searches are useful.

**Conclusions**

In conclusion, drug interaction experts appear to use varying keyword strategies, databases, and Web resources when seeking to identify PDDI evidence. This study supports the need to create comprehensive search strategies to identify relevant PDDI evidence. Incorporating automated tools may enhance the ability to locate, synthesize, and apply the PDDI information. Future research is needed to improve the existing search tools, develop standards for search strategy recommendations, and evaluate their usefulness and accuracy in identifying the relevant PDDI evidence.
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Abstract

Background: OpenPrescribing is a freely accessible service that enables any user to view and analyze the National Health Service (NHS) primary care prescribing data at the level of individual practices. This tool is intended to improve the quality, safety, and cost-effectiveness of prescribing.

Objective: We aimed to measure the impact of OpenPrescribing being viewed on subsequent prescribing.

Methods: Having preregistered our protocol and code, we measured three different metrics of prescribing quality (mean percentile across 34 existing OpenPrescribing quality measures, available “price-per-unit” savings, and total “low-priority prescribing” spend) to see whether they changed after the viewing of Clinical Commissioning Group (CCG) and practice pages. We also measured whether practices whose data were viewed on OpenPrescribing differed in prescribing, prior to viewing, compared with those who were not. We used fixed-effects and between-effects linear panel regression to isolate change over time and differences between practices, respectively. We adjusted for the month of prescribing in the fixed-effects model to remove underlying trends in outcome measures.

Results: We found a reduction in available price-per-unit savings for both practices and CCGs after their pages were viewed. The saving was greater at practice level (−£40.42 per thousand patients per month; 95% CI −54.04 to −26.81) than at CCG level (−£14.70 per thousand patients per month; 95% CI −25.56 to −3.84). We estimate a total saving since launch of £243 thousand at practice level and £1.47 million at CCG level between the feature launch and end of follow-up (August to November 2017) among practices viewed. If the observed savings from practices viewed were extrapolated to all practices, this would generate £26.8 million in annual savings for the NHS, approximately 20% of the total possible savings from this method. The other two measures were not different after CCGs or practices were viewed. Practices that were viewed had worse prescribing quality scores overall prior to viewing.

Conclusions: We found a positive impact from the use of OpenPrescribing, specifically for the class of savings opportunities that can only be identified by using this tool. Furthermore, we show that it is possible to conduct a robust analysis of the impact of such a Web-based service on clinical practice.

(J Med Internet Res 2019;21(1):e10929) doi:10.2196/10929
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Introduction

The OpenPrescribing.net project aims to make prescribing data more accessible and impactful for clinicians, policy makers, and others. It does this through providing a user-friendly Web interface. It is hoped that this will enable safer, more effective, and cost-efficient prescribing by making users more aware of their prescribing behavior through comparisons with peers and by highlighting meaningful changes over time. OpenPrescribing gives a range of specific analyses and tools for each Clinical Commissioning Group (CCG) and individual primary care practice in three broad classes (set out in Textbox 1). Use of OpenPrescribing is driven largely by it being openly accessible and free to use; the service had 70,000 unique users over the past year. Broadly, users are obtained through word of mouth and social media engagement combined with some press coverage. Use of the service is not mandatory or associated with any payment in any locations that we are aware of.

Textbox 1. Prescribing Data Available on OpenPrescribing.

1. A range of prespecified prescribing measures (eg, "proportion of statins that are high cost" and "antibiotic prescriptions per standardized population unit").
2. A price-per-unit tool that uses a novel method developed at OpenPrescribing to identify a range of cost-saving opportunities bespoke for each institution, driven by analysis of national price variation within the same chemical and dose across each month. In essence, we calculate the mean price per unit (comparable to price-per-tablet) for every dose of every drug prescribed, for every practice and Clinical Commissioning Group (CCG); calculate the range of prices nationally; calculate the price per unit at the 10th centile practice or CCG; calculate the available savings for every organization, for every dose of every drug; were they to attain the price per unit of the 10th centile organization; rank these by total savings; and, then, present the highest value prescribing changes for each practice and CCG through a Web interface. Savings are, therefore, identified by a novel method using computationally intensive data analysis across the entire national prescribing dataset. At present, crucially for the analysis presented here, these savings can only be identified using OpenPrescribing [1]. Savings are best realized by viewing practice-level data.
3. A range of tools that collectively calculate the total money spent on items identified by NHS England as a low priority on the grounds of extremely low cost-effectiveness [2].

Methods

Prespecification and Protocol Registration

As this is an observational study of the impact of our own service, we endeavored to minimize any potential for conflict of interest impacting on results by fully prespecifying our methods and posting the protocol [8] and analytic code [9] on the Open Science Framework prior to commencement. In the protocol, we specified the outcomes to be measured along with the full analytic approach. The entire analytic code was written against a small sample of 7 institutions’ data, and we published it prior to conducting the analysis. There were no substantial changes to the outcomes or methodology (including the analytic code) between prespecification and reporting the results here.

Data and Sources

We obtained the prescribing outcome data from the monthly prescribing dataset published by National Health Service (NHS) digital and aggregated by the OpenPrescribing project. The monthly prescribing datasets contain one row for each treatment and dose for each prescribing organization in NHS primary care in England, describing the number of prescriptions issued and the total cost. Each practice in England belongs to one of 207 CCGs; we aggregated practice data to these CCGs for CCG-level analyses. Practices with a very small list size (<1000) were excluded due to the likelihood of being an atypical practice.

We obtained data on the exposure (CCG and practice page views) from Google Analytics for OpenPrescribing.net. We collected page view data from the launch of the project (December 1, 2015) to the most recent data available at the time of extraction (January 14, 2018). Page view data contain the date of each view, along with information on which practice or CCG’s data were viewed and on whether any specific site features were viewed (eg, the price per unit or low-priority features). We aggregated page view dates to month-year.

Exposures

The exposures used for this study are page views on the OpenPrescribing.net site. This is a proxy exposure, as we are not able to attribute site use to an individual practice or CCG, but instead assume that a high proportion of traffic to each practice’s or CCG’s prescribing page is from persons associated with that practice or CCG.
We generated two different exposure variables to determine the associations with viewing OpenPrescribing. First, for each month, we categorized each practice and CCG into one of the three categories: “not viewed”, during “first month viewed”, or “after first view”, according to when each practice or CCG was viewed on OpenPrescribing in relation that month. We used “not viewed” to classify the months before viewing a CCG or practice. We defined the “month first viewed” as the first month that a practice or CCG page was viewed more than once (in order to exclude one-off visits, which are unlikely to represent full engagement with the site) and “after first view” as every month after the “month first viewed,” until the end of follow-up. Second, we generated a variable to describe the total number of views of each practice and CCG page on OpenPrescribing (divided into categories: 0 views and tertiles of the number of practice views among those that were viewed). For the price-per-unit and low-priority outcomes (described below), the exposure was restricted to views of the price-per-unit and low-priority pages for an institution.

### Outcomes

We used 3 outcome variables in order to measure the effectiveness of the three main features of OpenPrescribing (see Textbox 1). First, we calculated mean percentile for each of the standard prespecified OpenPrescribing measures [10], excluding the NHS England low-priority measures (which are analyzed separately below) and those where a value judgment is not made (currently direct-acting oral anticoagulants [11] and two pregabalin measures [12,13]). We aggregated OpenPrescribing measure performance by taking the mean percentile across all included measures for each practice or CCG in each month. Second, we calculated price-per-unit efficiency as the total identified price-per-unit savings available for each practice and CCG in each month; full methods for calculating price-per-unit savings are described elsewhere [1]. We converted this into a rate per thousand patients per month using practice population denominators. Price-per-unit efficiency is a measure of potential savings. The measured outcome in this study is the difference in price-per-unit efficiency between time periods or exposure levels. Thirdly, we calculated total spending on NHS England low-priority measures (as described elsewhere [2]) for each practice and CCG in each month. We also converted this into a rate per thousand patients per month.

We measured outcomes on a monthly basis, over a period from 3 months before the launch of the respective tool (to obtain a suitable baseline) to the most recent available data. The launch dates for the outcomes were December 2015 for the OpenPrescribing measures (ie, the OpenPrescribing service as a whole), August 2017 for the price-per-unit feature, and September 2017 for the low-priority spend feature.

### Analysis

We described our analysis in detail in our prespecified analytic code, which has been shared in full [9]. Analyses were performed separately at practice and CCG levels. We used fixed-effects and between-effects panel regression in order to limit the measurement of variation within practice or CCG (ie, variation over time) and between practice and CCG, respectively.

#### Clinical Commissioning Group and Practice Views

In addition to the analysis prespecified in the protocol [9], we calculated summary statistics for the viewed number of practices and CCGs for each outcome in order to provide further context to the analysis.

#### Before and After Viewing

To measure the change in prescribing outcomes over time (within CCG or practice effects), we used a fixed-effects linear panel regression to remove the effect of time-invariant (between-practice) characteristics. We first used a univariable model and then added calendar month to the model in order to adjust for underlying national changes over time. This should leave only differences over time between practices that have and have not been viewed on OpenPrescribing.

#### Before Viewing

To measure differences between practices that have and have not been viewed on OpenPrescribing, we used between-effects linear panel regression. This was a simple univariable model to test the hypothesis, with the between-effects model removing any effects occurring over time. In order to remove any potential influence of OpenPrescribing, we used the 3-month period prior to the above launch dates for each outcome (as described in the outcomes section).

### Results

#### Clinical Commissioning Group and Practice Views

Of the 207 CCGs included in the study, all were counted as exposed (≥2 views in the same month) for the mean measure outcome during at least 1 month, while 127 (61.4%) were viewed for the price-per-unit outcome and 68 (32.9%) for the low-priority prescribing outcome. We included 7318 practices in the study; of them, 4578 (62.56%) were viewed in at least 1 month for the mean measure outcome, 279 (3.81%) for the price-per-unit outcome, and 59 (0.81%) for the low-priority outcome.

#### Prescribing Before and After Viewing OpenPrescribing

Table 1 shows the change in prescribing outcomes measured at CCG level during and after each CCG was first viewed on OpenPrescribing. Table 2 shows the same but at practice level. Univariable results include secular trends that exist regardless of any influence of OpenPrescribing. These crude unadjusted data are presented only for reference; multivariable results account for secular trends and show the impact of OpenPrescribing views. There was no change in mean OpenPrescribing measure score at either CCG or practice level. Although there was a significant change at practice level in the univariable analysis, this effect was eliminated by adjusting for the calendar month.
Table 1. Clinical Commissioning Group (CCG)-level results of fixed-effects linear panel regression showing the change in each outcome before and after the corresponding CCG page on OpenPrescribing.net was viewed. For the measure scores, higher is worse.

<table>
<thead>
<tr>
<th>Outcome/Time period</th>
<th>Mean (SD)</th>
<th>Univariable</th>
<th>Adjusted for calendar month</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Change</td>
<td>95% CI</td>
</tr>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>50.1 (8.1)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>50.0 (8.4)</td>
<td>0.00</td>
<td>−0.24 to 0.23</td>
</tr>
<tr>
<td>After first view</td>
<td>49.9 (8.5)</td>
<td>−0.05</td>
<td>−0.14 to 0.04</td>
</tr>
<tr>
<td>Price per unit (£ per 1000 patients)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>351.19 (165.06)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>335.94 (154.03)</td>
<td>−78.28</td>
<td>−92.32 to −64.24</td>
</tr>
<tr>
<td>After first view</td>
<td>283.72 (135.58)</td>
<td>−132.75</td>
<td>−143.45 to −122.06</td>
</tr>
<tr>
<td>Low-priority measures (£ per 1000 patients)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>191.68 (59.48)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>192.79 (62.17)</td>
<td>−11.13</td>
<td>−15.33 to −6.93</td>
</tr>
<tr>
<td>After first view</td>
<td>194.51 (64.40)</td>
<td>−9.94</td>
<td>−14.59 to −5.29</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 2. Practice-level results of fixed-effects linear panel regression showing the change in each outcome before and after the corresponding practice page on OpenPrescribing.net was viewed. For the measure scores, higher is worse.

<table>
<thead>
<tr>
<th>Outcome/Time period</th>
<th>Mean (SD)</th>
<th>Univariable</th>
<th>Adjusted for calendar month</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Change</td>
<td>95% CI</td>
</tr>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>45.8 (8.6)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>46.0 (8.8)</td>
<td>−0.35</td>
<td>−0.46 to −0.24</td>
</tr>
<tr>
<td>After first view</td>
<td>46.0 (8.8)</td>
<td>−0.52</td>
<td>−0.57 to −0.47</td>
</tr>
<tr>
<td>Price per unit (£ per 1000 patients)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>426.86 (251.99)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>419.51 (229.25)</td>
<td>−98.57</td>
<td>−116.96 to −80.18</td>
</tr>
<tr>
<td>After first view</td>
<td>385.70 (220.13)</td>
<td>−148.36</td>
<td>−163.26 to −133.46</td>
</tr>
<tr>
<td>Low-priority measures (£ per 1000 patients)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not viewed</td>
<td>185.35 (154.91)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Month first viewed</td>
<td>234.62 (205.06)</td>
<td>−12.84</td>
<td>−34.87 to 9.18</td>
</tr>
<tr>
<td>After first view</td>
<td>250.62 (223.00)</td>
<td>−13.15</td>
<td>−41.05 to 14.74</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

There was a reduction in available price-per-unit savings after CCGs (Table 1) and practices (Table 2) were viewed on OpenPrescribing. The effect size was greater at practice level (−£40.42 per thousand patients per month; 95% CI −54.04 to −26.81) than at CCG level (−£14.70 per thousand patients per month; 95% CI −25.56 to −3.84). In the univariable analysis, there was a much greater effect size due to the overall trend of decreasing available savings over the study period, but the effect remained after adjustment for the calendar month.

Multiplying the estimated (per thousand patient) saving by the CCG and practice populations in the “after looking” months gives a total estimated saving of £1.47 million (95% CI £384 thousand to £2.56 million) at CCG level and £243 thousand (95% CI £162 thousand to £326 thousand) at practice level in practices and CCGs whose data were viewed. It is possible that some of these savings will overlap, and therefore, it is not appropriate to add the two figures together to create total savings. Extrapolating these savings figures to all CCGs and practices across England, if all institutions’ data were viewed, it would generate an estimated annual saving of £9.7 million at CCG level and £26.8 million at practice level.
Table 3. Clinical Commissioning Group (CCG)-level results of between-effects linear panel regression, showing the differences in each outcome, before each feature was launched, between CCG pages that were subsequently viewed on OpenPrescribing.net at various levels and those that were not. For the measure scores, higher is worse.

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>CCGs, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0 (0)</td>
<td>N/Aa</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>32-135</td>
<td>69 (33.5)</td>
<td>50.6 (8.2)</td>
<td>–0.20</td>
<td>–2.93 to .52</td>
</tr>
<tr>
<td>139-228</td>
<td>70 (34.0)</td>
<td>50.4 (7.5)</td>
<td>–1.74</td>
<td>–4.50 to 1.01</td>
</tr>
<tr>
<td>231-2219</td>
<td>67 (32.5)</td>
<td>48.9 (8.7)</td>
<td>–</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Price per unit (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>40 (19.3)</td>
<td>365.67 (130.69)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1-3</td>
<td>66 (31.9)</td>
<td>366.31 (154.46)</td>
<td>0.64</td>
<td>–61.16 to 62.43</td>
</tr>
<tr>
<td>4-9</td>
<td>47 (22.7)</td>
<td>416.62 (186.29)</td>
<td>50.95</td>
<td>–15.40 to 117.29</td>
</tr>
<tr>
<td>10-137</td>
<td>54 (26.1)</td>
<td>444.80 (169.25)</td>
<td>79.12</td>
<td>14.79 to 143.46</td>
</tr>
</tbody>
</table>

Low-priority measures (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>55 (26.6)</td>
<td>198.19 (52.31)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>57 (27.5)</td>
<td>200.15 (59.52)</td>
<td>1.96</td>
<td>–20.40 to 24.32</td>
</tr>
<tr>
<td>2-4</td>
<td>47 (22.7)</td>
<td>193.84 (55.02)</td>
<td>–4.36</td>
<td>–27.85 to 19.14</td>
</tr>
<tr>
<td>5-52</td>
<td>48 (23.2)</td>
<td>196.76 (75.82)</td>
<td>–1.44</td>
<td>–24.80 to 21.93</td>
</tr>
</tbody>
</table>

Price per unit (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6695 (91.6)</td>
<td>477.29 (259.28)</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>1</td>
<td>298 (4.1)</td>
<td>480.02 (262.51)</td>
<td>3.95</td>
<td>–24.62 to 32.52</td>
</tr>
<tr>
<td>2</td>
<td>114 (1.6)</td>
<td>544.99 (315.40)</td>
<td>69.42</td>
<td>23.84 to 114.99</td>
</tr>
<tr>
<td>3-49</td>
<td>205 (2.8)</td>
<td>524.52 (383.27)</td>
<td>47.59</td>
<td>13.38 to 81.81</td>
</tr>
</tbody>
</table>

Low-priority measures (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6891 (94.2)</td>
<td>187.72 (155.65)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>308 (4.2)</td>
<td>229.80 (175.17)</td>
<td>41.88</td>
<td>25.42 to 58.35</td>
</tr>
<tr>
<td>2-26</td>
<td>119 (1.6)</td>
<td>251.37 (240.24)</td>
<td>63.94</td>
<td>37.81 to 90.08</td>
</tr>
</tbody>
</table>

Insufficient views for additional tertile

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 4. Practice-level results of between-effects linear panel regression, showing the differences in each outcome, before each feature was launched, between practice pages that were subsequently viewed on OpenPrescribing.net at various levels and those that were not. For the measure scores, higher is worse.

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>381 (5.0)</td>
<td>45.6 (8.5)</td>
<td>Reference</td>
<td>N/Aa</td>
</tr>
<tr>
<td>1-4</td>
<td>3024 (39.3)</td>
<td>45.7 (8.5)</td>
<td>0.11</td>
<td>–0.76 to 0.99</td>
</tr>
<tr>
<td>5-8</td>
<td>2013 (26.2)</td>
<td>46.1 (8.4)</td>
<td>0.49</td>
<td>–0.41 to 1.39</td>
</tr>
<tr>
<td>9-343</td>
<td>2278 (29.6)</td>
<td>46.7 (8.3)</td>
<td>1.21</td>
<td>0.32 to 2.10</td>
</tr>
</tbody>
</table>

Price per unit (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6695 (91.6)</td>
<td>477.29 (259.28)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>298 (4.1)</td>
<td>480.02 (262.51)</td>
<td>3.95</td>
<td>–24.62 to 32.52</td>
</tr>
<tr>
<td>2</td>
<td>114 (1.6)</td>
<td>544.99 (315.40)</td>
<td>69.42</td>
<td>23.84 to 114.99</td>
</tr>
<tr>
<td>3-49</td>
<td>205 (2.8)</td>
<td>524.52 (383.27)</td>
<td>47.59</td>
<td>13.38 to 81.81</td>
</tr>
</tbody>
</table>

Low-priority measures (€ per 1000 patients)

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6891 (94.2)</td>
<td>187.72 (155.65)</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>308 (4.2)</td>
<td>229.80 (175.17)</td>
<td>41.88</td>
<td>25.42 to 58.35</td>
</tr>
<tr>
<td>2-26</td>
<td>119 (1.6)</td>
<td>251.37 (240.24)</td>
<td>63.94</td>
<td>37.81 to 90.08</td>
</tr>
</tbody>
</table>

Insufficient views for additional tertile

<table>
<thead>
<tr>
<th>Outcome/Number of views</th>
<th>Practices, n (%)</th>
<th>Mean (SD)</th>
<th>Change</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean measure score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

The total “available” savings calculated by the tool for the time after CCGs or practices were viewed were £31.3 million at CCG level and £2.4 million at practice level. In our paper [1], we estimated that around half of these “available” savings might be “achievable.” This means that around 10% of the achievable savings were realized at CCG level and around 20% realized at practice level. There was no change in the total spend on low-priority measures at CCG or practice level. The small reduction seen at CCG level in the univariable analysis is again eliminated after adjustment for the calendar month.
Pre-Existing Differences Between Practices That Have or Have Not Been Viewed

Table 3 shows the differences in prescribing outcomes before each service was launched, at CCG level, stratified according to the level of views after the service was launched for each CCG. Table 4 shows the same at practice level. CCGs that have been viewed had higher available price-per-unit savings (ie, they were less cost-efficient as prescribers) but were similar for the other two outcome measures. For practices, those that have been viewed were worse for price per unit and low-priority spending but similar with respect to the mean measure score.

Discussion

Principal Findings

We found that the total available price-per-unit savings decreased following views of OpenPrescribing. This saving corresponds to a total measured decrease in spend of £243 thousand at practice level and £1.47 million at CCG level, between the feature launch and end of follow-up (August to November 2017), for practices and CCGs where the tool was viewed. We found a greater saving per patient for the practice-level exposure, but a higher overall estimated saving at CCG level, due to a greater exposed population at the CCG level. Our analytic methods make every effort to remove confounding effects, such as differences between institutions or national secular trends. Extrapolating the observed savings nationally would generate a total saving of £9.7 million per year at CCG level and £26.8 million per year at practice level. Savings from this new tool were calculated with only 1 to 3 months of follow-up data and may increase over time. We did not find any changes in the overall prescribing score or low-priority measure spend; possible reasons are discussed below. Contrary to expectations, we found that institutions whose data were viewed on OpenPrescribing were overall performing more poorly on prescribing measures prior to viewing.

Strengths and Weaknesses

We were able to remove between-practice (time-invariant) confounding effects with the use of fixed-effects linear panel regression. This meant that only differences occurring over time, before and after viewing, were measured. In addition to this, adjusting for calendar month allowed us to appropriately remove the effect of any overall national trends over time, which are independent of any effect that OpenPrescribing might have. There is a theoretical possibility of there being a systematic difference between the underlying secular trends between exposed and unexposed practices. However, for the outcome where we saw an effect (price per unit), practitioners can only identify savings by using our tool, as this is a novel method of identifying savings, requiring computationally intensive calculations setting the individual CCG or practice’s prescribing in the context of all other organizations’ prescribing for every drug-dose pair. This, therefore, very strongly militates against any such possibility of confounding.

By fully prespecifying our methods and publishing our protocol and analytic code in advance of conducting our analysis, we reduced, as far as possible, the impact of any potential conflict of interest. We were only able to use a proxy indicator of each institution’s use of the OpenPrescribing tools, since we cannot determine who exactly is viewing the website, only that a given institution’s pages have been viewed. We can identify some traffic that originates from NHS IP (Internet Protocol) addresses, and anecdotally, we receive regular feedback and queries from NHS users. However, we are not able to reliably estimate the proportion of traffic that is from NHS use. This is because not all NHS organizations use an NHS internet protocol address, and some traffic is likely to be from NHS users accessing the site from private or mobile internet connections. This is likely to have added noise to the data and, as a result, is likely to have led to our underestimating any impact from the tools, as persons not associated with a practice or CCG can view the site (meaning an institution is incorrectly counted as exposed) but cannot impact on prescribing choices. It is difficult to estimate how great this effect might be.

The number of views for each feature on the site varied substantially, largely because newer tools (such as price per unit and low-priority measures) have only been available for a short period. This means it was only possible to measure the effects on a relatively small proportion of all practices for these tools. In addition, we specified the start time for possible impact on the standard prespecified prescribing measures as December 2015 because this is when the OpenPrescribing site launched. However, very few measures were available at the initial site launch, and these were added gradually over the following 2 years. This substantially reduced our ability to detect an impact on the standard prescribing measures; however, there are no methodologically straightforward means to account for this variation in the characteristics of the exposure over time.

Findings in Context

There are many providers of services related to medicines optimization [3-6]. Such providers make varying degrees of claims, with some just being a description of the services provided, while others make strong claims of efficacy. For example, ScriptSwitch (a point-of-care tool that makes automated suggestions of preferred alternative medication options when a prescription is initiated) claims to have “delivered over £50 million in savings to the NHS” [4], but it is not obvious how this was measured or over what period these savings were made. Another example is from Oracle (a commercial database vendor whose software is used by NHS Business Services Authority to make prescribing data available to a small number of NHS users with passwords), which claims that it has “enabled antibiotic prescribing to be reduced by 7%” [14,15]. However, we are aware of no evidence being given for this very substantial claim, which must be interpreted in the context of a pre-existing downward trend in antibiotic prescribing [16], and extensive work to reduce antibiotic prescribing following the Chief Medical Officer’s prioritization of the issue in 2013 [17,18]. Lastly, Prescribing Services (“Risk Stratification in Prescribing & Screening” tool) have published an attempt to measure the impact of its tool and claimed a reduction in emergency admissions; however, the methodology used is not described in any detail [19].

http://www.jmir.org/2019/1/e10929/
Policy Implications and Interpretation

We found a substantial positive impact from the use of our prescribing data tool. We also show that it is possible to conduct a robust analysis of the impact of such a tool. We will continue to monitor the effectiveness of existing and new features in order to refine the tools and monitor impact. In our view, commissioners of health services should expect robust evaluations, conducted pragmatically and at low cost at the point of care, for all such digital tools making claims for positive impact on population health and cost-effectiveness.

We found the price-per-unit savings to be higher per patient at practice level than CCG level; this is to be expected, as tailored prescribing changes from this tool are best identified at the level of individual practices, as discussed in prior work [1]. However, these savings might be achieved more simply and efficiently through a national policy change.

The lack of a positive effect on the overall prescribing measure might be explained, in part, by the construction of the mean score. There are 34 different measures making up the mean score, so improvements made by a practice or CCG focusing on one measure, in particular, is likely to be drowned out by the noise of other measures. While we would like to have measured the impact on each measure individually, this would make the analysis extremely complex due to the variety between measures and would also make interpretation more difficult. It would have been preferable to use a more parametric method to summarize the measures, such as mean Z-score, but this was not possible due to nonnormal distributions (eg, bimodal). Additionally, in contrast with the price-per-unit outcome, where OpenPrescribing is the only known source of determining such savings, it is possible that many practices and CCGs are already aware of many of the issues and had existing work to improve prescribing independently of OpenPrescribing use. This is true for many of the standard OpenPrescribing measures and for the NHS England low-priority measures, which obtained some publicity when they were announced. Other possible reasons for the lack of effect with the low-priority outcome are the potential for changes in one type of prescribing to be lost in the noise of the others and the lack of follow-up time since launch (at most 3 months).

Prior to this analysis, we hypothesized that practices or CCGs that looked at OpenPrescribing might already have better overall prescribing than those who do not, on the grounds that institutions who are proactively engaged with their data are likely also to be more effective at improving their prescribing. In fact, we found that the opposite is true for some outcomes. However, this may reflect the way the OpenPrescribing site operates, in that various features highlight practices that are performing the least well on specific prescribing measures; for example, when examining the performance on one measure for all practices in a CCG, practices are ordered from worst to best, increasing the likelihood that worse practices will be clicked on when browsing. Similarly, the OpenPrescribing “email alerts” service uses various statistical process control methods to highlight specific practices and CCGs with worse prescribing [20].

Conclusions

We found a clinically significant positive impact from the use of our prescribing data tool. We also show that it is possible to conduct a robust analysis of the impact of such a tool. We will continue to monitor the performance of the OpenPrescribing services as more follow-up time accrues and as features are added and enhanced. Our methods and full prespecification may represent a good template for similar impact assessments on services that aim to improve health care.
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Abstract

Background: Since medical research based on big data has become more common, the community’s interest and effort to analyze a large amount of semistructured or unstructured text data, such as examination reports, have rapidly increased. However, these large-scale text data are often not readily applicable to analysis owing to typographical errors, inconsistencies, or data entry problems. Therefore, an efficient data cleaning process is required to ensure the veracity of such data.

Objective: In this paper, we proposed an efficient data cleaning process for large-scale medical text data, which employs text clustering methods and value-converting technique, and evaluated its performance with medical examination text data.

Methods: The proposed data cleaning process consists of text clustering and value-merging. In the text clustering step, we suggested the use of key collision and nearest neighbor methods in a complementary manner. Words (called values) in the same cluster would be expected as a correct value and its wrong representations. In the value-converting step, wrong values for each identified cluster would be converted into their correct value. We applied these data cleaning process to 574,266 stool examination reports produced for parasite analysis at Samsung Medical Center from 1995 to 2015. The performance of the proposed process was examined and compared with data cleaning processes based on a single clustering method. We used OpenRefine 2.7, an open source application that provides various text clustering methods and an efficient user interface for value-converting with common-value suggestion.

Results: A total of 1,167,104 words in stool examination reports were surveyed. In the data cleaning process, we discovered 30 correct words and 45 patterns of typographical errors and duplicates. We observed high correction rates for words with typographical errors (98.61%) and typographical error patterns (97.78%). The resulting data accuracy was nearly 100% based on the number of total words.

Conclusions: Our data cleaning process based on the combinatorial use of key collision and nearest neighbor methods provides an efficient cleaning of large-scale text data and hence improves data accuracy.

(J Med Internet Res 2019;21(1):e10013) doi:10.2196/10013

https://www.jmir.org/2019/1/e10013/
KEYWORDS
data cleaning; text clustering; key collision; nearest neighbor methods; OpenRefine

Introduction
In all of the industries, including the medical field, complex and diverse (structured, semistructured, unstructured) data have been growing dramatically for decades [1-3]. Although most health data have been digitalized, it is still not easy to handle medical records such as examination reports or physician’s notes because they are historically based on paper records and generated data mainly in semistructured or unstructured forms. In addition, they may contain a variety of nonidentical duplicates, typographical errors, inconsistencies, and data entry problems [4-7].

High performance analysis requires clean and high-quality data to yield reliable results [8-11]. Therefore, efficient data cleaning takes precedence to improve the quality of data and obtain accurate analysis results [12]. However, researchers are commonly faced with many obstacles in transforming the data into a clean and high-quality dataset owing to diverse patterns of typographical errors and duplicates.

For text analysis of semistructured or unstructured data, we can use a paid program such as SAS Content Categorization (SAS Institute Inc) or IBM Watson Content Analytics (IBM) [13,14]. However, these programs are very expensive and are not readily available to individual researchers because they are mainly sold to companies or research groups. Also, these programs require extensive practice and experience.

Data cleaning using Excel’s “remove duplicates” function has been done before, but it is mostly impractical to clean the data using Excel tools. Some of the nonidentical duplicates still remain because they are not recognized as duplicates when special characters or punctuations appear [5,6,15,16]. Duplicate detection tools such as the Febrl system, TAILOR, and BigMatch were also used in cleaning data. However, Febrl has usability limitations such as slowness, unclear error messages, and complicated installations [17-20]. The listed programs are rather complex to the average users who do not have experience with programming and language functions.

Many researchers who interpret and clean the local datasets are domain experts and are not familiar with the programming language [21]. Thus, researchers need user friendly cleaning tools. OpenRefine can identify all types of strings and remove duplicates without the difficulties of programming and is a free, open source tool. OpenRefine contains the following 2 clustering methods: key collision methods and nearest neighbor methods. We proposed a data cleaning process using both text clustering methods in OpenRefine to improve accuracy of semistructured data.

Methods
We performed data cleaning of 574,266 stool examination reports conducted at Samsung Medical Center from 1995 to 2015. Data for this study were extracted from DARWIN-C, the clinical data warehouse of Samsung Medical Center. According to the data cleaning process proposed in Figure 1, we conducted data cleaning by clustering and merging parasite names and investigated its performance.

As described in Figure 1, the proposed data cleaning process consists of the following 4 steps: preprocess, text facet, systematic cleaning, and manual cleaning. In the preprocess, only names related to parasites (ie, helminth or protozoa) in raw text data were extracted using the regular expression functions of STATA MP 14.2 version [22]. The extracted words were then uploaded on OpenRefine 2.7. In the text facet step, the number of occurrences was browsed for each word. The systematic cleaning step consists of text clustering and value-merging. Two clustering methods (ie, key collision and nearest neighbor) are used in a complementary manner to identify word clusters, each of which is expected to contain a correct word and its wrong representations with diverse forms of typographical errors (called “wrong values”). Key collision methods work by creating an alternate representation of a key that contains only the most significant or meaningful parts of a string and by clustering different strings together based on the same key. Because key collision methods are fast and simple in a variety of contexts, they have been often used for text clustering. We sequentially used 4 key collision methods including fingerprint, N-gram fingerprint, Metaphone3, and Cologne Phonetic in OpenRefine. Nearest neighbor methods (also known as kNN) are widely used for clustering as well. These methods are slower but more accurate because they calculate the distance between each value. We sequentially used two nearest neighbor methods, the Levenshtein distance method and Prediction by Partial Matching method in OpenRefine. We combined both methods to enhance the accuracy [23].

For each identified cluster, the wrong values are converted to their correct word by value-merging. Because OpenRefine provides a convenient user interface that lists the correct word and its wrong values in each cluster in descending order of occurrence frequency, researchers can easily recognize the correct word and conduct the value-merging task. For “Clonorchis sinensis” in stool examination report data, a variety of wrong expressions were noticed in the same cluster, such as clonorchis sinesis, clonorchis sinensis, clonorchis cinensis, clonorchis sinesis, and clonorchis sinensis (Figure 2). By looking at the word list, we were able to efficiently choose “Clonorchis sinensis” as the correct word and make a quick decision to convert all the others to “Clonorchis sinensis.” In the final step, the remaining words that did not belong to any cluster were investigated and manually cleaned when necessary.
Results

A total of 1,167,104 words in 574,266 stool examination reports were surveyed, and words not related to the names of helminth or protozoa were excluded from the study. We discovered 30 correct words and 45 patterns of typographical errors and duplicates (Multimedia Appendix 1). The key collision methods were able to cluster the patterns of typographical errors and duplicates with the correct word except for 6 patterns. The nearest neighbor methods were able to cluster the patterns of typographical errors and duplicates with the correct word except for 2 patterns (Table 1).
Table 1. List of typographical errors that could not be clustered with the correct word by each method.

<table>
<thead>
<tr>
<th>Correct word</th>
<th>Typographical error</th>
<th>Key collision</th>
<th>Nearest neighbor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative</td>
<td>✓✗</td>
<td>a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Native</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓✗</td>
<td></td>
<td>×</td>
</tr>
<tr>
<td></td>
<td>• Negative</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Endolimax</td>
<td>✓✗</td>
<td>b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Eolimax</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Endolix</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Entamoeba</td>
<td>✓✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Etamoeba</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lamblia</td>
<td>✓✗</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lamdlia</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• G.lamblia</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

a✗: Typographical error is not clustered with correct word.
b✓: Typographical error is clustered with correct word.

Table 2. Correction rates by each method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correction rate by the number of typographical error patterns(^a), %</th>
<th>Correction rate by the number of typographical error words(^b), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key collision</td>
<td>86.67</td>
<td>91.67</td>
</tr>
<tr>
<td>Nearest neighbor</td>
<td>95.56</td>
<td>97.22</td>
</tr>
<tr>
<td>Using both</td>
<td>97.78</td>
<td>98.61</td>
</tr>
</tbody>
</table>

\(^a\)The number of corrected typographical error patterns divided by the total number of typographical error patterns multiplied by 100 (%).
\(^b\)The number of corrected typographical error words divided by the total number of typographical error words multiplied by 100 (%).

The word “native” was the only pattern not clustered as “negative” out of all typographical errors by any clustering method because of the high inconsistency rate of the 2 words (2/6 characters, 33%). All typographical errors and duplicates except “native” were clustered correctly. We achieved a high correction rate of 98.61% by the number of typographical error words and 97.78% by the number of typographical error patterns when using both clustering methods (Table 2). After systematic data cleaning of 1,167,104 words, only 1 word with a typographical error remained and was revised manually. Thus, the accuracy of systematic data cleaning was nearly 100% based on the number of total words.

Discussion

Many researchers have made great efforts to study data analytics methodology, but there have been relatively few studies on data cleaning methodology for unexpected typographical errors [24,25]. It is rare to find a report that quantitatively analyzes the performance of data cleaning methods because they are often undocumented and used in nonofficial ways [24]. In this study, we suggested an efficient way of data cleaning for large-scale medical text data and investigated its cleaning performance. Although several methods of text analysis exist, it is not easy for general researchers to use these methods. Most methods are not readily available or have limitations in usability. Therefore, there is a need for more feasible and user friendly methods for cleaning large-scale text datasets.

We employed OpenRefine for data cleaning because of the following advantages. First, individual researchers can easily access and use OpenRefine because it is a free and open source tool. Second, OpenRefine provides researchers with an easy interface to clean the data without difficulties of programming. Third, one can easily fix rare typographical errors (which are not automatically corrected) manually and have the opportunity to modify false positive clustering [6,23].

However, we still need much effort to review each clustering result and decide whether to merge, especially in cases where the number of clustering is extremely large. In addition, formal technical support for OpenRefine is not available, and it is supported by user forums or communities. Despite these limitations, OpenRefine is a useful and effective support tool for labor-intensive and time-consuming data cleaning of semistructured data.

Our data cleaning process can be applied to other types of semistructured text data because we observed that the combinatorial use of key collision and nearest neighbor methods resulted in efficient and reliable data cleaning.
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Abstract

Background: Encouraging individuals to report daily information such as unpleasant disease symptoms, daily activities and behaviors, or aspects of their physical and emotional state is difficult but necessary for many studies and clinical trials that rely on patient-reported data as primary outcomes. Use of paper diaries is the traditional method of completing daily diaries, but digital surveys are becoming the new standard because of their increased compliance; however, they still fall short of desired compliance levels.

Objective: Mobile games using in-game rewards offer the opportunity to increase compliance above the rates of digital diaries and paper diaries. We conducted a 5-week randomized control trial to compare the completion rates of a daily diary across 3 conditions: a paper-based participant-reported outcome diary (Paper PRO), an electronic-based participant-reported outcome diary (ePRO), and a novel ePRO diary with in-game rewards (Game-Motivated ePRO).

Methods: We developed a novel mobile game that is a combination of the idle and pet collection genres to reward individuals who complete a daily diary with an in-game reward. Overall, 197 individuals aged 6 to 24 years (male: 100 and female: 97) were enrolled in a 5-week study after being randomized into 1 of the 3 methods of daily diary completion. Moreover, 157 participants (male: 84 and female: 69) completed at least one diary and were subsequently included in analysis of compliance rates.

Results: We observed a significant difference ($F_{2,124}=6.341; P=.002$) in compliance to filling out daily diaries, with the Game-Motivated ePRO group having the highest compliance (mean completion 86.4%, SD 19.6%), followed by the ePRO group (mean completion 77.7%, SD 24.1%), and finally, the Paper PRO group (mean completion 70.6%, SD 23.4%). The Game-Motivated ePRO ($P=.002$) significantly improved compliance rates above the Paper PRO. In addition, the Game-Motivated ePRO resulted in higher compliance rates than the rates of ePRO alone ($P=.09$). Equally important, even though we observed significant differences in completion of daily diaries between groups, we did not observe any statistically significant differences in association between the responses to a daily mood question and study group, the average diary completion time ($P=.52$), or the System Usability Scale score ($P=.88$).

Conclusions: The Game-Motivated ePRO system encouraged individuals to complete the daily diaries above the compliance rates of the Paper PRO and ePRO without altering the participants’ responses.

Trial Registration: ClinicalTrials.gov NCT03738254; http://clinicaltrials.gov/ct2/show/NCT03738254 (Archived by WebCite at http://www.webcitation.org/74T1p8u52)

(J Med Internet Res 2019;21(1):e11683) doi:10.2196/11683
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Introduction

Clinicians rely on self-reports to collect a variety of patient data (including mood or pain reports and descriptions of changing symptoms) for routine practice and during clinical trials. In many cases, patients are asked to complete paper diaries at regularly spaced prespecified times. However, it has been shown that patients often do not fill out diaries at the required time but instead fake compliance by filling them out later in batches [1]. Specifically, Stone et al found that only 11% of paper diaries were completed during the appropriate 30 min time window even though patients filled in 90% of the diaries [1].

Thus, it is critical to find a way to increase diary compliance. A common way to improve diary compliance is to transition from paper diaries to digital diaries. Even before smartphones were available, researchers were using palmtop computers to compare adherence rates between digital and paper diaries. Jamison et al had 36 participants monitor their pain daily for 1 year. They found that those participants that used digital means to record their pain completed an average of 71.5% (261/365) days, whereas those in the paper group only recorded their pain an average of 17.8% (65/365) days [2]. Palermo et al conducted a similar trial having 60 children report their pain over 7 days. They found that the digital group filled out significantly more diaries (average of 6.6/7 days or 94% completion) than the paper diary group (average of 3.8/7 days or 54% completion) [3].

With the rise of the smartphone and its near ubiquity (77% of Americans are now smartphone owners [4]), one of the simplest ways to increase diary compliance is to transition from paper diaries to digital diaries. These electronic diaries have compliance rates typically ranging from 60 to 80% over 4 weeks or less [5,6]. Experience sampling, also called ecological momentary assessment, is one of the methods used to gather an individual’s experiences in real time by asking them to stop what they are doing and record their experiences [7-9]. Nevertheless, this method is highly interruptive and cannot be used for long periods without losing participant engagement unless they are highly compensated.

Recently, researchers have started exploring the possibility of using game design techniques, especially mobile games, to increase compliance to various behaviors. Played on the ubiquitous smartphone, these games have captured the attention of a wide variety of demographics and are often targeted to specific subgroups to further increase game-playing compliance. In 2015, 51.3% of mobile phone users played a mobile game at least once per month, and this rate is expected to grow to 63.7% of mobile phone users by 2020 [10]. Furthermore, 77% of teens report playing mobile games on their mobile phone or tablet [11] and 85% of children who play mobile games play at least a few times a week [12]. Successful games use common design techniques and mechanics to produce a game loop that repeatedly draws players back on a regular schedule and encourages the player to watch ads, share on social media, or pay money to get special rewards in the game.

There are many definitions of what can be construed as a game; however, 1 common theme is that a game must provide a challenge or a goal that requires skill to overcome or achieve. Typically, games also provide rewards (often called in-game rewards) that have an inherent value to help the player overcome a challenge and achieve the end goal. On the other hand, there are countless examples of attempts at including game-like features, also known as gamification, into various programs and apps in an attempt to increase engagement with the system in question. Many gamification systems use points, badges, or leaderboards to try to encourage extended engagement. We note that gamification is distinct from a game as these points and badges do not directly help the player progress toward an in-game end goal; instead, they simply mark the individuals’ progress and provide no inherent value.

Some well-known examples of gamification include Fitbit [13], Apple Watch [14], Nike+ [15], Khan Academy [16], Wikipedia [17], Stack Overflow [18], Lyft [19], and many others. Although successful with some subgroups of people, these gamification systems all fail at engaging people for an extended period [20]. For example, Hanus et al included badges and leaderboards into an educational program and found that it led to lower satisfaction, lower motivation, and lower grades compared with the students who had the traditional educational program [21]. Anderson et al found that badges work when people are close to earning them, but then the activity of the user returns to baseline immediately after the badge is earned [22]. Other studies have shown that individuals are demotivated by leaderboards once they are behind [23,24]. In addition, Koivisto et al found that although everyone tires of simple gamification techniques, younger children tire faster than others, making the addition of true game design principles especially important in younger populations [25]. However, when a full game is developed and important game design principles such as fantasy, challenge, and curiosity [26] are implemented into a system, they become more engaging than their gamification counterparts.

Therefore, we hypothesize that using in-game rewards instead of gamification techniques will increase the diary completion compliance above simply transitioning to digital diaries. To test this hypothesis, we conducted a 5-week user study to compare the completion rates of a daily diary across 3 conditions: a paper diary, a digital diary, and digital diary with in-game rewards. In this hypothesis, we conducted a 5-week user study to compare the completion rates of a daily diary across 3 conditions: a paper diary, a digital diary, and digital diary with in-game rewards. Furthermore, as there are legitimate concerns that a game may counteract the effects of a digital diary, we tested the difference in the answer distributions between the different study groups.

Methods

Overview

In the following sections, we describe our novel game called “The Guardians” that was designed to increase compliance to a daily task. We also describe our experimental protocol and statistical methods.
The Guardians: A Diary System With In-Game Rewards

To test our hypothesis that in-game rewards can encourage engagement over a long period, we designed and developed a fully functional mobile game called “The Guardians” (see Figures 1 and 2) that was used to collect daily self-reported data.

To develop The Guardians, our team first conducted a series of pilot studies with potential users. We prototyped several different versions including several pen-and-paper-based versions and simple text-based versions of the game to test the basic game mechanics. We conducted in-person interviews with children and adults (N=14; aged 7-50 years) and beta tested early prototypes to learn which game mechanics and art styles were most appealing. The final version of The Guardians used in this study was developed using Unity (Unity Technologies ApS), built for both the Android and iOS platforms, and incorporated the feedback learned from these early studies.

“The Guardians” is a mix of 2 popular game genres: idle games (a game that does not require constant player input to progress in the game but often progresses exponentially in response to a few user inputs [28], eg, Cookie Clicker and Adventure Capitalist) and pet collection games (a game where the player seeks to collect all of the pets in a set, eg, Pokemon or NekoAtsume). Besides being very popular, these genres are known for their ability to engage populations for long periods and for their appeal to a wide age range.

At the beginning of the game, the player is introduced to the Guardian, who asks for help in collecting Light to push back Darkness from the land. The player is given a pet and told that pets generate Light and is encouraged to care for them. Each day, the player has the opportunity to answer a set of diary questions and receive a reward, namely a new pet or an upgrade to an existing pet. Importantly, the player is reminded each time they start a diary that their diary responses do not affect their reward. This is reinforced by showing the silhouette of the reward before the player starts the diary, showing that it has not changed during the process (see Figure 1). This reminder is intended to encourage players to be honest in their answers instead of trying to get some response from the game. The only data returned by the diary to the game is a binary flag indicating that the diary has been completed.

The diary is accessed through the blue button in the top left of Figure 1. When the player is connected to the internet, they can click this button to open a diary. First, the silhouette of the reward is shown, and then a webview is opened showing the diary questions. When the player completes the diary, their answers are time-stamped and securely stored on an outside server, and the player is presented with their in-game reward. Importantly, the players do not have to fill out the diary to access the game nor do they have to play the game to access the diary. Thus, we have architected the system to try to avoid having the reward influence the content that people might enter into the diary while trying to simultaneously influence how often they go to fill out the diary.

After a diary entry is filled out and the player receives a pet as a reward, the pet helps the player generate Light for the Guardian, even when the app is closed. The player can customize, rename, and interact with the pets. Spending Light to level up the pets can increase the power of a pet. Players can also solve a simple placement puzzle each day for an additional bonus (see Figure 2 for screenshots of the leveling and placement puzzle menus). Along the way, the player completes several quests by reaching various levels for the pets. Once all of the quests are completed, the Guardian is awakened and Darkness is defeated. We designed “The Guardians” to be played in small periods of time (approximately 2-5 min each day) so that players would not tire quickly.

The version of the game used in this study was designed with enough content to engage the player for approximately 35 days, whereas the platform built to host the game is extensible for providing significantly longer experiments in the future and for enabling customized diary questions. The Guardians game was also designed to be accessible to all skill levels and to provide motivational content for a broad range of ages. Thus, 6-year-olds just beginning to read can enjoy receiving pets and interacting with them, whereas other optional aspects of the game, such as the positioning and leveling puzzles, are designed to be interesting and challenging for adults.

Experimental Setup

Although Guardians was designed to increase compliance across a wide age range, the main focus of this paper is on individuals aged 6 to 24 years because this is the specific age group being targeted in an upcoming clinical trial. Before this new platform is used in a true clinical trial, we need to validate if the Game-Motivated electronic-based participant-reported outcome diary (ePRO) could improve daily adherence while not impacting the content of the responses. Thus, individuals aged 6 to 24 years were recruited via posters and internet postings to participate in a 5-week study about mood and mobile game habits in return for receiving a US $100 Amazon gift card at the end of the study. Recruitment was conducted from October 9, 2017, to November 15, 2017.

Interested individuals were screened for their age and ownership of a smartphone (only Android and iPhone owners were eligible for this study). Eligible individuals, and their parent/guardian if the individual was under 18 years, were emailed consent forms, which informed them of the study protocol, namely, that the study would consist of 3 parts:

1. A Web-based prestudy survey (approximately 30 min long) about demographics, general mood, and mobile game habits.
2. A diary on mood and mobile game habits (6 questions total) to be filled out daily for 5 weeks (35 days)—individuals were informed that they would be asked by study personnel to complete these diaries with an app or on paper.
3. A Web-based poststudy survey (approximately 20 min long) about general mood, the usability of the daily diary system, and qualitative feedback about the study.

https://www.jmir.org/2019/1/e11683/
Figure 1. Screenshots of The Guardians while the player completes a daily diary. Players collect pets by filling out a daily diary. The pets are needed to complete quests and gather Light to awaken the guardian.
Individuals were informed that they needed to complete the prestudy survey and at least four of the first seven diaries to be eligible for the first US $40 and that they could receive the remaining US $60 if they filled out the poststudy survey. No other requirements were made on filling out daily diaries beyond the minimum of 4 in the first week. Individuals who were asked to complete the daily diaries on paper were given an additional US $10 to cover the cost of mailing the diaries back to the study personnel.

Immediately after providing consent, but before completing the prestudy survey, participants were randomized without regard to age or gender into 1 of 3 groups for the daily diaries: a paper-based participant-reported outcome diary (Paper PRO), an ePRO, or our novel ePRO diary with in-game rewards (Game-Motivated ePRO). The 6 daily multiple-choice questions were identical for all 3 groups. Specifically, participants were asked to classify their mood, report on how much time they spent playing mobile games and how long they spent outside in the past 24 hours, how many ads they watched for in-game rewards, and what the weather (temperature and precipitation) was like in the past 24 hours (see Multimedia Appendix 1 for the exact survey content). Any diary that did not have all 6 questions completed was discarded. These questions were selected to study relationships between mood, mobile games, and the weather; however, this analysis is beyond the scope of this paper. Nevertheless, we note that it is common to ask individuals to answer short multiple-choice questions daily, and the mood question is of particular interest for health-related daily reports as it might be part of a clinical trial [29-31].

The paper PRO group also received 1 additional question. This question was used to confirm when the diary was completed and required viewing a Web page that displayed a word that changed every hour. Any paper diary with mismatched “word-of-the-hour” and recorded date were marked as incomplete. We note that 55% (23/42) participants in the Paper PRO group returned at least one diary with a mismatched “word-of-the-hour” and recorded date.

The ePRO group’s app was a simple native iOS or Android app that displayed a webview with the daily diary form. The Game-Motivated ePRO included the exact same webview and form. Therefore, the ePRO and Game-Motivated ePRO groups had identical daily diaries; however, the Game-Motivated ePRO participants received an in-game reward (ie, a pet) when they completed a daily diary, whereas the ePRO participants were just shown a screen thanking them for completing the diary and reminding them to return the next day. Participants in the Game-Motivated ePRO group were informed that they did not need to play the game to fill out their daily diary.

All participants were asked to complete the diary immediately after waking, but the diaries were available to complete from 3:30 am to 3:30 am each day (localized to the participant’s time zone). This time was chosen after learning that most college-aged individuals went to sleep between midnight and 3 am; thus, the diaries were reset while the majority of participants would be sleeping. Participants in the ePRO and Game-Motivated ePRO groups received a notification from their respective apps if they had not completed the diary by 9:30 am local time.
Participants were not informed that the main goal of the study was to measure daily diary compliance over the course of the study. Instead, they were told that the study was about mood, mobile game habits, and the weather because the daily questions referred to these topics. The entire study was done remotely and participants only had email contact with the study personnel.

The Massachusetts Institute of Technology (MIT) Committee on the Use of Humans as Experimental Subjects approved this protocol (MIT IRB Protocol #1708061907).

**Statistical Methods**

**Participants**

We compared the individuals who were randomized but did not start the study and those who were randomized and did start the study (ie, filled out a prestudy survey) to see whether there were any age differences. As participants were blind to which study group they were in until after completing the prestudy survey, we hypothesized that there would be no significant differences found. Specifically, we conducted a 2-way analysis of variance (ANOVA) test to examine the interaction between choosing to participate and study arm on age. Tukey post hoc tests were conducted when statistically significant differences were found.

We hypothesized that there would be some portion of participants in each study arm that completed the prestudy survey, but did not complete any of the daily diaries. Specifically, we hypothesized that the Paper PRO group would have more participants that failed to complete a single daily diary than either the ePRO group or the Game-Motivated ePRO group as completing and returning diaries on paper presents a much larger barrier than completing diaries digitally. However, we did not expect a significant difference between the ePRO and Game-Motivated ePRO groups. To conduct this hypothesis test, we used the N-1 chi-square test in a pairwise manner to determine whether the study arms had a significantly different proportion of participants completing at least one daily diary. We adjusted for multiple comparisons by using the Bonferroni technique. We also computed the 95% CIs by using the adjusted Wald technique. Other than these tests, all of our other analyses, described below, focus on data from participants who completed at least one diary.

**Game Engagement Analysis**

To determine if participants in the Game-Motivated ePRO group actually engaged with the game during the study, we computed 4 measures of whether an individual engaged with the main components of the game (leveling pets, completing the placement puzzle, and interacting with the pets). Specifically, we measured (1) the average number of levels purchased daily, (2) the average number of daily housing placement changes, (3) the percentage of pets with a custom name, and (4) the average daily number of pets with an equipped cosmetic item.

To determine if higher levels of engagement correlated with the number of diaries completed, we analyzed the correlation between the number of diaries completed and the 4 engagement measures defined above. We also computed the correlation between age and these same engagement measures. In both correlation analyses, we adjusted for multiple comparisons by using the Bonferroni technique.

We are also interested in comparing the number of individuals engaged in the various components of the game; thus, we used the following thresholds to convert these measures into binary values. Individuals who were engaged with the leveling component of the game were expected to purchase at least 20 levels per pet per day as the exponential income players earn easily allows them to reach this amount. Furthermore, the minimum expected number of housing changes to optimally solve the housing placement puzzle was approximately 0.8 changes per day (some days required no changes). Therefore, we used an average of 0.5 housing placement changes per day (ie, one change every other day) as the engagement threshold for the housing puzzle. Finally, we used 50% as the engagement threshold for both the percentage of pets with a custom name and the average daily number of pets with a cosmetic item. Using these binary thresholds, we counted the number of participants who engaged with each component. We also computed the average diary completion for the combinations of engagement behaviors.

**Daily Diary Completion**

Beyond considering differences in the 3 study groups, we also examined age and gender differences on completion rates. Participants were split into 5 different age groups before any analyses were conducted. Specifically, the age groups were defined as children younger than 10 years—the average age of first ownership of a smartphone (ie, 6-9 years [32]), three 3-year age groups of preteens and teenagers (10-12 years, 13-15 years, and 16-18 years), and a group of young adults (19-24 years). Furthermore, some research has shown that there is a gender difference in how individuals engage with games [33,34]; therefore, we also examine gender effects in our analysis.

In some studies in which patient reported outcomes are collected, any data collected are useful regardless of which user it came from, but the more days of data collected the better. To determine the difference in average completion rates between the 3 study arms, we used a three-way ANOVA (also called a factorial ANOVA) test to consider how the diary method, age group, and gender influenced the adherence rate. Tukey post hoc tests are conducted when statistically significant differences are found.

On the other hand, some studies require high levels of completion to include an individual in the final analysis. If an individual falls below the required completion rate, study coordinators will often remove that participant from the study. Therefore, we compare the number of participants that are able to complete at least 90% of the daily diaries (ie, completing at least 32 of the 35 daily diaries). Specifically, we estimate the survival (ie, missing 3 or fewer diaries) of a participant in the study by computing the Kaplan-Meier curve [35] for each study group using the survival R package [36]. Then using the log-rank test [37], we can compare the survival curves of the 3 study groups. Specifically, it tests the hypothesis that at least 1 of the groups has a different survival than another against the null hypothesis that all of the groups have the same survival. If a significant $P$ value is found, we will conduct a pairwise post...
hoc test to determine which pairs of study groups are significantly different from each other when adjusting for multiple comparisons using the Holm method [38]. Finally, we also compare the resulting number of participants with 90% or greater completion rates in each arm of the study using pairwise N-I chi-square tests to check for significant differences in the participants that achieved 90% completion rate.

**Self-Reported Response Distributions**

As mentioned previously, the daily diaries contained the same 6 multiple-choice questions. A potential concern of the game is that it could affect the person’s state and cause them to respond differently to the questions [27]. We hypothesized that the method of completing the diary would not affect the answers to the mood, outside duration, number of ads watched, or the weather questions. Specifically, we hypothesized that the probability of selecting a particular answer would not differ between study arms after controlling for individual differences.

We used a Bayesian multinomial mixed effects logistic regression model in R, using the `brms` package [39], to estimate the association between the study arm and answer response. To account for clustering in the responses because of repeated measures for each individual, we included a random intercept grouped by the participant. We then computed point and interval (95% credibility) estimates of the predicted probability of selecting a particular answer response for each of the 3 study arms. If the credibility intervals of 2 study arms overlap for a given answer response, we conclude that no difference is detectable between the study arms. We complete this comparison for all pairs of study groups for each answer response. As this analysis is conducted in the Bayesian framework, we do not need to adjust for multiple comparisons.

We also performed the same analysis on the question about how long participants spent playing mobile games in the past 24 hours. We hypothesized that there would be a significant difference between the answers of the Game-Motivate ePRO group and the other groups because these individuals would be playing the Guardians regularly, especially in the 0 and 1 to 15 min responses as the game is designed to be played in approximately 5 min each day.

**Average Duration of Daily Diary and System Usability Scale Scores**

For the ePRO and Game-Motivated ePRO groups, we were able to track how long the participants took to complete each daily diary. Also, during the poststudy survey, participants in the ePRO and Game-Motivated ePRO evaluated the daily diary software using the System Usability Scale (SUS) [40]. As the diaries for these 2 groups were identical, we hypothesized that there would be no significant difference in the average duration or in the average SUS score between the 2 groups even when controlling for age and gender interactions using a three-way ANOVA test for each outcome measure. As before, Tukey post hoc tests were conducted when statistically significant differences were found.

**Qualitative Poststudy Survey Results**

Recall that at the end of the 35-day study, participants were given a Web-based poststudy survey to complete. Besides containing the SUS survey, participants were asked about what they thought the best and worst parts of the study were. Participants responded to these questions using an open format text response. These text responses were grouped into common themes and are presented in the results.

**Results**

**Participants**

Of the 372 individuals screened for the study, 309 individuals were eligible to participate and 232 individuals provided informed consent and were randomized into the 3 study groups. Of these, 197 completed the prestudy survey to begin the study: 67 participants (male: 31 and female: 36) in the Paper PRO group, 66 (male: 33 and female: 33) in the ePRO group, and 64 (male: 36 and female: 28) in the Game-Motivated ePRO group (see Figure 3 for the flow of participants in the study and Figure 4 and Table 1 for the distribution of study conditions in the different age groups).

The two-way ANOVA (Multimedia Appendix 1) did not reveal a statistically significant difference in age in the interaction between study group and participation in the study ($F_{2,226}=0.513; P=.60$), as hypothesized. Nevertheless, we did observe a significant difference in age between study groups ($F_{2,226}=3.007; P=.05$) and between individuals who completed the prestudy survey and those who did not ($F_{1,226}=3.184; P=.08$). A Tukey post hoc test revealed that individuals randomized to the paper PRO group were slightly older (mean age difference 2.06 years; 95% CI 0.03-4.09 years; $P_{adj}=.05$) and individuals who completed the prestudy survey were also slightly older (mean age difference 1.73 years; 95% CI −0.20 to 3.66 years; $P_{adj}=.08$).

A total of 44 participants never completed a single daily diary after completing the prestudy survey. There was no significant difference ($P_{adj}=.57, 95\% \text{ CI} -20.2\% \text{ to } 32.9\%$) between the number of participants who never completed a diary in the ePRO group and Game-Motivated ePRO group; however, as hypothesized, there was a significant difference between the Paper PRO group and ePRO and Game-Motivated ePRO groups ($P_{adj}<.001; 95\% \text{ CI } 12.2\%-39.7\%$ and $P_{adj}=.06; 95\% \text{ CI } 3.0\%-32.9\%$, respectively).

**Game Analysis**

We found that the average number of levels purchased and the average number of pets with a cosmetic item were positively correlated with the number of diaries a participant completed ($P_{adj}<.001$ and .02, respectively). The percentage of pets with custom names was found to be negatively correlated with the age of the participant ($P_{adj}=.09$) and the average number of housing changes was found to be positively correlated with the age of the participant ($P_{adj}=.03$, see Multimedia Appendix 1 for complete results).
Figure 3. Flow of participants through the study. ePRO: electronic-based participant-reported outcome; PRO: participant-reported outcome.

Figure 4. Distribution of participants who filled out the prestudy survey by age and daily diary condition. ePRO: electronic-based participant-reported outcome; PRO: participant-reported outcome.
Table 1. Demographic details of participants who completed at least one daily diary by study group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PRO(^{a})(n=42), n (%)</th>
<th>ePRO(^{b})(n=59), n (%)</th>
<th>Game-Motivated ePRO (n=52), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>24 (57)</td>
<td>29 (49)</td>
<td>31 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (43)</td>
<td>30 (51)</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 to 9</td>
<td>1 (2)</td>
<td>9 (15)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>10 to 12</td>
<td>10 (24)</td>
<td>7 (12)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>13 to 15</td>
<td>6 (14)</td>
<td>12 (20)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>16 to 18</td>
<td>5 (12)</td>
<td>7 (12)</td>
<td>14 (27)</td>
</tr>
<tr>
<td>19 to 24</td>
<td>20 (48)</td>
<td>24 (41)</td>
<td>19 (37)</td>
</tr>
</tbody>
</table>

\(^{a}\)PRO: participant-reported outcome.

\(^{b}\)ePRO: electronic-based participant-reported outcome.

Table 2. Average diary completion per cluster of engagement (N=52).

<table>
<thead>
<tr>
<th>Number of components engaged</th>
<th>n (%)</th>
<th>Daily diary completion, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All (n=4)</td>
<td>16 (31)</td>
<td>0.957 (0.051)</td>
</tr>
<tr>
<td>Three components</td>
<td>22 (42)</td>
<td>0.847 (0.198)</td>
</tr>
<tr>
<td>Two components</td>
<td>7 (14)</td>
<td>0.820 (0.141)</td>
</tr>
<tr>
<td>One component</td>
<td>5 (10)</td>
<td>0.657 (0.380)</td>
</tr>
<tr>
<td>None</td>
<td>2 (4)</td>
<td>0.971 (0.040)</td>
</tr>
</tbody>
</table>

We found the majority of participants in the Game-Motivated ePRO group surpassed the binary thresholds to be considered engaged with the leveling component (48/52, 92%), equipping their pets with cosmetic items (43/52, 83%) and solving the housing placement puzzle (39/52, 75%). However, approximately one-third engaged in personalizing their pets with custom names (n=19, 37%). Looking at the combinations of engagement patterns (see Table 2 and Figure 5), we found that 16 participants engaged with all components of the game (16/52, 31%); these participants had very high daily diary completion rates (fraction completed: mean 0.957, SD 0.051). In addition, 2 of the participants did not engage with any components of the game; however, they still had very high daily diary completion rates (fraction completed: mean 0.971, SD 0.040).

Daily Diary Completion

The Game-Motivated ePRO group had the highest compliance (mean completion 86.4%, SD 19.6%), followed by the ePRO group (mean completion 77.7%, SD 24.1%), and finally, the Paper PRO group (mean completion 70.6%, SD 23.4%).

The three-way ANOVA (see Figure 6 and Multimedia Appendix 1) revealed a statistically significant difference in completion rates between the study groups (\(F_{2,124}=6.341; P=.002\)) and a statistically significant interaction between study group and age group (\(F_{8,124}=2.530; P=.01\)). A Tukey post hoc test revealed that the completion rate of the Game-Motivated ePRO was significantly higher than the Paper PRO (mean difference 15.8%; 95% CI 5.2%-26.4%; \(P_{\text{adj}}=.002\)) and higher than the ePRO (mean difference 8.7%; 95% CI 1.0%-18.4%; \(P_{\text{adj}}=.09\)). However, there was no statistically significant difference between the ePRO and Paper PRO groups (mean difference 7.1%; 95% CI -3.2% to 17.4%; \(P_{\text{adj}}=.24\)). Therefore, our hypothesis that the Game-Motivated ePRO group would have significantly higher completion rates than both the ePRO group and the Paper PRO group was held. However, the hypothesis that the ePRO group would have a significantly higher completion rate than the Paper PRO did not hold.

The survival analysis estimated the Kaplan-Meier curves for each study group (see Figure 7) and found that the study groups were significantly different than each other (\(P<.001\)). A post hoc log rank test found that the Game-Motivated ePRO group had a significantly higher survival curve than the Paper PRO group (\(P_{\text{adj}}<.001\)) and the ePRO group (\(P_{\text{adj}}=.01\)). The ePRO group had a significantly higher survival curve than the Paper PRO group (\(P_{\text{adj}}=.005\)). Furthermore, as shown in Figure 8, there are significant differences in the final percentage of participants completing 90% of daily diaries between each of the study arms, with the Game-Motivated ePRO having the highest percentage, followed by the ePRO and Paper PRO, with all comparisons in the hypothesized directions having \(P<.02\). We note that the increase in the percentage of participants with high compliance in the ePRO compared with the Paper PRO (CI 7.1%-39.8%) is almost identical to the increase in the percentage of participants with high compliance in the Game-Motivated ePRO compared with the ePRO (CI 3.9%-39.7%).
Figure 5. Game-motivated electronic participant-reported outcome participants’ engagement with various components of the game and the corresponding diary completion.

Figure 6. Average daily diary completion rate for each study arm. The error bars show the 95% CI and P values are from the Tukey posthoc test and are adjusted for multiple comparisons. ePRO: electronic-based participant-reported outcome; PRO: participant-reported outcome.
Self-Reported Response Distributions

The results of the Bayesian multinomial mixed effects logistic regression models can be found in Multimedia Appendix 1. As all pairs of 95% credible intervals overlap for each answer response for the mood, number of ads watched, and weather questions, we conclude that no difference in the study arm has been detected for the answer selected. Therefore, there is no evidence that the probability of an answer response differs between the 3 study arms for these questions, as hypothesized. However, for the outside duration question, we note the Paper PRO and ePRO 95% credible intervals do not overlap for the “0 Minutes” response (Paper PRO: 3.3%-7.2% and ePRO: 7.3%-12.4%). Thus, we conclude that a statistically significant difference has been found in how these 2 study groups respond to this question of the daily survey.

Furthermore, we found a statistically significant difference between the ePRO and Game-Motivated ePRO groups in the probability of selecting “0 minutes” for the game duration question, as hypothesized. Specifically, we note that the 95% credibility interval for the probability of selecting “0 minutes” in the ePRO group (33.5%-49.7%) was significantly higher than the Game-Motivated ePRO group (13.0%-24.4%). We did not, however, see a significant difference in the “1-15 minute” response.

Average Duration of Daily Diary

Our hypothesis that the average duration of time spent filling out the daily diary was not significantly different between the ePRO (mean duration 41.2 seconds, SD 19.3 seconds) and Game-Motivated ePRO (mean duration 44.1 seconds, SD 33.9 seconds) study groups was also confirmed ($F_{1,91}$=0.423; $P$=.52). However, we did find some age and gender effects. The
three-way ANOVA (see Multimedia Appendix 1) revealed a statistically significant difference in a participants’ average time spent filling out the daily diary between the age groups ($F_{4,91}=3.705; P=.008$) and between the 2 genders ($F_{1,91}=4.256, P=.04$). A Tukey post hoc test revealed that the 19- to 24-year-old participants’ average duration was significantly faster than the 16- to 18-year-old participants (mean difference 20.5 seconds; 95% CI 3.1-37.9 seconds; $P_{adj}=.01$) and faster than the 10- to 12-year-old participants (mean difference 18.0 seconds; 95% CI −1.5 to 37.6 seconds; $P_{adj}=.09$). Furthermore, male participants were found to be significantly faster than female participants (mean difference 9.1 seconds; 95% CI 0.2-18.0 seconds; $P_{adj}=.04$).

**System Usability Scale Scores**

We found that the usability of the diary, measured via SUS, was high for both the ePRO (mean 86.5, SD 14.5) and Game-Motivated ePRO (mean 86.9, SD 12.6). The three-way ANOVA (see Multimedia Appendix 1) revealed a significant difference between age groups ($F_{4,88}=2.221; P=.07$) and between gender ($F_{1,88}=4.898; P=.03$). A Tukey honestly significant difference test revealed that the only statistically significant ($P_{adj}<.1$) difference in SUS score between age groups was between the participants aged 19 to 24 years and the 6- to 9-year-old participants, with the older participants rating the diary as more usable (mean difference 10.2; 95% CI 1.0 to 21.5; $P_{adj}=.09$). In addition, we found that female participants rated the diary higher than male participants (mean difference 5.2; 95% CI 0.5-10.0; $P_{adj}=.03$). Therefore, there was no significant difference in the SUS scores between the ePRO and Game-Motivated ePRO groups, as hypothesized.

**Qualitative Results From the Poststudy Survey**

Over half of the participants (84/158) said the simplicity of the daily diaries and the opportunity it gave them to reflect on their day was the best part of the study. For example, 1 participant said “being able to reflect on the previous 24 hours” was the best part of the study. Another participant reported his or her favorite part was “each survey did not take long.” Moreover, 37 out of 56 (66%) of the Game-Motivated ePRO participants said the game was the best part. For example, one participant said their favorite part of the study was that “It was connected to a fun game, and it reminded me to take surveys.”

In total, 29.7% of participants (47/158) said remembering to do the daily diary was the worst part of the study. Nearly 40% of these participants (18/47) came from the Paper PRO group, with several participants suggesting that the diaries be converted to digital diaries that could be completed on a smartphone. For example, one participant suggested, “Instead of paper based this could have been mobile based.”

**Discussion**

**Principal Findings**

This study aimed to observe if there was a difference in daily diary completion in children and young adults between 3 different methods of diary, namely traditional paper-based diaries, digital diaries, and our custom game-motivated digital diary. As hypothesized, we observed significant differences in compliance to filling out daily diaries, with the Game-Motivated ePRO group having the highest compliance, followed by the ePRO group, and finally, the Paper PRO group. Nearly all individuals in the Game-Motivated ePRO group actually engaged with the various game mechanics, even though no such engagement was required to fill out the diaries. Importantly, there were no statistically significant differences in the content of the responses to 5 of the 6 daily questions, the average diary completion time, or in the SUS score between the ePRO and Game-Motivated ePRO groups. As mentioned previously, we expected the game duration question to have a significant difference in responses as the Game-Motivated ePRO group received a game to play during the study. Therefore, we conclude that the Game-Motivated ePRO method encouraged individuals to complete significantly more diaries without significantly altering the content of their responses.

Other researchers have also found promise in using in-game rewards to motivate individuals to complete a task. Cechanowicz et al added true game design techniques to the theme of a game show in their market research survey, including timers and points to add challenge and graphics to add to the game show theme. They found a significant difference in engagement between the full game and traditional survey and between the full game and the partial game (ie, when the challenge and graphical design elements were removed) [41]. Li et al created a full game to teach first time AutoCAD users how to use the software [42]. Participants who received the game-based version of the tutorial performed tests faster and reported higher subjective engagement levels than their traditional tutorial counterparts. Although their design is yet to be evaluated for engagement, Bindoff et al proposed a game design to help smokers regularly engage with smoking cessation content to earn currency in an idle world building game [43].

Some might worry that introducing a mobile game to increase compliance will introduce a potential addiction to the game that negatively influences the individual more than the benefit of reporting their symptoms. Whether a gaming addiction is officially recognized as a disorder or not, the game used in this study was designed to take only a few minutes to play and did not appear to have the negative effects one would expect from an addiction (eg, lack of control in playing the game, playing the game for excessive amounts of time, or being unable to stop playing even after negative consequences). For example, participants in the Game-Motivated ePRO group reported significantly lower rates of playing for 0 minutes a day than the other ePRO group but no differences for higher amounts of time. Thus, the game used in this study did not cause individuals to spend excessively more time playing games than the other groups. Nevertheless, future work in using games to motivate compliance should always monitor for the risks of potentially addictive behaviors.

**Limitations**

Our study relied on having a significant compensation: US $40 to fill out 4 diaries in the first 7 days and an additional US $60 to complete a poststudy survey 35 days later. Ideally, using a
daily diary system with in-game rewards would require little to no monetary compensation so that collecting data could be scaled to a massive number of participants without the need for large project budgets. Our “up to US $100” compensation might also account for the reason why the participants in the Paper PRO group had much higher completion rates than other studies (eg, mean completion rate of 70.6% in our study compared with 18% in the study by Jamison et al [2] and 54% in the study by Palermo et al [3]). Nevertheless, the compensation schedule in our study was designed to get individuals to start the habit of filling out the daily diaries and avoiding offering compensation for each diary completed (a model used by many other daily diary studies).

As our study required individuals to own a smartphone, the proportion of the youngest participants was small in comparison with the proportion of young adults. Therefore, our results may not generalize well to individuals who rely on a parent or guardian owning a smartphone to complete an ePRO.

Although our study showed no difference in how the participants answer the questions in the daily diary, whether or not it was accompanied by the game, these results may not generalize to more complex diaries beyond the short, multiple-choice questions used in this study. Thus, future work should monitor how a game influences data collected in response to more complex diaries.

In addition, although we seek to capture long-term engagement in self-reporting compliance, this study was limited to a 5-week duration. Although this duration was longer than most daily diary studies, we have now extended our custom platform to provide content to engage individuals for longer periods of time in future studies, with the goal of understanding how engagement changes over months and through different periods of life.

Finally, although we posited that using a diary system as a part of a full game that provides in-game rewards will drive long-term engagement in a way that is not possible with simpler gamification techniques, a limitation of this study is that we do not know which elements of the game are, in fact, driving the better compliance. The novel full-narrative game has not been compared directly with other lesser gamification techniques. Future work should examine and deconstruct the various elements of the game to understand which elements contribute to increased motivation and compliance for daily diary reports.

Conclusions
Self-reports are critical to research and clinical care; however, they require persistence and motivation to complete at regular intervals, especially if they involve answering daily diary questions about unexciting or possibly even unpleasant topics (such as those which are part of many clinical trials). Although moving away from traditional paper-based surveys to mobile digital surveys has shown increased compliance over traditional paper-based ones, and this finding was replicated here, our study shows that the compliance levels of today’s electronic diaries can still be improved.

We have shown that mobile game techniques, when properly implemented, can increase compliance in daily patient-reported outcomes. We have shown a significant increase in compliance over both a paper diary and a digital diary. We have shown data to support this hypothesis in a pediatric and young adult population. Furthermore, we have shown that the in-game rewards did not impact the content of the answers provided in the diaries.

Future work should seek to replicate these results when no monetary compensation is offered, in specific clinical patient populations to make sure that the difference in survey compliance rates holds, and for a period longer than 5 weeks. In addition, we intend to study the effects of engagement in older adult populations. Looking beyond patient reported outcomes and other surveys or self-reports, we also see potential for this motivation through games approach to be extended to other areas of health and well-being.
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Abstract

Background: Although the quality of life (QoL) plays an important role in treatment decision making and clinical management of mycosis fungoides (MF) or Sézary syndrome (SS) subtypes of cutaneous T-cell lymphomas (MF/SS-CTCLs), an MF- or SS-specific measure of QoL does not exist.

Objective: The objective of this research was to develop and validate the first QoL instrument for MF/SS-CTCL using a patient-centered approach.

Methods: A conceptual framework for the MF/SS-CTCL QoL was developed through a literature review and interviews with key opinion leaders. Concept elicitation with patients was utilized to refine the conceptual model and generate preliminary items. The items were then revised based on qualitative and quantitative feedback obtained through cognitive debriefing surveys and interviews with patients. Next, participants (N=126) completed the preliminary MF/SS-CTCL QoL and a comparator measure of health-related QoL (Skindex-29) through the PatientsLikeMe Open Research Exchange. The MF/SS-CTCL QoL was completed again 5 days later by 66 participants for the purposes of evaluating test-retest reliability. The MF/SS-CTCL QoL was finalized based on results from an empirical evaluation, which included both classical and modern test theory approaches. Specifically, this included evaluation of (1) the optimal item response theory measurement model; (2) item fit; (3) unidimensionality; (4) rating scale performance; (5) reliability; (6) test information (precision); (7) person-to-item map; (8) convergent and discriminant validity; and (9) presence of bias via differential item function.

Results: Results from the comprehensive psychometric evaluation utilizing a Rasch-Grouped Rating Scale model yielded a final 12-item instrument. The rating scale functioned as expected, and the instrument exhibited adequate person reliability (.87), good to excellent test-retest reliability (r=.89, P<.001), high levels of measurement precision, and good person-to-item targeting. The correlation between the MF/SS-CTCL QoL and the Skindex-29 (r=.852, P<.001) was significantly greater than the correlation between the MF/SS-CTCL QoL and syndrome stage (r=.260, P<.001), providing support for convergent and discriminant validity. Items did not show significant bias based on gender, age, or race. Rasch scores were converted to scaled scores with qualitative descriptive categories for ease of interpretation.

Conclusions: Empirical evaluation demonstrated strong evidence of excellent psychometric properties. Utilizing a patient-centered measure development approach ensures that this QoL instrument captures the information that is most meaningful and clinically relevant to patients.
Introduction

Mycosis fungoides (MF) and its leukemic variant Sézary syndrome (SS) represent approximately 65% of the cases of cutaneous T-cell lymphoma (CTCL), a class of non-Hodgkin’s lymphomas with a relapsing course over the span of decades [1,2]. For patients with MF or SS subtypes of CTCL (MF/SS-CTCL), quality of life (QoL) plays an important role in treatment decision making and clinical management of the disease. Currently, several cancer-specific (European Organisation for Research and Treatment of Cancer tools [3] and Functional Assessment of Cancer Therapy-General [4]) and skin-specific (ItchyQoL [5], Dermatology Life Quality Index [6], Skindex-29 [7], and itch visual analog scale [8]) health-related QoL instruments exist. Although clinicians often use these instruments or a combination of these instruments to estimate QoL for patients with MF/SS-CTCL, this strategy can be time consuming and burdensome for patients. These patient-reported outcome (PRO) instruments were not specifically designed to capture the unique experiences of patients living with MF/SS-CTCL. They may contain content that is irrelevant for patients with MF/SS-CTCL and fail to capture the aspects of QoL that are most meaningful for these patients, decreasing the instrument’s sensitivity in detecting important changes in QoL [9]. Therefore, a patient-centered, disease-specific PRO to measure QoL for patients with MF/SS-CTCL is urgently needed to improve the quality of care for these patients and to progress research within this clinical arena. The purpose of this study is to fill this critical gap by developing and validating the first QoL instrument specifically developed for patients living with MF/SS-CTCL. More information about KOL input and the conceptual model is available upon request.

Concept Elicitation

The purpose of concept elicitation was to gather patient feedback regarding their experience of living with MF/SS-CTCL and generate preliminary items. Data for concept elicitation were collected from patients through a survey conducted via the PatientsLikeMe Web-based research platform (Open Research Exchange, ORE) and follow-up interviews conducted using phone or videoconferencing. Patients were eligible to participate if they were members of PatientsLikeMe, were adults, and reported a diagnosis of MF or SS. Survey content included demographic and clinical items as well as open-ended questions pertaining to health-related QoL derived from the conceptual model. Follow-up interviews consisted of semi-structured questions based on participants’ responses to the survey.

The data were coded independently by two trained raters using MAXQDA software (VERBI). The coders (a research scientist and research assistant), experienced in qualitative research and coding, were trained by the senior author (JB). The raters coded the interviews independently, and any discrepancies in codes were resolved by the senior author. The codebook was finalized after a satisfactory interrater agreement (Cohen kappa of 0.65 or greater) was reached. Content saturation was assessed across patients with a saturation table where saturation was reached when no new information was obtained through data collection [10]. The codes with best agreement and highest frequencies were selected and then grouped by themes to generate the initial items for the QoL instrument.

Results From Concept Elicitation

The Web-based survey was completed by 21 participants, and 10 of those participants completed a follow-up interview. The sample comprised 67% (14/21) females, all of them being white and non-Hispanic, and the average age was 55 (SD 12.39) years. Of the 21 participants, 16 (76%) reported a diagnosis of MF, 3 (14%) reported a diagnosis of SS, and 2 (10%) did not report a diagnosis. The average disease length was 10 (SD 9.50) years, with a range of <1 year to 31 years. Among all, 14 participants reported their stage of diagnosis and indicated that they had gather information related to treatment, challenges in caring for and treating patients with MF/SS-CTCL, main concerns expressed by patients, the impact of the condition on patients’ well-being and daily functioning, use and availability of PRO instruments, and unmet needs within the research and patient care field.
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Methods

Instrument Development

The purpose of instrument development was to create items that comprehensively capture the different facets of QoL that are impacted by MF/SS-CTCL. Patients were closely involved in the item development process to ensure that the final instrument evaluated aspects of QoL that are most relevant and meaningful for them. Instrument development involved three primary steps: (1) creating a conceptual framework; (2) concept elicitation; and (3) cognitive debriefing. This research was approved by the New England Institutional Review Board.

Creating the Conceptual Framework

The conceptual framework of QoL for MF/SS-CTCL patients was developed through a literature review and interviews with key opinion leaders (KOLs). Physicians and experts in the field of cutaneous lymphomas (N=3) participated in interviews to
Additional participants were asked to complete a second administration of the MF/SS-CTCL QoL 5 days later to evaluate the stability of item functioning.

**Measures**

The Skindex-29 [7] is a commonly used and valid 29-item self-report measure that evaluates health-related QoL. Specifically, the Skindex-29 covers facets of QoL such as emotional functioning, physical functioning, and symptoms with a 4-week recall period. The preliminary 14-item version of the MF/SS-CTCL QoL required patients to rate their impairment in health-related QoL over the last 4 weeks using a 1 (not at all or never) to 5 (very much or always) Likert-type rating scale. Furthermore, 4 of the items included a sixth response option, “Does not apply (I don’t have symptoms right now).”

As part of this study, participants also completed a brief demographics survey asking them to provide information about their sex, age, race, ethnicity, diagnosis, and stage of their diagnosis.

**Psychometric Evaluation Procedures**

The empirical evaluation included determining (1) the optimal item response theory (IRT) measurement model; (2) item fit; (3) unidimensionality; (4) rating scale performance; (5) reliability; (6) test information (precision); (7) person-to-item map; (8) convergent and discriminant validity; and (9) presence of bias via differential item functioning (DIF). Analyses were performed in SPSS version 24 (IBM Corp) and Winsteps version 3.74.0 (Winsteps.com).

**Results**

**Participants**

A total of 126 patients completed the survey, and 52.4% (66/126) patients completed the second administration of the survey. Most participants were non-Hispanic (115/126, 91.3%) individuals and identified as white or Caucasian (108/126, 85.7%) and most were females (74/126, 58.7%). Participants ranged in age from 22 to 86 years, with an average age of 59 (SD 13.5) years. Of the 126 participants, 118 (93.7%) reported a diagnosis of MF and 8 (6.3%) reported a diagnosis of SS. Participants indicated that they had stage IA (56/126, 44.4%), stage IB (24/126, 19.0%), or stage II or above (22/126, 17.5%) disease and 19.0% (24/126) did not know or report their stage. The average disease length was 8 (SD 7.6) years, with a range of <1 year to 35 years. A summary of participants’ prescribed treatments is presented in Table 1.

**Item Descriptive Statistics**

Item descriptive statistics are presented in Table 2. Responses of “Does not apply (I don’t have symptoms right now)” (score=0) were marked as missing and removed from analyses when calculating mean and SD.
Table 1. Participants’ self-reported prescribed treatments.

<table>
<thead>
<tr>
<th>Prescribed treatment</th>
<th>Value, n (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topical corticosteroids</td>
<td>79 (62.7)</td>
</tr>
<tr>
<td>Other prescribed topical treatments</td>
<td>40 (31.7)</td>
</tr>
<tr>
<td>Phototherapy (psoralen and ultraviolet A, ultraviolet B)</td>
<td>12 (9.5)</td>
</tr>
<tr>
<td>Total-skin electron beam therapy</td>
<td>16 (12.7)</td>
</tr>
<tr>
<td>Local radiation therapy</td>
<td>14 (11.1)</td>
</tr>
<tr>
<td>Oral treatments or chemotherapy</td>
<td>113 (89.7)</td>
</tr>
</tbody>
</table>

^aTreatment % is greater than 100% due to multiple selections being allowed.

Table 2. Item descriptive statistics.

<table>
<thead>
<tr>
<th>Item</th>
<th>Minimum score</th>
<th>Maximum score</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. In the past 4 weeks, how much did you worry that your mycosis fungoides or Sézary syndrome may get worse?</td>
<td>1</td>
<td>5</td>
<td>2.74 (1.26)</td>
</tr>
<tr>
<td>2. In the past 4 weeks, how often did you feel hopeless because of having mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>2.01 (1.13)</td>
</tr>
<tr>
<td>3. In the past 4 weeks, how frustrated were you by the unpredictability of mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>2.67 (1.36)</td>
</tr>
<tr>
<td>4. In the past 4 weeks, how often did you feel depressed or sad because of mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>2.15 (1.03)</td>
</tr>
<tr>
<td>5. In the past 4 weeks, how confident did you feel about managing your mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>2.94 (1.11)</td>
</tr>
<tr>
<td>6. In the past 4 weeks, to what extent were you able to cope with the daily demands (symptom impact and management, treatment, side effects, appointments, etc) of mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>3.47 (1.27)</td>
</tr>
<tr>
<td>7. In the past 4 weeks, how severe were your mycosis fungoides or Sézary syndrome symptoms?</td>
<td>1</td>
<td>5</td>
<td>1.95 (1.05)</td>
</tr>
<tr>
<td>8. In the past 4 weeks, how burdensome was your mycosis fungoides or Sézary syndrome treatment?</td>
<td>1</td>
<td>5</td>
<td>2.20 (1.02)</td>
</tr>
<tr>
<td>9. In the past 4 weeks, how much did your mycosis fungoides or Sézary syndrome limit your daily activities (work inside and outside of the house, self-care such as cooking, cleaning, getting dressed, etc)?</td>
<td>1</td>
<td>5</td>
<td>1.79 (1.25)</td>
</tr>
<tr>
<td>10. In the past 4 weeks, how much did mycosis fungoides or Sézary syndrome limit your ability to wear clothes you wanted to?</td>
<td>1</td>
<td>5</td>
<td>2.28 (1.49)</td>
</tr>
<tr>
<td>11. In the past 4 weeks, how often did mycosis fungoides or Sézary syndrome (the condition or associated treatment) leave you too tired to work or do daily activities?</td>
<td>1</td>
<td>5</td>
<td>2.11 (1.20)</td>
</tr>
<tr>
<td>12. In the past 4 weeks, how much did mycosis fungoides or Sézary syndrome negatively affect your relationships with others close to you?</td>
<td>1</td>
<td>5</td>
<td>1.73 (1.10)</td>
</tr>
<tr>
<td>13. In the past 4 weeks, how often did you feel that others do not understand what you are going through with mycosis fungoides or Sézary syndrome?</td>
<td>1</td>
<td>5</td>
<td>2.67 (1.33)</td>
</tr>
<tr>
<td>14. In the past 4 weeks, to what extent did mycosis fungoides or Sézary syndrome make you feel uncomfortable being around people other than close family and friends?</td>
<td>1</td>
<td>5</td>
<td>1.94 (1.20)</td>
</tr>
</tbody>
</table>

Identifying the Optimal Item Response Theory Measurement Model

Determining the optimal IRT model to calibrate the items was an iterative process based on empirical evidence and substantive rationale [11,12]. Since items were grouped into 2 rating scales, frequency and intensity, the Andrich-Grouped Rating Scale Model (G-RSM [12]) and Rating Scale Model (RSM [13]) were considered. Of note, the Partial Credit Model and Generalized Partial Credit Model were not considered as these models would likely produce unstable estimates due to the number of parameters to be estimated relative to the sample size.

To determine whether the rating scales for the intensity items and frequency items could be grouped, respectively, a partial credit model was used, and item characteristic curves (ICCs) were generated. These ICCs were similar within the groups (frequency and intensity). Next, a global chi-square test was performed to test whether the G-RSM significantly improved the fit above and beyond the RSM. Results revealed that the
G-RSM significantly improved model fit over the RSM ($\chi^2=8.7; P=.03$).

**Item Fit**
Item fit was evaluated by examining item mean square infit and outfit statistics. There were 2 items that evidenced infit and outfit statistics above the commonly accepted cut-off of 1.33 [14] and were iteratively removed. Of note, these items still provide useful information about the patient experience and can be used in conjunction with the MF/SS-CTCL QoL global rating (see Multimedia Appendix 1). The remaining items evidenced adequate fit statistics and were retained for further analyses.

**Unidimensionality**
The assumption of unidimensionality was evaluated via an unrotated principal components analysis on the probability scale residuals in Winsteps [15]. Although the eigenvalue suggested the possible presence of a second dimension (eigenvalue=2.2), evaluation of item content and amount of variance explained by the Rasch measurement model (62.5%) provided support that the 12 items were measuring a unidimensional construct.

**Evaluation of Rating Scale Performance**
Andrich thresholds were examined to further ensure that the rating scales for the set of intensity items and the set of frequency items were performing as expected. Thresholds were ordered, indicating that a higher interference in QoL is required to endorse a higher frequency or intensity response category (Figures 1 and 2). Figure 1 depicts the relationship between interference with QoL and response option selection for the frequency items, whereby the different color curves represent the probability of selecting one of the response options. Specifically, “never,” “rarely,” “sometimes,” “often,” and “always” are represented by the red, blue, purple, gray, and green curves, respectively. This figure shows that a higher interference in the level of QoL is required to endorse a higher frequency.

Figure 2 depicts the relationship between interference with QoL and response option selection for the intensity items, whereby the different color curves represent the probability of selecting one of the response options. Specifically, “not at all,” “a little bit,” “somewhat,” “quite a bit,” and “very much” are represented by the red, blue, purple, gray, and green curves, respectively. This figure shows that a higher interference in the level of QoL is required to endorse a higher intensity.

Figure 1. Category response curves for the frequency items.
Figure 2. Category response curves for the intensity items.

Reliability
Person reliability for the 12-item scale was 0.87, suggesting that the MF/SS-CTCL QoL is able to discriminate between individuals with low and high levels of interference in their QoL. Item reliability was 0.97, which suggests that the sample was large enough to locate items on QoL. Test-retest reliability ($r=0.89$; $P<.001$), calculated through a Pearson correlation between MF/SS-CTCL QoL scores at time 1 and time 2 (5 days later) revealed good to excellent stability.

Test Information
A test information curve was generated to evaluate the measurement precision of the MF/SS-CTCL QoL at various levels of the latent trait (QoL). The test information curve (Figure 3) provides evidence that the amount of interference with QoL was precisely estimated and that the MF/SS-CTCL QoL is best at differentiating people who have trait levels within about 2 SDs of the mean. Figure 3 depicts the amount of information (or precision of measurement) that is provided by the MF/SS-CTCL QoL measure across the latent construct of interference with QoL.
Figure 3. Test information curve.

Person-to-Item Map

Due to the unique properties of the Rasch model, it is possible to place both persons and items on the same interval-level scale or “ruler,” depicted using a person-to-item map (Figure 4). This map can be interpreted as a vertical ruler, with persons (depicted on the left) and items (depicted on the right) ordered in relation to their difficulty or trait level using a scale (logits) with a mean of 0 and SD of 1. For example, on the MF/SS-CTCL QoL, “In the past 4 weeks, how confident did you feel about managing your mycosis fungoides or Sézary syndrome?” and “In the past 4 weeks, how much did you worry that your mycosis fungoides or Sézary syndrome may get worse?” were found to be easier (ie, require less impairment in QoL) to endorse. On the other hand, items near the top of the person-to-item map require a higher impairment in QoL to endorse (eg, “In the past 4 weeks, how much did mycosis fungoides or Sézary syndrome negatively affect your relationships with others close to you?” and “In the past 4 weeks, how much did your mycosis fungoides or Sézary syndrome limit your daily activities, ie, work inside and outside of the house, self-care such as cooking, cleaning, getting dressed, etc?”). This map is presented in Figure 4. Overall, examination of the map suggests adequate coverage of items across much of the latent trait. However, visual inspection of the map suggests limited person-to-item targeting at lower levels of interference with quality of life.
Convergent and Discriminant Validity

To evaluate convergent and discriminant validity, a correlation matrix of the MF/SS-CTCL QoL, the Skindex-29, and syndrome stage was constructed. It was hypothesized that the MF/SS-CTCL QoL would be significantly more positively correlated with the Skindex-29, another QoL measure (convergent validity), than with syndrome stage (discriminant validity). The correlation between the MF/SS-CTCL QoL and the Skindex-29 ($r = 0.852; P < .001$) was significantly greater than that between the MF/SS-CTCL QoL and syndrome stage ($r = 0.260; P < .001$), providing support for convergent and discriminant validity.

Differential Item Function

DIF generally occurs when participants with an equal amount of the latent trait (interference in QoL) respond differently to an item [11]. DIF was assessed by gender, age, and race (white or nonwhite). DIF was considered notable if the DIF contrast estimate was $>1.0$ logit and significant at alpha=.05. Results revealed that the items did not have DIF at high enough levels to be considered problematic.

Scoring the Mycosis Fungoides/Sézary Syndrome Cutaneous T-Cell Lymphoma Quality of Life

A total raw MF/SS-CTCL QoL score is calculated by adding up the patient’s total score from the 12 MF/SS-CTCL QoL items. Table 3 provides scaled scores (mean 100, SD 15) that correspond to the MF/SS-CTCL QoL total score. Although total raw scores of 10 or 11 are possible due to 2 items with the response choice “Does not apply (I don’t have symptoms right now),” these scores should not be interpreted differently from a score of 12. For scoring purposes, “Does not apply (I don’t have symptoms right now)” is scored as a 0. Furthermore, in order to score the MF/SS-CTCL QoL, each of the 12 items must be completed.
Table 3. Raw to scaled score conversion table.

<table>
<thead>
<tr>
<th>Raw MF/SS-CTCL QoL&lt;sup&gt;a&lt;/sup&gt; score</th>
<th>Scaled score&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤12&lt;sup&gt;c&lt;/sup&gt;</td>
<td>62</td>
</tr>
<tr>
<td>13</td>
<td>74</td>
</tr>
<tr>
<td>14</td>
<td>80</td>
</tr>
<tr>
<td>15</td>
<td>84</td>
</tr>
<tr>
<td>16</td>
<td>87</td>
</tr>
<tr>
<td>17</td>
<td>89</td>
</tr>
<tr>
<td>18</td>
<td>91</td>
</tr>
<tr>
<td>19</td>
<td>93</td>
</tr>
<tr>
<td>20</td>
<td>94</td>
</tr>
<tr>
<td>21</td>
<td>96</td>
</tr>
<tr>
<td>22</td>
<td>97</td>
</tr>
<tr>
<td>23</td>
<td>98</td>
</tr>
<tr>
<td>24</td>
<td>100</td>
</tr>
<tr>
<td>25</td>
<td>101</td>
</tr>
<tr>
<td>26</td>
<td>102</td>
</tr>
<tr>
<td>27</td>
<td>103</td>
</tr>
<tr>
<td>28</td>
<td>104</td>
</tr>
<tr>
<td>29</td>
<td>105</td>
</tr>
<tr>
<td>30</td>
<td>106</td>
</tr>
<tr>
<td>31</td>
<td>107</td>
</tr>
<tr>
<td>32</td>
<td>108</td>
</tr>
<tr>
<td>33</td>
<td>109</td>
</tr>
<tr>
<td>34</td>
<td>110</td>
</tr>
<tr>
<td>35</td>
<td>111</td>
</tr>
<tr>
<td>36</td>
<td>112</td>
</tr>
<tr>
<td>37</td>
<td>113</td>
</tr>
<tr>
<td>38</td>
<td>114</td>
</tr>
<tr>
<td>39</td>
<td>115</td>
</tr>
<tr>
<td>40</td>
<td>116</td>
</tr>
<tr>
<td>41</td>
<td>117</td>
</tr>
<tr>
<td>42</td>
<td>118</td>
</tr>
<tr>
<td>43</td>
<td>119</td>
</tr>
<tr>
<td>44</td>
<td>120</td>
</tr>
<tr>
<td>45</td>
<td>121</td>
</tr>
<tr>
<td>46</td>
<td>122</td>
</tr>
<tr>
<td>47</td>
<td>123</td>
</tr>
<tr>
<td>48</td>
<td>124</td>
</tr>
<tr>
<td>49</td>
<td>125</td>
</tr>
<tr>
<td>50</td>
<td>126</td>
</tr>
<tr>
<td>51</td>
<td>128</td>
</tr>
<tr>
<td>52</td>
<td>131</td>
</tr>
</tbody>
</table>
Mycosis Fungoides/Sézary Syndrome Cutaneous T-Cell Lymphoma Quality of Life Interpretation

The qualitative description of scaled scores, provided in Table 4, was based on evaluating the distribution of scaled scores relative to the response categories. For example, individuals with scaled scores that corresponded with an average rating of 1 (not at all or never) across the items were described as having no to low interference, individuals with scaled scores that corresponded with an average rating of 2 (a little or rarely) were described as having mild interference, and individuals with scaled scores that corresponded with an average rating of 3 (somewhat or sometimes) across the items were described as having moderate interference (Table 4).

Discussion

Principal Findings

This research utilized a multistage instrument development process that incorporated both qualitative and quantitative components, including (1) development of a conceptual model through literature review and input from KOLs; (2) refinement of the conceptual model and generation of preliminary items through concept elicitation with patients; (3) item revisions based on feedback from patients during cognitive debriefing; and (4) empirical testing to evaluate psychometric functioning and finalize the MS/SS-CTCL QoL. The results provide strong support for reliability and validity of the MS/SS-CTCL QoL. Specifically, results indicate that the rating scale was functioning as expected, and the 12-item MS/SS-CTCL QoL exhibited adequate person reliability, excellent test-retest reliability, high levels of measurement precision, good person-to-item targeting, and evidence of convergent and discriminant validity. Items did not evidence significant bias based on gender, age, or race.

This study used state-of-the-art modern test theory approaches, which are considered the “gold standard” in test construction methodology as they rely on stronger measurement assumptions and produce more reliable results than classical approaches [11,16]. Further, Rasch modeling allows for new items to be incorporated into the instrument without having to establish the validity of the entire bank. This advantage may be particularly important as treatments improve and disease management changes over time.

Limitations

The sample of patients with MF who participated in this validation study was largely of those with stage I disease. Incorporating a greater number of patients who represent the more advanced stages in the item generation process may have resulted in different item content. Consequently, gathering feedback from patients with more advanced stages will likely be a critical part of future instrument refinement.

All data collected from patients during this study relied exclusively on patient report, and patient diagnosis and stage could not be verified by a licensed medical professional. Additionally, patients were recruited from the internet, potentially excluding patients who do not have internet access or those whose health or functioning may interfere with their ability to use the internet. Similarly, many of the participants for this research were recruited through PatientsLikeMe, potentially limiting the generalizability of findings. For example, members of the PatientsLikeMe Web-based community may be more conscious, engaged in their health, and comfortable...
sharing health information than the general population [17]. Therefore, future research may evaluate whether the items function differently among patients recruited through different sources, such as hospitals or university clinics.

Despite the partnership from the Cutaneous Lymphoma Foundation to assist with recruitment of patients with this rare disease, obtaining sample sizes adequate for each phase of measure development was challenging, and the same patients participated in several stages of the development process. Additional studies should be performed to replicate these findings. Future research might also evaluate this instrument’s ability to detect change over time as a patient’s stage, treatment, or health status changes.

Finally, evaluation of person-to-item targeting suggested that this scale may be limited in its ability to differentiate persons who may be experiencing little to no interference with QoL. However, from a clinical perspective, this is likely not problematic. That is, clinicians may be less concerned with precisely measuring interference with QoL and differentiating between patients who are very low on interference with QoL than with precisely measuring and tracking interference with QoL in patients who are experiencing some level of interference.

Conclusions

The MF/SS-CTCL QoL is the first MF/SS-specific instrument to capture the impact of MF/SS-CTCL on patients’ health-related QoL. Incorporating the patient perspective throughout the development process likely increased the relevancy of MF/SS-CTCL QoL content for this patient population. The MF/SS-CTCL QoL was developed in partnership with the Cutaneous Lymphoma Foundation with the intention of improving care for MF/SS-CTCL patients. Therefore, the MF/SS-CTCL QoL is free for clinicians, patients, and researchers and can be downloaded free of charge from the ORE.
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Abstract

Background: The most frequent malignant disease in women is breast cancer. In the metastatic setting, quality of life is the primary therapeutic goal, and systematic treatment has only a limited effect on survival rates; therefore, the concept of the health-related quality of life (HRQoL) and measurement of patient-reported outcomes (PROs) are gaining more and more importance in the therapy setting of diseases such as breast cancer. One of the frequently used questionnaires for measuring the HRQoL in patients with breast cancer is the Functional Assessment of Cancer Therapy-Breast (FACT-B). Currently, paper-based surveys still predominate, as only a few reliable and validated electronic-based questionnaires are available. ePRO tools for the FACT-B questionnaire with proven reliability are missing so far.

Objective: The aim of this study was to analyze the reliability of tablet-based measurement of FACT-B in the German language in adjuvant (curative) and metastatic breast cancer patients.

Methods: Paper- and tablet-based questionnaires were completed by a total of 106 female adjuvant and metastatic breast cancer patients. All patients were required to complete the electronically based (ePRO) and paper-based version of the FACT-B. A frequency analysis was performed to determine descriptive sociodemographic characteristics. Both dimensions of reliability (parallel forms reliability using Wilcoxon test and test of internal consistency using Spearman ρ) and agreement rates for single items, Kendall tau for each subscale, and total score were analyzed.

Results: High correlations were shown for both dimensions of reliability (parallel forms reliability and internal consistency) in the patients’ response behavior between paper-based and electronically based questionnaires. Regarding the reliability test of
parallel forms, no significant differences were found in 35 of 37 single items, while significant correlations in the test for consistency were found in all 37 single items, in all 5 sum individual item subscale scores, as well as in total FACT-B score.

**Conclusions:** The ePRO version of the FACT-B questionnaire is reliable for patients with breast cancer in both adjuvant and metastatic settings, showing highly significant correlations with the paper-based version in almost all questions all subscales and the total score.

(J Med Internet Res 2019;21(1):e10004) doi:10.2196/10004
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breast cancer; ePRO measurement; FACT-B; HRQoL; patient-reported outcomes; reliability of ePRO

**Introduction**

**Breast Cancer: Epidemiological Relevance**

The most frequent malignant disease in women is breast cancer; indeed, about 70,000 new cases of breast cancer are diagnosed in Germany every year. Therapeutic options have been improved, resulting in an overall 5-year survival rate of patients with early-stage disease of >90% [1-3]. In contrast, the prognosis of metastatic breast cancer is significantly poorer, since palliative treatment often remains the only option due to the low probability of cure in patients with metastatic disease [4,5].

**Patient-Reported Outcomes and Health-Related Quality of Life in Patients With Breast Cancer**

Since systematic palliative treatment has only a limited effect on survival rates, the concept of the health-related quality of life (HRQoL) and measurement of patient-reported outcomes (PROs) are gaining more and more importance in the therapy setting of progressive diseases, such as breast cancer, especially in the adjuvant or metastatic setting [6-10]. Patients with cancer often suffer from symptoms and adverse events during their treatment, which are sometimes underestimated in clinical routine [11-13]. Although clinicians’ perception of symptoms can predict unfavorable clinical events more precisely, patients’ reports can reflect the daily health status more adequately [14]. PROs comprise various aspects of the subjectively perceived state of health from the patients’ point of view such as HRQoL, satisfaction with care, and drug adherence [9,15,16]. With regard to the therapy setting, monitoring HRQoL and the occurrence of symptoms appears to be of particular relevance, primarily during therapy, but also as a long-term follow-up for improving and supporting patients’ well-being [17-20]. The importance of measuring PRO in patients with breast cancer is also stated in the German S3-guideline [21]. As (metastatic) breast cancer often remains an incurable disease with only palliative treatment options, monitoring the HRQoL is highly relevant in these patients [4,22,23]. Different questionnaires highlight different aspects of symptoms and HRQoL [24]. One of the frequently used questionnaires for measuring the HRQoL in patients with breast cancer is the Functional Assessment of Cancer Therapy-Breast (FACT-B), a validated, multidimensional questionnaire with 37 items that build 5 dimensions (subscales) when using a 5-point Likert scale [25-27].

**Electronic Measurement of Patient-Reported Outcomes**

Collecting and analyzing pencil and paper-based data are difficult tasks without possibilities for direct response or interaction [15]; therefore, the electronic-based measurement of PRO (ePRO) is gaining more and more importance. There are several advantages of ePRO such as rapid access to data, a probable avoidance of errors during data entry, fewer missing data in comparison with paper-based surveys, the capacity to trigger alerts or notifications for answers to special circumstances, and an improvement in patients’ willingness to report sensitive information [23,28]. Although paper-based surveys of PRO still predominate because there are only a few reliable and validated ePRO questionnaires, numerous projects have evaluated the feasibility and acceptance of HRQoL in the ePRO measurement in the last few years [29-34]. Nevertheless, knowledge regarding patients’ acceptance, feasibility, and barriers remains limited [35], especially because hurdles might exist in relation to health status, technical skills, and socioeconomic aspects, which could influence both patients’ willingness to use ePRO and their response behavior [10,36,37]. Although studies have already demonstrated a potential equivalence between some paper-based PRO and ePRO, the reliability of ePRO questionnaires should be verified so as not to endanger the validity of ePRO surveys [10,36-40]. Indeed, ePRO tools for the FACT-B questionnaire with proven reliability are missing so far.

**Aims and Objectives**

The aim of the study was to analyze the reliability of a tablet-based ePRO app for FACT-B in German for measuring the HRQoL in adjuvant and metastatic breast cancer patients in comparison with the validated paper-based version of FACT-B. It was planned to determine whether differences exist in response behavior between the validated paper-based PRO version of FACT-B and a new ePRO version, whether the answers between paper-based and ePRO questionnaire differ in a relevant way, and whether the patients’ response behavior is influenced by the mode of answering (paper- or tablet-based). In order to achieve these aims, patients were asked to complete both the paper- and tablet-based version of the FACT-B questionnaire.

**Methods**

**Sample and Study Design**

From July 2015 to May 2016, paper-based and tablet-based PRO questionnaires were completed by a total of 106 female adjuvant and metastatic breast cancer patients treated consecutively at the Department of Women’s Health (Tübingen, Germany) and the National Cancer Center (Heidelberg, Germany). Patients were recruited as a part of the electronic surveys of PRO still predominate because there are only a few reliable and validated ePRO questionnaires, numerous projects have evaluated the feasibility and acceptance of HRQoL in the ePRO measurement in the last few years [29-34]. Nevertheless, knowledge regarding patients’ acceptance, feasibility, and barriers remains limited [35], especially because hurdles might exist in relation to health status, technical skills, and socioeconomic aspects, which could influence both patients’ willingness to use ePRO and their response behavior [10,36,37]. Although studies have already demonstrated a potential equivalence between some paper-based PRO and ePRO, the reliability of ePRO questionnaires should be verified so as not to endanger the validity of ePRO surveys [10,36-40]. Indeed, ePRO tools for the FACT-B questionnaire with proven reliability are missing so far.

**Aims and Objectives**

The aim of the study was to analyze the reliability of a tablet-based ePRO app for FACT-B in German for measuring the HRQoL in adjuvant and metastatic breast cancer patients in comparison with the validated paper-based version of FACT-B. It was planned to determine whether differences exist in response behavior between the validated paper-based PRO version of FACT-B and a new ePRO version, whether the answers between paper-based and ePRO questionnaire differ in a relevant way, and whether the patients’ response behavior is influenced by the mode of answering (paper- or tablet-based). In order to achieve these aims, patients were asked to complete both the paper- and tablet-based version of the FACT-B questionnaire.

**Methods**

**Sample and Study Design**

From July 2015 to May 2016, paper-based and tablet-based PRO questionnaires were completed by a total of 106 female adjuvant and metastatic breast cancer patients treated consecutively at the Department of Women’s Health (Tübingen, Germany) and the National Cancer Center (Heidelberg, Germany). Patients were recruited as a part of the electronic
Patient-Reported Outcomes and Compliance Analysis (ePROCOM) and Patient Engagement Pilotstudie Mammakarzinom-individualisierte und Ressourcen-effiziente Patient Reported Outcomes Erfassung durch Digitale Therapieunterstützungssysteme (PEPPER) studies. The aims of ePROCOM were to evaluate the general patient acceptance and practicability of a Web-based app for a PRO questionnaire for patients with adjuvant or metastatic breast cancer. Patients were asked to participate to compare their response behavior in paper-based and Web-based questionnaires and analyze the reliability of the ePRO versions of the questionnaires European Organisation for Research and Treatment of Cancer (EORTC) quality of life questionnaire (QLQ-C30, as published previously [40], and FACT-B (reported in this paper). The PEPPER study intends to evaluate the impact of Web-based and paper-based PRO for health care services by patients from the Prospective Academic Translational Research Network for the Optimization of the Oncological Health Care Quality in the Adjuvant and Advanced/Metastatic Setting: Health Care Research, Pharmacogenomics, Biomarkers, Health Economics study. The methods are described in detail in the EORTC paper [40]. The inclusion criteria of the ePROCOM and PEPPER studies were female gender, full legal age, the proven diagnosis of breast cancer in adjuvant or metastatic setting, sufficient language skills in German, and signed declaration of consent. The exclusion criterion was participation in other studies to minimize the burden of questionnaires. Patients were asked to complete the questionnaire during an outpatient visit at the hospital under the supervision of an attending physician. The study was designed as a 2-center (Tübingen and Heidelberg), 2-armed, prospective randomized trial. All patients were required to complete both the electronically based (ePRO) and paper-based version of the FACT-B HRQoL questionnaire. Patients in arm A were assigned to start with the tablet version followed by the paper version in the same session. Patients in arm B filled out the paper-based version followed by the tablet-based questionnaire. The randomization procedure was based on permuted-block randomization, which strives to generate equally large treatment groups [41,42]. The postexposure acceptance for using the ePRO tool was high (92%) as patients were asked whether they could potentially imagine using tablet-based tools before using ePRO [37]. Patients were informed about the aims of this study and were asked for their consent ex ante. The study was approved by the Ethics Committee at the University of Tübingen (project number 089/2015B02) [40].

Procedure

The data collection was performed in 4 parts. The first part focused on patients socioeconomic variables. The second part comprised the FACT-B questionnaire, consisting of 37 questions with responses required on a 5-point Likert scale (from 0, not at all through 4, very much) that constitute 5 dimensions [25-27,43]. The response options labels (not at all through very much; Figure 1) were the same in both the standard German paper-based and the tablet-based versions. While in the third part of the assessment, patients were asked about preexisting technical skills, their willingness to use ePRO, and potential barriers in relation to their health status [37], the fourth part concerned with the patients’ evaluation of the ePRO tool (manuscript in preparation). All patients completed the second part of the assessment both on paper and using a tablet, while they answered the questions in the other parts only in paper-based form. In this study, we report the results of the second part of the assessment (reliability analysis of the ePRO tool of FACT-B) [40].

Specifics of the Electronic Patient-Reported Outcomes Tool

For measuring ePRO, we used the “Patient-informiert-interaktiv-Arzt (PiIA),” that is “patient interactively informs doctor” Web-based app, which allows patients to answer the relevant questions on a tablet. The PiIA portal is a Web-based solution for capturing PROs, which our working group has developed. Patients receive anonymized user credentials and are asked to complete the FACT-B questionnaire. Figure 1 shows the user interface of the first set of questions of the German FACT-B. After completing the questionnaires, patients log out and their pseudoanonymized data are backed up on a local storage device and securely locked [40].

Statistical Analyses

All statistical analyses were conducted using SPSS Statistics (IBM, version 24). First, a frequency analysis was performed to determine the descriptive sociodemographic characteristics of patients. After that, we analyzed both dimensions of reliability (parallel forms reliability and test of internal consistency) and examined the disparity of responses and the rate of consistency between paper- and tablet-based responses. Both types of reliability were calculated for the 37 single items as well as for scores of the 5 dimensions, including the subscales for Physical Well-Being (PWB), Social/Family Well-Being (SWB), Emotional Well-Being (EWB), Functional Well-Being (FWB), and Breast Cancer Subscale (BCS), and the FACT-B total score in accordance with the FACT-B guidelines [25-27]. According to the Shapirowilks test, the paired samples were not normally distributed; therefore, we used the Wilcoxon test to identify possible statistically significant differences in the test of parallel forms reliability both between the single items and the scores. Initially, the mean values of the paper- and tablet-based measures were calculated according to the official FACT-B guidelines [25-27]. Second, the consistency analyses were performed by calculation of Spearman rank correlation coefficient (Spearman ρ) and agreement rates for every FACT-B item along with rank correlation (Kendall tau) for each scale. Prior to that, we performed chi-square tests and Shapiro-Wilks test comparing metastatic and adjuvant breast cancer patients to identify possible statistically significant differences in relation to HRQoL. In all analyses, $P<.05$ (2-tailed) was considered indicative of statistically significant differences (alpha=.05).
As such an analysis is considered an explorative study, all reported \( P \) values can be taken as purely descriptive. Missing values (which arose when patients did not answer individual questions) were appropriately taken into account in the calculation of the scores that were ignored in the statistical calculation [40]. Both figures (boxplot and correlation diagram) were generated in SPSS 24.

Results

Patient Enrollment

Overall, 106 eligible female patients with breast cancer were recruited who completed questions from FACT-B both in a paper-based format and electronically using a tablet. Originally, 153 patients were assessed for eligibility, of which 47 were excluded during recruiting, allocation, and data analysis, as shown in the Consolidated Standards of Reporting Trials flow diagram (Figure 2).

In all, 53 patients were assigned to tablet-based filling followed by paper-based filling in the same session (arm A), while the same number of patients completed the paper-based version followed by the tablet-based questionnaire (arm B). Both the paper- and tablet-based questionnaires were completed by patients consecutively during the same ambulance visit. Patients who had not completed more than half of the FACT-B questions in either paper- or tablet-based format were excluded (arm A, 1 patient; arm B, 2 patients). We did not find any significant differences between the 2 arms in the response behavior, sociodemographic status, or therapy setting; therefore, the 2 arms were considered together. Beforehand, all single items of the 2 arms were compared. Ten patients (arm A) and 16 patients (arm B), respectively, produced missing data in some questions (more often in the tablet-based questionnaire) [40].

Figure 1. Screenshot of the Patient-informiert-interaktiv-Arzt app’s FACT-B (Functional Assessment of Cancer Therapy-Breast) questionnaire for the dimension “physical well-being” (German). Source: Authors work, licensed under fair use.
Sociodemographic Variables

Tables 1 and 2 shows the sociodemographic characteristics of the study group, with 71.6 (76/106) of patients in adjuvant therapy and 28.3% (30/106) in a metastatic situation. We did not find any marked intergroup differences between metastatic and adjuvant breast cancer patients in either ePRO or paper-based PRO. Although adjuvant and metastatic patients differed in age and HRQoL, as metastatic patients were older and reported a poorer HRQoL, we found no differences in the ePRO response behavior between the 2 groups. In addition, there were no differences in the reliability in any of the single items and scales between metastatic and adjuvant patients; hence, the complete patient collective was considered together. The mean age of the whole collective was 51.0 years; nearly one-third of the patients had a higher level of education (high school diploma) [40].

Table 1. Sociodemographic characteristics of the patients (n=106).

<table>
<thead>
<tr>
<th>Sociodemographic variables</th>
<th>Descriptive analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51 (11.3)</td>
</tr>
<tr>
<td>Median (range, minimum-maximum)</td>
<td>52 (54, 30-84)</td>
</tr>
<tr>
<td>Level of education&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3</td>
</tr>
<tr>
<td>Interquartile range (25%-75% quantiles)</td>
<td>2 (3-5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Level of education: 1=lowest; 5=highest.
Table 2. Education level and therapy setting of the patients (n=106).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency, n (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No qualification</td>
<td>1 (0.9)</td>
<td>0-6</td>
</tr>
<tr>
<td>Main or secondary school graduation</td>
<td>43 (40.5)</td>
<td>32-50</td>
</tr>
<tr>
<td>Advanced technical graduation</td>
<td>19 (17.9)</td>
<td>10-26</td>
</tr>
<tr>
<td>High school diploma(^a)</td>
<td>33 (31.1)</td>
<td>22-40</td>
</tr>
<tr>
<td>Not specified</td>
<td>10 (9.4)</td>
<td>2-15</td>
</tr>
<tr>
<td><strong>Therapy setting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metastatic</td>
<td>30 (28.3)</td>
<td>19-35</td>
</tr>
<tr>
<td>Adjuvant setting</td>
<td>76 (71.6)</td>
<td>61-83</td>
</tr>
</tbody>
</table>

\(^a\)High school diploma indicates “Abitur.”

Parallel Forms Reliability

Table 3 presents the results of the Wilcoxon test for analyzing parallel forms reliability in the single items of FACT-B. The ePRO tool seems to demonstrate acceptable parallel forms reliability as only 2 significant differences (out of 37 in total) could be found in the single-item comparison. A weak statistically significant difference could only be identified in questions GP 4 (I have pain) and GS 2 (I get emotional support from my family). The pain reports were slightly higher in the ePRO questionnaire ($P=.012$), while emotional support was evaluated somewhat higher in paper-based PRO ($P=.036$). The differences were only slight, though, as the medians of the 2 items could not be distinguished from each other. In 35 of 37 questions in the FACT-B, no statistically significant differences were observed between patients’ answers in the paper-based questionnaire and ePRO.

In addition, slight differences were noted between paper-based PRO and ePRO in the individual item scores of the 5 dimensions and the total FACT-B score (Table 4). The differences were significant in 2 dimensions (EWB and BCS) but not in the total scores because the scores included several questions (PWB, SWB, and FWB: 7 questions; EWB: 6 questions; BCS: 10 questions), whereby differences in patients’ responses to single questions could be multiplied in the scores and missing values caused fluctuations between the paper- and tablet-based PRO. The statistical differences in 2 scores, therefore, appear to be of methodological origin rather than attributable to differences in the response behavior. As only 5 response options (0-4) are available for each question in the FACT-B questionnaire, the ranking procedure often results in a large number of ties in the Wilcoxon test, which produces larger $P$ values.

The total score is slightly higher in ePRO (mean difference: 1.73; median difference: 0.63), but without statistically significant differences. Figure 3 shows the distribution of the paper-based and ePRO total score for FACT-B in a boxplot. It is obvious that the whisker but not the interquartile range is broader in the paper-based version.
<table>
<thead>
<tr>
<th>Single items</th>
<th>Paper-based patient-reported outcomes</th>
<th>Electronic patient-reported outcomes</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (Interquartile range)</td>
<td></td>
</tr>
<tr>
<td><strong>Physical Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1</td>
<td>1.68 (1.22)</td>
<td>2 (2)</td>
<td>.22</td>
</tr>
<tr>
<td>GP2</td>
<td>0.54 (0.86)</td>
<td>0 (1)</td>
<td>.26</td>
</tr>
<tr>
<td>GP3</td>
<td>1.34 (1.21)</td>
<td>1 (2)</td>
<td>.72</td>
</tr>
<tr>
<td>GP4</td>
<td>0.98 (1.01)</td>
<td>1 (1.25)</td>
<td>.01 a</td>
</tr>
<tr>
<td>GP5</td>
<td>1.50 (1.17)</td>
<td>1 (1)</td>
<td>.08</td>
</tr>
<tr>
<td>GP6</td>
<td>1.22 (1.12)</td>
<td>1 (2)</td>
<td>.24</td>
</tr>
<tr>
<td>GP7</td>
<td>0.77 (1.09)</td>
<td>0 (1)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td><strong>Social/Family Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS1</td>
<td>3.20 (0.94)</td>
<td>3 (1)</td>
<td>.82</td>
</tr>
<tr>
<td>GS2</td>
<td>3.61 (0.73)</td>
<td>4 (1)</td>
<td>.04 a</td>
</tr>
<tr>
<td>GS3</td>
<td>3.18 (1.09)</td>
<td>4 (1)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>GS4</td>
<td>3.33 (0.75)</td>
<td>3 (1)</td>
<td>.39</td>
</tr>
<tr>
<td>GS5</td>
<td>3.37 (0.82)</td>
<td>4 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>GS6</td>
<td>3.65 (0.77)</td>
<td>4 (0)</td>
<td>.83</td>
</tr>
<tr>
<td>GS7</td>
<td>1.98 (1.66)</td>
<td>2 (2.5)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Emotional Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE1</td>
<td>1.32 (1.09)</td>
<td>1 (1)</td>
<td>.40</td>
</tr>
<tr>
<td>GE2</td>
<td>2.68 (1.16)</td>
<td>3 (2)</td>
<td>.05</td>
</tr>
<tr>
<td>GE3</td>
<td>0.60 (1.17)</td>
<td>0 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>GE4</td>
<td>1.19 (1.03)</td>
<td>1 (2)</td>
<td>.83</td>
</tr>
<tr>
<td>GE5</td>
<td>1.22 (1.14)</td>
<td>1 (2)</td>
<td>.70</td>
</tr>
<tr>
<td>GE6</td>
<td>1.42 (1.26)</td>
<td>1 (1)</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Functional Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1</td>
<td>2.12 (1.22)</td>
<td>1 (1)</td>
<td>.23</td>
</tr>
<tr>
<td>GF2</td>
<td>2.30 (1.20)</td>
<td>2 (2)</td>
<td>.34</td>
</tr>
<tr>
<td>GF3</td>
<td>2.50 (1.10)</td>
<td>3 (1)</td>
<td>.81</td>
</tr>
<tr>
<td>GF4</td>
<td>2.58 (1.04)</td>
<td>3 (1)</td>
<td>.39</td>
</tr>
<tr>
<td>GF5</td>
<td>2.40 (1.18)</td>
<td>3 (1)</td>
<td>.25</td>
</tr>
<tr>
<td>GF6</td>
<td>2.53 (1.15)</td>
<td>3 (1)</td>
<td>.20</td>
</tr>
<tr>
<td>GF7</td>
<td>2.19 (1.15)</td>
<td>2 (1)</td>
<td>.81</td>
</tr>
<tr>
<td><strong>Breast Cancer Subscale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>0.75 (0.93)</td>
<td>0.25 (1)</td>
<td>.49</td>
</tr>
<tr>
<td>B2</td>
<td>0.58 (1.10)</td>
<td>0 (1)</td>
<td>.79</td>
</tr>
<tr>
<td>B3</td>
<td>0.68 (1.03)</td>
<td>0 (1)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>B4</td>
<td>1.73 (1.04)</td>
<td>2 (1)</td>
<td>.81</td>
</tr>
<tr>
<td>B5</td>
<td>1.47 (1.41)</td>
<td>1 (2)</td>
<td>.49</td>
</tr>
<tr>
<td>B6</td>
<td>1.88 (1.41)</td>
<td>2 (2)</td>
<td>.06</td>
</tr>
<tr>
<td>B7</td>
<td>2.02 (1.38)</td>
<td>2 (2)</td>
<td>.33</td>
</tr>
<tr>
<td>B8</td>
<td>1.23 (1.34)</td>
<td>1 (2)</td>
<td>.11</td>
</tr>
</tbody>
</table>
Table 4. Parallel forms reliability (Wilcoxon test) for scoring values of 5 Functional Assessment of Cancer Therapy-Breast (FACT-B) dimensions (subscales).

<table>
<thead>
<tr>
<th>FACT-B dimensions</th>
<th>FACT-B questions</th>
<th>Paper-based patient-reported outcomes</th>
<th>Electronic patient-reported outcomes</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Well-Being Sum individual item scores</td>
<td>GP1-GP7</td>
<td>Mean (SD) 19.97 (6.11) Median (Interquartile range) 21.0 (9.0)</td>
<td>Mean (SD) 19.89 (5.88) Median (Interquartile range) 20.0 (8.25)</td>
<td>0.05</td>
</tr>
<tr>
<td>Social/Family Well-Being Sum individual item scores</td>
<td>GS1-GS7</td>
<td>Mean (SD) 22.88 (3.93) Median (Interquartile range) 24.0 (5.0)</td>
<td>Mean (SD) 22.34 (4.60) Median (Interquartile range) 23.33 (5.0)</td>
<td>0.25</td>
</tr>
<tr>
<td>Emotional Well-Being Sum individual item scores</td>
<td>GE1-GE6</td>
<td>Mean (SD) 16.89 (4.84) Median (Interquartile range) 18.0 (6.0)</td>
<td>Mean (SD) 17.73 (4.68) Median (Interquartile range) 18.0 (6.0)</td>
<td>0.01b</td>
</tr>
<tr>
<td>Functional Well-Being Sum individual item scores</td>
<td>GF1-GF7</td>
<td>Mean (SD) 16.73 (6.29) Median (Interquartile range) 18.0 (9.0)</td>
<td>Mean (SD) 16.75 (6.10) Median (Interquartile range) 18.0 (9.45)</td>
<td>0.69</td>
</tr>
<tr>
<td>Breast Cancer Subscale Sum individual item scores</td>
<td>B1-B9; P2</td>
<td>Mean (SD) 26.35 (6.28) Median (Interquartile range) 28.0 (9.0)</td>
<td>Mean (SD) 28.56 (7.11) Median (Interquartile range) 30.0 (11.33)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>FACT-B total score</td>
<td></td>
<td>Mean (SD) 102.66 (22.0) Median (Interquartile range) 106.33 (28.81)</td>
<td>Mean (SD) 104.39 (22.47) Median (Interquartile range) 107 (30.31)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

*FACT-B: Functional Assessment of Cancer Therapy-Breast

*bStatistically significant difference.

Figure 3. Distribution of total scores (Boxplot). PRO: patient-reported outcome.
Test of Internal Consistency

Table 5 shows the Spearman $\rho$ correlation values and agreement rates, which were obtained for every question of the FACT-B questionnaire. In 27 questions, a high correlation (> .8) was found between paper-based PRO and ePRO, while the correlation was moderate (> .5) in the other 10 questions. In 20 questions, the correlation levels amounted to > .85. In all 37 correlated questions, agreement rates fluctuated between 65.7% and 91.8%.

Table 6 shows the results of internal consistency testing for the sum individual item subscale scores and the total FACT-B score between paper-based PRO and ePRO. In all functional (sub)scales, the rank correlation was moderate to high as Kendall tau coefficient ranged between .64 and .80 in the sum individual item subscale scores and amounted to .80 in the total FACT-B score. The analysis of internal consistency tests showed the highest correlation in the sum individual item subscale scores EWB and FWB. All results of internal consistency tests were statistically highly significant. For illustrative purposes, Figure 4 represents a strong positive correlation between the ePRO and paper-based total FACT-B scores. Each data point reflects individual scores of patients.
Table 5. Test of internal consistency in single items: results of correlation (Spearman $\rho$) and agreement analyses.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Spearman $\rho$</th>
<th>$P$ value of Spearman $\rho$</th>
<th>Agreement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1</td>
<td>0.869</td>
<td>&lt;.001</td>
<td>72.0</td>
</tr>
<tr>
<td>GP2</td>
<td>0.836</td>
<td>&lt;.001</td>
<td>86.9</td>
</tr>
<tr>
<td>GP3</td>
<td>0.866</td>
<td>&lt;.001</td>
<td>70.1</td>
</tr>
<tr>
<td>GP4</td>
<td>0.836</td>
<td>&lt;.001</td>
<td>75.4</td>
</tr>
<tr>
<td>GP5</td>
<td>0.837</td>
<td>&lt;.001</td>
<td>68.3</td>
</tr>
<tr>
<td>GP6</td>
<td>0.842</td>
<td>&lt;.001</td>
<td>71.5</td>
</tr>
<tr>
<td>GP7</td>
<td>0.889</td>
<td>&lt;.001</td>
<td>86.4</td>
</tr>
<tr>
<td><strong>Social/Family Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GS1</td>
<td>0.782</td>
<td>&lt;.001</td>
<td>77.8</td>
</tr>
<tr>
<td>GS2</td>
<td>0.880</td>
<td>&lt;.001</td>
<td>85.4</td>
</tr>
<tr>
<td>GS3</td>
<td>0.908</td>
<td>&lt;.001</td>
<td>87.8</td>
</tr>
<tr>
<td>GS4</td>
<td>0.782</td>
<td>&lt;.001</td>
<td>76.3</td>
</tr>
<tr>
<td>GS5</td>
<td>0.829</td>
<td>&lt;.001</td>
<td>81.3</td>
</tr>
<tr>
<td>GS6</td>
<td>0.931</td>
<td>&lt;.001</td>
<td>91.8</td>
</tr>
<tr>
<td>GS7</td>
<td>0.747</td>
<td>&lt;.001</td>
<td>77.0</td>
</tr>
<tr>
<td><strong>Emotional Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE1</td>
<td>0.753</td>
<td>&lt;.001</td>
<td>71.0</td>
</tr>
<tr>
<td>GE2</td>
<td>0.525</td>
<td>&lt;.001</td>
<td>66.6</td>
</tr>
<tr>
<td>GE3</td>
<td>0.796</td>
<td>&lt;.001</td>
<td>82.3</td>
</tr>
<tr>
<td>GE4</td>
<td>0.868</td>
<td>&lt;.001</td>
<td>78.0</td>
</tr>
<tr>
<td>GE5</td>
<td>0.931</td>
<td>&lt;.001</td>
<td>85.8</td>
</tr>
<tr>
<td>GE6</td>
<td>0.733</td>
<td>&lt;.001</td>
<td>65.7</td>
</tr>
<tr>
<td><strong>Functional Well-Being</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1</td>
<td>0.881</td>
<td>&lt;.001</td>
<td>74.0</td>
</tr>
<tr>
<td>GF2</td>
<td>0.770</td>
<td>&lt;.001</td>
<td>69.7</td>
</tr>
<tr>
<td>GF3</td>
<td>0.889</td>
<td>&lt;.001</td>
<td>81.0</td>
</tr>
<tr>
<td>GF4</td>
<td>0.821</td>
<td>&lt;.001</td>
<td>71.5</td>
</tr>
<tr>
<td>GF5</td>
<td>0.934</td>
<td>&lt;.001</td>
<td>87.2</td>
</tr>
<tr>
<td>GF6</td>
<td>0.910</td>
<td>&lt;.001</td>
<td>82.4</td>
</tr>
<tr>
<td>GF7</td>
<td>0.897</td>
<td>&lt;.001</td>
<td>75.2</td>
</tr>
<tr>
<td><strong>Breast Cancer Subscale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>0.858</td>
<td>&lt;.001</td>
<td>86.4</td>
</tr>
<tr>
<td>B2</td>
<td>0.925</td>
<td>&lt;.001</td>
<td>87.0</td>
</tr>
<tr>
<td>B3</td>
<td>0.904</td>
<td>&lt;.001</td>
<td>87.9</td>
</tr>
<tr>
<td>B4</td>
<td>0.777</td>
<td>&lt;.001</td>
<td>80.7</td>
</tr>
<tr>
<td>B5</td>
<td>0.900</td>
<td>&lt;.001</td>
<td>80.6</td>
</tr>
<tr>
<td>B6</td>
<td>0.949</td>
<td>&lt;.001</td>
<td>83.6</td>
</tr>
<tr>
<td>B7</td>
<td>0.843</td>
<td>&lt;.001</td>
<td>69.5</td>
</tr>
<tr>
<td>B8</td>
<td>0.945</td>
<td>&lt;.001</td>
<td>86.0</td>
</tr>
<tr>
<td>B9</td>
<td>0.684</td>
<td>&lt;.001</td>
<td>70.1</td>
</tr>
<tr>
<td>P2</td>
<td>0.850</td>
<td>&lt;.001</td>
<td>73.8</td>
</tr>
</tbody>
</table>
Statistically highly significant correlations.

Table 6. Test of internal consistency in the individual subscale item scores and the total score: Kendall tau analysis.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Kendall tau (95% CI)</th>
<th>P value of Kendall taua</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Well-Being Sum individual item scores</td>
<td>0.784 (0.723-0.835)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social/Family Well-Being Sum individual item scores</td>
<td>0.648 (0.545-0.749)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emotional Well-Being Sum individual item scores</td>
<td>0.737 (0.638-0.820)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Functional Well-Being Sum individual item scores</td>
<td>0.797 (0.731-0.858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Breast Cancer Subscale Sum individual item scores</td>
<td>0.638 (0.536-0.724)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total score</td>
<td>0.801 (0.741-0.852)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Statistically significant correlations.

Figure 4. Correlation between electronic patient-reported outcome (ePRO) and paper-based total Functional Assessment of Cancer Therapy-Breast scores.

Discussion

Principal Results

In both dimensions of reliability (parallel forms reliability and internal consistency), we found high correlations when comparing single items in the patients’ response behavior between paper-based PRO and ePRO in the FACT-B questionnaire. In the test of parallel forms reliability, we only found statistically significant differences in all but 2 questions. In the test of consistency, moderate to high correlations were found in all 37 single items and all sum individual item subscale scores. Based on the empirical results, the PiiA tool’s ePRO version of FACT-B seems to be reliable for measuring the HRQoL in patients with metastatic and adjuvant breast cancer. According to these results, we would not expect that future use of the PiiA tool in the same patient group will show marked differences between the paper-based PRO and ePRO version.
of FACT-B or that patients’ response behavior is significantly influenced by the survey tool after transfer to electronically based patient surveys. Therefore, the tool is suitable for determining the HRQoL in patients with metastatic or adjuvant breast cancer.

Comparison With Prior Work

Although ePRO apps are being used increasingly frequently, paper-based surveys of PRO still predominate in clinical research because reliable, electronically validated questionnaires are lacking. One of the most commonly used questionnaires for measuring the HRQoL, especially in patients with breast cancer, is the FACT-B, for which there is a reliable, paper-based format in many languages but no reliable, electronically based version exists in German. Using the electronically based version of FACT-B and other PRO without verifying the reliability could endanger the significance of ePRO surveys. Thus, a corresponding analysis in relation to differences and correlations between the paper-based version of FACT-B and newly developed Web-based tools are of great importance. It can be assumed that many aspects (ie, sociodemographic aspects, technical skills, health condition, and, perhaps, design specifics of the ePRO tool) may influence both patients’ willingness to use the tool and their response behavior, which underlines the need for reliability analyses [10,24,35-37]. However, almost no scientific studies have dealt with the reliability of ePRO questionnaires. Now, our working group has verified the reliability of an ePRO version of the FACT-B questionnaire in this paper, as well as the reliability of a tool for the ePRO measurement of the HRQoL in the EORTC questionnaire [40].

Limitations

Despite positive results, some limitations of the study design and methodological implementation should be mentioned, which could reduce the representativeness of the data. In 2 of 37 questions, we found statistically significant differences by the Wilcoxon test (parallel forms reliability). This can be a random observation based on numerous tests performed. A further explanation could be that patients were less concentrated owing to time pressure. Patients (both in arms A and B) were required to complete both paper-based and ePRO during an outpatient hospital visit. Patients were surveyed while they were receiving chemotherapy and were not permitted to take the questionnaire home to complete it; this also explains increasing missing values, especially in the last quarter of both questionnaire versions; possibly the length of the survey (paper-based and ePRO FACT-B and EORTC QLQ C-30, socioeconomic data, and evaluation of the tool) was too extensive for some patients. Possibly, the burden of disease and the therapy were potentially affecting the ability of some patients to complete both the paper- and tablet-based version of the questionnaire during an outpatient visit. Hence, a possible limiting factor was an inadequate screening as to whether all patients were able to cope with the psychological burden of participating in the study, as it is known that psycho-oncological distress is a commonly associated burden that could potentially influence the willingness to use ePRO and as a result ePRO’s reliability [37,44]. Nonetheless, the influence of psycho-oncological stress was likely low in this study, as the test of internal consistency showed no abnormalities. Both the individual questions and the sum individual item subscale scores showed consistently statistically significant correlations. It also needs to be noted that there was possibly a selection bias, as we did not examine whether the HRQoL was lower and the psychological distress was higher in those patients who could not be motivated to participate in the study. Therefore, it cannot be claimed with certainty that the tool per se is reliable for all patients with metastatic and adjuvant breast cancer; hence, further studies are needed that focus on the willingness to use ePRO depending on the state of health [10].

Strengths of the Study

Although ePRO is being used more and more often, questionnaires with proven reliability and validity are lacking. FACT-B is one of the most commonly used questionnaires worldwide for measuring the HRQoL in patients with breast cancer, but a reliable ePRO version is also missing here. One of the strengths of this study is that the reliability of a new tool for the ePRO measurement in patients with breast cancer was analyzed, while other studies often assign paper-based versions to a tablet-based format without verifying the reliability. The reliability of the PiiA tool could be ascertained for the questionnaires FACT-B (this paper) and EORTC QLQ C-30 [40] for measuring the HRQoL in metastatic and adjuvant breast cancer patients. The second strength is the methodological approach of the study ePROCOM and the statistical evaluation as all patients completed both the paper-based and ePRO questionnaire, and the reliability was ascertained in a multidimensional fashion (parallel forms reliability as well as internal consistency). Finally, the third strength points to the fact that ePRO tools are reliable and suitable in both the adjuvant and metastatic settings, although hurdles can be expected in these patient groups, in particular, depending on their health status, HRQoL, sociodemographic specifics, and technical ability and experience [10,37]. The results of this study can improve the quality of ePRO measurements as they seem to be generalizable, and the PiiA app of FACT-B can be used for reliable e-based measurement of the HRQoL in other studies and clinical routine.

Conclusions

Electronically based PRO is constantly being adopted in clinical research and clinical routine, which underlines the need for reliable questionnaires. The evaluated electronic version of the FACT-B is reliable for patients with breast cancer in an adjuvant or metastatic setting because high correlations were found in almost all questions, all subscales, and the total score. Thus, this study concludes that the validated paper-based questionnaire of FACT-B and the ePRO tool are equal.
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Abstract

Background: Wikipedia, the multilingual encyclopedia, was founded in 2001 and is the world’s largest and most visited online general reference website. It is widely used by health care professionals and students. The inclusion of journal articles in Wikipedia is of scholarly interest, but the time taken for a journal article to be included in Wikipedia, from the moment of its publication to its incorporation into Wikipedia, is unclear.

Objective: We aimed to determine the ranking of the most cited journals by their representation in the English-language medical pages of Wikipedia. In addition, we evaluated the number of days between publication of journal articles and their citation in Wikipedia medical pages, treating this measure as a proxy for the information-diffusion rate.

Methods: We retrieved the dates when articles were included in Wikipedia and the date of journal publication from Crossref by using an application programming interface.

Results: From 11,325 Wikipedia medical articles, we identified citations to 137,889 journal articles from over 15,000 journals. There was a large spike in the number of journal articles published in or after 2002 that were cited by Wikipedia. The higher the importance of a Wikipedia article, the higher was the mean number of journal citations it contained (top article, 48.13 [SD 33.67]; lowest article, 6.44 [SD 9.33]). However, the importance of the Wikipedia article did not affect the speed of reference addition. The Cochrane Database of Systematic Reviews was the most cited journal by Wikipedia, followed by The New England Journal of Medicine and The Lancet. The multidisciplinary journals Nature, Science, and the Proceedings of the National Academy of Sciences were among the top 10 journals with the highest Wikipedia medical article citations. For the top biomedical journal papers cited in Wikipedia's medical pages in 2016-2017, it took about 90 days (3 months) for the citation to be used in Wikipedia.

Conclusions: We found evidence of “recentism,” which refers to preferential citation of recently published journal articles in Wikipedia. Traditional high-impact medical and multidisciplinary journals were extensively cited by Wikipedia, suggesting that Wikipedia medical articles have robust underpinnings. In keeping with the Wikipedia policy of citing reviews/secondary sources in preference to primary sources, the Cochrane Database of Systematic Reviews was the most referenced journal.

(J Med Internet Res 2019;21(1):e11429) doi:10.2196/11429
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**Introduction**

Wikipedia, the multilingual encyclopedia, is the world’s largest and most visited online general reference website and, arguably, the largest collaborative project of humankind [1]. Wikipedia reflects the state of scientific knowledge but also shapes science; ideas that are integrated into the encyclopedia are used more in scientific journals [2]. There is evidently a feedback loop between Wikipedia and scholarly journals, which accelerates research. Indeed, traditional journals are increasingly citing Wikipedia formally [3], and the general distrust of Wikipedia in academic circles is decreasing [4].

Wikipedia is widely used by health care professionals and students as well as educators, journalists, and policy makers, among others [5,6]. In fact, medical students perform better on tests when they use Wikipedia as compared to standard medical digital textbooks (statistically significant difference) or a contemporary point-of-care medical website (statistically nonsignificant difference) [7]. The quality of information on Wikipedia on medical topics is generally high [8,9], although this quality is, admittedly, culturally influenced [10] and partly dependent on the editor’s experience [11], with varying article readability [12,13].

The inclusion of academic articles into Wikipedia remains a topic of interest for scholars from various fields [14]. However, it is still not entirely clear how often and quickly recent sources are used to support Wikipedia’s medical articles, from the point of publication to their incorporation into Wikipedia [15], and previous studies on the topic are limited in scope [16].

In this study, we analyzed 39,564 medical articles from the English-language Wikipedia to determine the time taken for journal publications to reach Wikipedia and to identify journal outlets that are most likely to be included in Wikipedia. We developed a ranking for medical journals based on their representation on Wikipedia. We hypothesized that the time taken for journal publications to reach Wikipedia was declining and that high-impact factor journals were represented more often.

**Methods**

We analyzed the number of days between journal article publication and its citation in the English-language Wikipedia, treating this measure as a proxy for the information-diffusion rate. For our analysis, we selected 39,561 medical articles on Wikipedia that were marked as “medical” by the Wikipedia community [17] (as of October 10th, 2017).

It is worth mentioning that not all articles tagged as medical (~25%) were expected to cite the scholarly literature because of the topics they covered or the early stage of their development. Among other Wikipedia special pages, redirect (~9%), category (~9%), and template pages (2%) were not expected to have citations [17].

From 11,314 Wikipedia medical articles, we found citations to 137,889 articles from over 15,000 journals. We retrieved the dates on which the articles were added to Wikipedia and the date of publication from Crossref for 108,600 references using an application programming interface. In 8,384 of these references, the date of addition to Wikipedia preceded the official date of publication, which does not necessarily signify an error, but might refer to preprints (Multimedia Appendix 1).

**Results**

When we analyzed the publication dates in the citations, we observed two important points. First, there was a clear increase in the number of articles published in or after 2002. Since Wikipedia was started in 2001, this finding is not surprising. Wikipedia editors have a clear preference for adding new sources (Figure 1), which is expected because “recentism” is an established phenomenon on Wikipedia, wherein coverage of recent events is disproportionately greater, and the Wikipedia community itself considers it a factor to be accounted for [18].

In the case of medical research, there is obvious value in focusing on more recent studies, as older studies may be obsolete. Nevertheless, the historical long view tends to be lost consequently. Second, we grouped the articles according to their importance decided by the Wikipedia community [17] and calculated the average number of citations per article (Table 1). An example of an article of highest (top) importance would be that on cancer (crucial to medicine). An abdominal pain article (directly affects many readers) would be of high importance; an abdominal mass article (interesting to many readers) would be of mid-importance, and an article on McBurney’s point, an anatomical point in the abdomen, would be of low importance (other articles of low importance include hospitals, very rare diseases, and individuals).

As expected, the higher the importance of an article, the more citations it contained on an average. For further analysis, we clustered articles of “top”, “high”, and “medium” importance together and considered them as “important” articles, because their total count was roughly similar to the number of articles of “low” importance. Only about half of the articles had citations to journal articles, which is consistent with previous research [5].

We had two further working hypotheses. First, we assumed that highly important articles would be updated more often, and there would be a higher priority to update the references with the most recent research results. In the first two histograms in Figure 2, the blue line that represents the number of references for articles of higher importance is above the green line. However, in the third histogram both lines almost overlap, suggesting that before 2012, there was a higher priority for articles of higher importance. However, that was not the case after 2012, possibly due to equalization of maturity of articles in higher- and lower-importance groups or because this time period was not long enough for new research results that would require reference updating. Thus, after 2012, we did not observe a difference in the age distribution of the referenced articles. Second, we assumed that the more obscure articles are more likely to be developed by editors with a conflict of interest (COI), motivated to promote their own work on Wikipedia, who add references immediately upon their publication.
Figure 1. Journal articles cited in Wikipedia according to their year of publication.
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Table 1. The average number of references according to importance of the Wikipedia article.

<table>
<thead>
<tr>
<th>Article importance</th>
<th>Articles, n (%)</th>
<th>References, mean (SD)</th>
<th>References, median (interquartile range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>90 (0.8)</td>
<td>48.13 (33.67)</td>
<td>44.5 (17.25-67.5)</td>
</tr>
<tr>
<td>High</td>
<td>783 (6.9)</td>
<td>19.51 (22.21)</td>
<td>11 (5-26)</td>
</tr>
<tr>
<td>Medium</td>
<td>4532 (40.1)</td>
<td>9.39 (13.31)</td>
<td>5 (2-11)</td>
</tr>
<tr>
<td>Low</td>
<td>5905 (52.2)</td>
<td>6.44 (9.33)</td>
<td>3 (2-7)</td>
</tr>
</tbody>
</table>

Figure 2. Histograms of the number of citations between the two quality groups.

If the articles of lower importance were prone to quick referencing by editors with COI, the green histograms in Figure 2 would be much flatter, especially in the new articles (after 2012). For the medical sciences, this was an important observation, because Wikipedia is not solely focused on developing new articles and does not discriminate among topics: References are added equally to the most popular and important articles and the most obscure articles.

As observed, the average age of a referenced article does not have to be correlated with the number of days between the journal article publication date and the date of its citation on Wikipedia. To verify our second hypothesis, we analyzed the data in detail. First, we plotted histograms for both importance groups in three time periods (2012 and later, 2007 and later, 2000 and later; Figure 3). The distribution was smooth and remained independent of the quality and importance of articles on Wikipedia. Independent of the time perspective and without focusing on just the important articles, the distributions were similar between both importance groups (Figure 4). For easier comparison, we overlaid the estimated distributions in Figure 4. In all cases, the empirical distribution was best described by...
a beta distribution. In every analyzed period, the estimated distribution had higher kurtosis for higher-importance articles. The differences in distributions may not be substantial, even if they are statistically significant. Thus, the time taken for breaking research to reflect on Wikipedia is a stable, reliable measure.

We thereafter analyzed the change in time between publication and citation on Wikipedia over time and the difference between the two importance groups (Figure 5). We found that the time from journal article publication to incorporation into Wikipedia has been declining substantially from 2001, when Wikipedia was started. Addition of the historical canon explains the lengthy time to incorporation during the first few years of Wikipedia’s existence. In following years, as the canonical works were already covered, the time to incorporation in Wikipedia decreased. In 2016, the median time for articles of higher importance to be referenced in Wikipedia was 120 days; for articles of lower importance, 150 days; and for the 10 most highly cited journals, <90 days. As of mid-2018, it took about 3 months for articles published in high-impact journals to be incorporated into Wikipedia. Over time, with the median value calculated annually, it took up to 30% longer for articles of lower importance to be cited on Wikipedia as compared to articles of higher importance. Although in some years, there was little-to-no difference in the time to citation, the references of articles of higher importance in Wikipedia were updated faster than those of articles of lower importance.

Next, we analyzed the characteristics of the most cited journals of all analyzed articles. On comparing different periods, we observed relative stability in the rankings for most journals (Table 2), with two exceptions: Proceedings of the National Academy of Sciences (PNAS), whose position in the ranking dropped systematically over time, and PLOS One, which is characterized by a rising trend (Table 2). The change in the number of citations over time is clearly visible for PNAS (Figure 6). Furthermore, the number of citations for a given journal is characterized by spikes and sharp changes from year to year in some cases, which is only natural and may result from special issues on a topic, conferences coverage, or dedicated efforts of Wikipedia editors to cover specific topics. A list of the top 200 journal articles according to Wikipedia is presented in Multimedia Appendix 2.

Figure 3. Estimated distributions of the number of days between publication and citation on Wikipedia.
To better understand the process of dissemination in Wikipedia, we calculated the time from publication to citation for individual journals (Figure 6). The data for the nine most cited journals show that there are some common characteristics in the journal specifics. In all cases, we observed clear spikes on day 0, as a lot of breaking medical research reflected on Wikipedia immediately, which confirms our previous findings. The next year shows a huge decline in the number of citations. 

*Cochrane Database of Systematic Reviews* stands out as a very commonly cited source, with over 300 counts for day 0. Since this journal focuses on review articles and Wikipedia favors review articles over primary sources [19], this observation is not surprising. *PLOS One* stands out too, as it is very quickly reflected on Wikipedia. This multidisciplinary mega-journal was established in 2006; given that some articles require over 10 years to be reflected, the young age of *PLOS One* may have affected its peculiarity. Moreover, *PLOS One* is an immediate open-access journal, which is in line with many Wikipedia editors’ philosophy. Interestingly, although PNAS is also a multidisciplinary journal, albeit not with fully open access, it does not rank among the top journals in our study. PNAS seemed to lose some of its importance among the editors over time.

Interestingly, *Nature* and *Science* either reach Wikipedia relatively slower or are more systematically backlogged (editors add journal articles from the further past). These journals do not focus on medicine specifically, which may explain a flatter distribution: In other words, publishing in these journals sooner or later results in coverage by Wikipedia. This is not necessarily the case for journals dedicated solely to medicine. Articles in medicine-only journals tend to appear on Wikipedia nearly immediately or are quite unlikely to ever be reflected.
Our final finding is based on a ranking of the top 60 journals most commonly cited in Wikipedia medical articles. The differences between our ranking and those of Journal Citation Reports (JCR) or Scientific Journal Ranking (SJR) would indicate the specifics of Wikipedia (what is likely to be cited by a medical journal can differ from what is typically cited on Wikipedia; for instance, reviews and meta-analyses are more likely to be reflected in Wikipedia). However, a direct comparison is difficult, as other rankings have different criteria for considering a journal as medical, and general science journals would have to be included in some way.

The top 30 most commonly cited journals are much more diverse in the number of citations, and thus, we decided to offer a ranking. However, for positions 30 to 60, we did not rank the positions and listed the journals alphabetically, as the differences among them were too small.

As noted above, changes in the number of Wikipedia citations are dynamic over time, including irregular spikes and visible periods of maturation after Wikipedia’s inception. Therefore, we propose a score for ranking, which accommodates the fast-changing environment of Wikipedia.

We propose a score calculated as an exponential moving average of a year-to-year ranking based on the number of citations. Using ranking instead of the absolute number of citations smoothens out the spikes and influx of citations that followed the creation of Wikipedia (Figure 7). Next, a moving average smoothens out large yearly variability in the ranking position. We believe this construction of ranking fairly reflects the relative popularity of journals in Wikipedia.

Our ranking for the top 30 journals is proposed in Table 3. There is a lot of variability for journals in positions above 30. Interestingly, only a few journals were considered to be best as per Wikipedia. Our ranking has an advantage over JCR or SJR rankings: It addresses the problem of general journals receiving high values for articles that are not related to medicine, as only medicine-related citations matter in our ranking.

### Table 2. Top 10 most cited journals in three time periods (cumulative). The total number of citations in an analyzed period is presented within parentheses.

<table>
<thead>
<tr>
<th>Rank</th>
<th>2000 and later</th>
<th>2007 and later</th>
<th>2012 and later</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cochrane Database of Systematic Reviews (1388)</td>
<td>Cochrane Database of Systematic Reviews (1073)</td>
<td>Cochrane Database of Systematic Reviews (720)</td>
</tr>
<tr>
<td>3</td>
<td>The Lancet (1156)</td>
<td>The Lancet (424)</td>
<td>Annals of Internal Medicine (200)</td>
</tr>
<tr>
<td>4</td>
<td>The BMJ (921)</td>
<td>The BMJ (557)</td>
<td>The Lancet (196)</td>
</tr>
<tr>
<td>5</td>
<td>Proceedings of the National Academy of Sciences of the United States of America (888)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Science (739)</td>
<td>Proceedings of the National Academy of Sciences of the United States of America (335)</td>
<td>Nature (147)</td>
</tr>
<tr>
<td>9</td>
<td>PLOS One (620)</td>
<td>Annals of Internal Medicine (273)</td>
<td>Neurology (110)</td>
</tr>
<tr>
<td>10</td>
<td>Journal of Biological Chemistry (560)</td>
<td>Neurology (224)</td>
<td>Proceedings of the National Academy of Sciences of the United States of America (94)</td>
</tr>
</tbody>
</table>
Figure 6. The number of days from journal article publication to Wikipedia citation for the top nine journals. Each graph includes the name of the journal, the year the journal was founded, and the type of journal access at the top.

Figure 7. Journal citations over time.
Table 3. Top 30 journals according to the study results.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Cochrane Database of Systematic Reviews</td>
<td>1</td>
</tr>
<tr>
<td>The New England Journal of Medicine</td>
<td>2</td>
</tr>
<tr>
<td>PLOS One</td>
<td>3</td>
</tr>
<tr>
<td>The BMJ</td>
<td>4</td>
</tr>
<tr>
<td>JAMA: The Journal of the American Medical Association</td>
<td>5</td>
</tr>
<tr>
<td>Nature</td>
<td>6</td>
</tr>
<tr>
<td>The Lancet</td>
<td>7</td>
</tr>
<tr>
<td>Science</td>
<td>8</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>9</td>
</tr>
<tr>
<td>Blood</td>
<td>10</td>
</tr>
<tr>
<td>Annals of Internal Medicine</td>
<td>11</td>
</tr>
<tr>
<td>Circulation</td>
<td>12</td>
</tr>
<tr>
<td>Neurology</td>
<td>13</td>
</tr>
<tr>
<td>BMJ Open</td>
<td>14</td>
</tr>
<tr>
<td>Journal of Clinical Oncology</td>
<td>15</td>
</tr>
<tr>
<td>Scientific Reports</td>
<td>16</td>
</tr>
<tr>
<td>Clinical Infectious Diseases</td>
<td>17</td>
</tr>
<tr>
<td>The Journal of Clinical Psychiatry</td>
<td>18</td>
</tr>
<tr>
<td>Nature Communications</td>
<td>19</td>
</tr>
<tr>
<td>Stroke</td>
<td>20</td>
</tr>
<tr>
<td>Emerging Infectious Diseases</td>
<td>21</td>
</tr>
<tr>
<td>Biochemical and Biophysical Research Communications</td>
<td>22</td>
</tr>
<tr>
<td>Neuropharmacology</td>
<td>23</td>
</tr>
<tr>
<td>Canadian Medical Association Journal</td>
<td>24</td>
</tr>
<tr>
<td>The Lancet Infectious Diseases</td>
<td>25</td>
</tr>
<tr>
<td>The American Journal of Medicine</td>
<td>26</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>27</td>
</tr>
<tr>
<td>International Journal of Cancer</td>
<td>28</td>
</tr>
<tr>
<td>Academic Emergency Medicine</td>
<td>29</td>
</tr>
<tr>
<td>Archives of Disease in Childhood</td>
<td>30</td>
</tr>
</tbody>
</table>

**Discussion**

We found evidence of “recentism,” which refers to preferential citation of recently published journal articles in Wikipedia. Traditional high-impact medical and multidisciplinary journals were highly cited by Wikipedia, suggesting that Wikipedia medical articles have robust underpinnings. In keeping with the Wikipedia policy of citing reviews/secondary sources over primary sources, the Cochrane Database of Systematic Reviews was the most referenced journal, possibly due to an established systematic collaboration with Wikipedia [20].

Our study shows a ranking of journals according to their actual, practical usability in Wikipedia medical articles, which may be advantageous over journal self-descriptions or preconceptualized categorizations. It allows inclusion of general science and health journals and is an alternative, if not more reliable, measure of journal impact on popular knowledge based on decisions of the self-governed, peer-production community.

Our study has a few limitations. Our analysis was limited to the largest Wikipedia, the English-language one. It is possible that other language Wikipedias might have divergent patterns, as demonstrated by prior research [10]. Where possible, the most widely used unique identifier for scholarly journal articles—the digital object identifier (DOI)—was used [14]. However, some journal articles cited by Wikipedia did not have had an identifier. In such instances, where possible, journals were identified using the publication title, journal name, and Crossref application programming interface. Due to the presence of abbreviations, incomplete entries or identification of misspelling was not
always possible, and therefore, some entries were missed. Books, regarded as secondary sources and thus likely to be preferentially cited on Wikipedia's medical pages as per internal guidelines, were not included in this analysis. In addition, articles published before the year 2000 may have statistically worse coverage by Crossref and the DOI than contemporary articles. There was a bias in our results toward journals that cover clinical topics, because the *Journal of Medical Internet Research* and related journals were cited mainly by Wikipedia pages on eHealth/Health informatics. These pages were predominantly categorized under the fields of computing or technology instead of medicine. To minimize this limitation, future studies could begin with a list of biomedical journals and subsequently search where these studies are cited in Wikipedia, regardless of category. A notable strength of this study was the availability of robust date data for a large number of journal articles. Notably, it is estimated that 694,930 references supporting medical content were published on Wikipedia in 2017, including all kinds of sources [21].

Given the fact that Wikipedia editing increases information literacy [22-24] and that Wikipedia is increasingly adopted by academics [25], we believe that Wikipedia can be relied upon to supplement our knowledge about journal quality. Similar research for other disciplines is warranted.
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Abstract

Background: The UK government recommends that children engage in moderate-to-vigorous physical activity for at least 60 min every day. Despite associated physiological and psychosocial benefits of physical activity, many youth fail to meet these guidelines partly due to sedentary screen-based pursuits displacing active behaviors. However, technological advances such as 3D printing have enabled innovative methods of visualizing and conceptualizing physical activity as a tangible output.

Objective: The aim of this study was to elicit children’s, adolescents’, parents’, and teachers’ perceptions and understanding of 3D physical activity objects to inform the design of future 3D models of physical activity.

Methods: A total of 28 primary school children (aged 8.4 [SD 0.3] years; 15 boys) and 42 secondary school adolescents (aged 14.4 [SD 0.3] years; 22 boys) participated in semistructured focus groups, with individual interviews conducted with 8 teachers (2 male) and 7 parents (2 male). Questions addressed understanding of the physical activity guidelines, 3D model design, and both motivation for and potential engagement with a 3D physical activity model intervention. Pupils were asked to use Play-Doh to create and describe a model that could represent their physical activity levels (PAL). Data were transcribed verbatim and thematically analyzed, and key emergent themes were represented using pen profiles.

Results: Pupils understood the concept of visualizing physical activity as a 3D object, although adolescents were able to better analyze and critique differences between low and high PAL. Both youths and adults preferred a 3D model representing a week of physical activity data when compared with other temporal representations. Furthermore, all participants highlighted that 3D models could act as a motivational tool to enhance youths’ physical activity. From the Play-Doh designs, 2 key themes were identified by pupils, with preferences indicated for models of abstract representations of physical activity or bar charts depicting physical activity, respectively.

Conclusions: These novel findings highlight the potential utility of 3D objects of physical activity as a mechanism to enhance children’s and adolescents’ understanding of, and motivation to increase, their PAL. This study suggests that 3D printing may offer a unique strategy for promoting physical activity in these groups.
KEYWORDS
3D printing; feedback; youth; education; school

Introduction

Background
The UK government recommends that children aged 5 to 18 years engage in at least 60 min of moderate-to-vigorous physical activity (MVPA) every day [1]. Despite the well-established physiological and psychosocial health benefits of regular physical activity for youths [2-5], many fail to meet these recommended guidelines [6]. More specifically, for these populations, sedentary screen-based pursuits are thought to have displaced active behaviors and have been independently associated with adverse health outcomes such as obesity [7] and hypertension [8]. According to Noonan et al [9], there is a lack of understanding within youths on the various forms of physical activity, including those of active travel and unstructured play, with a need to educate how these types of activities contribute to achieving the physical activity recommendations. Conversely, Kremers et al [10] argue that a lack of awareness of physical activity among youths is likely to make them less susceptible to educational programs that are aimed to influence attitudes, norms, self-efficacy, or other cognitive means, as they will not perceive the need to change. Indeed, research supports this notion, demonstrating that youths who are aware of their physical activity levels (PAL) and the recommended guideline are, on average, 20 min more active than their unaware counterparts [10], and as a result, they are more likely to achieve the daily 60 min of MVPA [11,12]. Therefore, developing youths’ understanding and awareness of their physical activity behaviors is crucial for implementing a successful health program designed to increase PAL [10].

Schools have been identified as ideal settings to integrate health-promoting interventions because of their established infrastructure and role in health education [13]. Subsequently, researchers have developed numerous school-based interventions that seek to utilize technology as part of the solution, rather than part of the problem [14-18]. Although technology-based interventions have shown promise in improving psychosocial outcomes, efforts to elicit sustainable behavior change have been less consistent [19]. This may, at least in part, be a result of the traditional power structure of the all-knowing adult and the all-learning child [20], where adults’ development of new technology limits the personal opinions of youths when it comes to deciding what technology should be used within a school-based environment [20].

To develop a successful physical activity intervention, an appropriate conceptual health promotion model should be utilized to focus on the most salient characteristics of the target group [21]. One such model, which is specifically relevant to children’s physical activity, is the Youth Physical Activity Promotion Model (YPAPM) [22]. This model provides a comprehensive and structured assessment of the target population’s own needs and barriers to participation in physical activity, acknowledging children as the experts [23], and allowing intervention design through the eyes of the child rather than the researcher, teacher, or parent [9]. As argued by Druin [20], children as design partners can play an impactful role in the creation of new technologies that are not only going to be effective and meaningful but also will excite children and aid learning.

Research shows that 80% of youths are visual and tactile learners [24]; therefore, relying simply on numbers and figures as a source of knowledge is limited [25], and richer ways of data representation are required [26]. Indeed, visualizations can play a key role in motivating individuals to enhance their PAL, enabling reflection on personal performance and current level of physical activity [27]. A recent school-based intervention using glanceable light-emitting diode (LED) technology to display groups’ PAL reported that children wanted more personalized forms of visual feedback [18], with others suggesting that material rewards are cherished more than virtual rewards [28] because of their higher visibility and uniqueness [29,30]. Indeed, previous research utilizing paper and LED lights to create PA awareness promoting artifacts found that youth took incremental steps toward self-regulation through goal setting and reflection [31]. It was concluded that although the artifacts did not elicit improved physical activity in youth, using tangible artifacts in conjunction with wearables could benefit youths’ health [31]. However, it could be argued that paper artifacts do not provide youth with an adequate haptic and proprioceptive experience of personalized feedback to reap health benefits [32]. With the recent rise of the maker movement and cost-effective 3D printers [33], numerous opportunities in health-related research have emerged, utilizing 3D printers to create tangible visualizations of physical activity [34-36]. As Jansen et al [37] advocate, there are many benefits of tangible visualizations over on-screen visualizations of data, which include (1) allowing for a more active perception, (2) leveraging nonvisual senses such as touch, (3) integration with the physical world, and (4) harnessing the interplay between vision and touch to facilitate cognition. For example, Khot et al [38] transformed adults’ heart rate data into 3D-printed artifacts, with participants reporting that the artifacts acted as a reward and allowed reflection and reminiscence on past physical activities [38]. Indeed, tangible interfaces have been reported to involve children in playful learning [39], engagement, and reflection [40]. Consistent with goal-setting theory [41], incentives are important in maintaining interest in an activity, with incentive-based interventions to nudge healthy behavior change in youths demonstrating potential [42,43]. However, whether personalized 3D-printed objects can be used to enhance youths’ understanding, awareness, and motivation relating to engagement in physical activity remains to be elucidated.

Aims
Therefore, the aims of the present study were to (1) formatively elicit children’s, adolescents’, teachers’, and parents’ perceptions of physical activity data when represented as 3D-printed objects; (2) ascertain how youths visualize their personal 3D objects of physical activity using Play-Doh; (3) obtain parents’ and teachers’ views on the perceived benefits and barriers of
3D-printed objects of physical activity for youths; and (4) use these data to subsequently inform the design of 3D models and a school-based physical activity intervention.

**Methods**

**Recruitment**

In total, 20 primary and secondary schools from the Swansea region of South Wales were contacted and invited to take part. The schools were stratified into high and low socioeconomic status (SES) according to the percentage of students per school eligible to receive free school meals [44]. From those schools that expressed an interest (35%, 7/20 response rate), 4 schools, 1 high- and 1 low-SES primary and secondary schools, were selected based on order of availability to take part in the study. Moreover, this seating arrangement allows the facilitator to sit within the school environment, either within a familiar classroom or in the school library, to provide comfort and reduce anxiety [50]. Participants were seated in a circular arrangement to establish a nonauthoritarian approach among the participants to ensure each of the group members was comfortable with talking aloud and to create an environment in which sharing and listening were valued, an icebreaker question was used [52]. The semistructured focus group questions were informed by enabling, reinforcing, and predisposing factors from the YPAPM [22] to explore physical activity engagement and identify any barriers toward 3D-printed objects in an age-appropriate manner. All predetermined questions were reviewed and discussed by SGMC, MAM, PE, and KAM, and additional feedback was provided independently by 2 Health and Care Professions Council–registered practitioner psychologists (JH and ZK).

Alongside focus group discussions and one-to-one interviews, children, adolescents, and adults were all shown a custom-made video on the concept of 3D printing physical activity. Following this, participants were shown 3 different prototype 3D-printed models displaying example accelerometry-derived physical activity data, and discussions focused on how participants thought the physical activity data were represented by these models. Finally, children and adolescents were asked to independently design their own personalized model of physical activity using Play-Doh. The Play-Doh modeling process builds on the principles of the write, draw, show and tell method [9] by replacing the write and draw components of the framework with the modeling of Play-Doh. Following the Play-Doh modeling task, the facilitator asked each child to articulate and explain the characteristics of their design in a verbal statement at their own pace. All Play-Doh models were photographed for further analyses.

Focus group discussions lasted between 60 and 90 min and 50 and 60 min for primary and secondary school groups, respectively, and adult interviews lasted approximately 25 to 45 min. All the focus groups and one-to-one interviews were digitally voice-recorded (Olympus DM-520 Digital Voice Recorder; Shinjuku, Japan) and video-recorded (Sony Handycam HDR-PJ540, Minato, Japan).

**Procedures**

All semistructured focus group discussions and interviews were conducted by the first author (SGMC) in a nondirective and unbiased way [45], with 6 groups of children, 8 groups of adolescents, and a total of 13 individual interviews with teachers and parents. Sample questions for the focus groups and one-to-one interviews are presented in Table 1. On 2 separate occasions, 2 parents and 2 teachers were interviewed together because of restricted availability [46]. Focus group discussions with youths involved 4 to 6 participants to allow for lively, yet manageable, interactions [45,47,48], with the exception of 1 primary school focus group where a child with special educational needs required a smaller group of 3 children with 1 support teacher. Both single- and mixed-sex focus groups were conducted [49]. All focus group sessions were completed within the school environment, either within a familiar classroom or in the school library, to provide comfort and reduce anxiety [50]. Participants were seated in a circular arrangement around a table to create a relaxed and informal atmosphere [45], maximizing social interaction and observer involvement [51]. Moreover, this seating arrangement allows the facilitator to sit among the participants to establish a nonauthoritarian approach to questioning. To ensure each of the group members was comfortable with talking aloud and to create an environment in which sharing and listening were valued, an icebreaker question was used [52]. The semistructured focus group questions were informed by enabling, reinforcing, and predisposing factors from the YPAPM [22] to explore physical activity engagement and identify any barriers toward 3D-printed objects in an age-appropriate manner. All predetermined questions were reviewed and discussed by SGMC, MAM, PE, and KAM, and additional feedback was provided independently by 2 Health and Care Professions Council–registered practitioner psychologists (JH and ZK).

Focus group discussions lasted between 60 and 90 min and 50 and 60 min for primary and secondary school groups, respectively, and adult interviews lasted approximately 25 to 45 min. All the focus groups and one-to-one interviews were digitally voice-recorded (Olympus DM-520 Digital Voice Recorder; Shinjuku, Japan) and video-recorded (Sony Handycam HDR-PJ540, Minato, Japan).

**Data Analysis**

All focus group discussions and one-to-one interviews were transcribed verbatim, resulting in 774 pages (327, 297, and 150 pages for children, adolescents, and adults, respectively) of raw data. Researchers SGMC, MAM, and KAM read each transcript to familiarize themselves with the data. Transcripts were thematically analyzed by SGMC using data coding and identification of themes [53]. Transcripts were first deductively analyzed using aspects of the YPAPM as a thematic framework [22].

**Table 1.** Example focus group and interview questions.

<table>
<thead>
<tr>
<th>Interview</th>
<th>Topic</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children and adolescents</td>
<td>Motivation</td>
<td>What would you think if i said we could 3D print your own personal model, which shows how physically active you are?</td>
</tr>
<tr>
<td>Children and adolescents</td>
<td>Model design</td>
<td>What sort of model would you like to develop or represent your own physical activity as in the video, how would it look?</td>
</tr>
<tr>
<td>Adults</td>
<td>Motivation</td>
<td>How do you think the 3D models of physical activity could motivate children to be more physically active?</td>
</tr>
<tr>
<td>Adults</td>
<td>Model design</td>
<td>Are there any models that you think would be good to help children to visualize physical activity?</td>
</tr>
</tbody>
</table>
Additional emergent themes were then further explored using an inductive process. Both deductive and inductive processes used a manual cut-and-paste technique to identify key themes. Participants’ verbatim quotations were chosen by SGMC and discussed in collaboration with MAM and KAM. A frequency count for the meaningful quotes was conducted to record how many participants responded within emergent themes. The themes, meaningful quotations, and frequency counts were then displayed diagrammatically using a pen profile approach. Pen profiling has been used within studies exploring perceptions and experiences of physical activity in youths [47,54] and is considered to be an accessible technique for researchers who have both quantitative and qualitative backgrounds [55]. Through the process of reverse triangulation, authors critically questioned and cross-examined the data in reverse from the pen profiles to the transcripts. This process was repeated, allowing authors to offer alternative interpretations of the data, until a consensus was reached to finalize the pen profile designs. In some cases, visual illustrations were presented to add more context to the data collected. Triangulation of the data tests the robustness of the findings and ensures methodological rigor using a trustworthiness criterion [56]. The criterion places trust in the researcher responsible for data collection to determine key findings that are worthy of attention. These were then assessed by PE, JH, and ZK who were not as directly involved in the analysis process [57]. In addition, the primary and secondary school participants’ Play-Doh model photos aligned with the relevant verbal statements were analyzed by SGMC, MM, JH, PE, and KAM as a group to identify common trends and designs. Specifically, all Play-Doh model photos, with their respective verbal statements, were displayed on a large white board and appraised by the research team. Throughout this process, the Play-Doh models were grouped based on similar structural (eg, sun or bar chart design) and verbal (eg, the more physical activity you do, the larger the model) characteristics. The most common Play-Doh model designs created by children (abstract, 12/28; graphical, 15/28) and adolescents (graphical, 28/42) were subsequently considered for further interpretation and 3D model design.

Results

Perceptions and Designs of 3D Physical Activity Models

In total, 3 separate pen profiles were constructed to represent children’s (Figure 1), adolescents’ (Figure 2), and combined parents’ and teachers’ (Figure 3) perceptions of 3D models. There were consistent themes identified between parents and teachers, and therefore, their data were combined for final analysis.

Children’s Perceptions and Designs of 3D Physical Activity Models

As shown in Figure 1, key emergent themes were structured around “Temporal Representation of Physical Activity,” “Motivation,” “Interpretation,” and “Physical Activity Guidelines.” The higher order theme “Interpretation” was linked to further subthemes “Physical Activity Representation” and “Design.” Primary school children demonstrated the ability to interpret and apply the different component lengths and sizes of the prototype 3D models in relation to physical activity parameters. Specifically, 92% (25/28) of children were able to accurately understand how the changing length of the model represented increasing levels of physical activity. However, only 26% (7/28) of children were able to understand the alternative method of increasing the size of the model to represent greater levels of physical activity. The physical activity data displayed on the models were correctly identified by 59% (16/28) of the children as representing either hours or days of physical activity. The majority of children (81%, 22/28) preferred the 3D models to represent a week of their physical activity data, compared with a day (3/28, 11%), year (2/28, 7%), or month (1/28, 4%):

Because you do...you probably do more exercise in a week than a day. [G16]

From the Play-Doh modeling task, 2 subthemes emerged, one being abstract and the other graphical. Children revealed no preference for abstract (12/28, 44%) or graphical (15/28, 56%) model representations of physical activity. Children’s abstract models were characterized by the model changing shape or size, such as a volcano with more lava erupting for higher levels of physical activity (Figure 4). Graphical representations, such as the flower (Figure 5), distinguished between different hours, days, or weeks of physical activity completed (ie, the flower’s petals resembling the different days of physical activity).

A total of 21 children (78%, 21/28) commented that the 3D models had potential to motivate themselves to engage in more physical activity, substantially outweighing the negatives expressed by 1 child. Specifically, children revealed that the 3D models would add competition between classmates and motivate them to do more. For example:

Because you might see how people have done much more [physical activity] than you and then you...you would think I want to be like that person and then you’d do more. [G16]

Overall, 16 children (59%) displayed limited knowledge of the current UK government physical activity guidelines or how to achieve them, with only 3 children able to express the amount through the context of time spent being physically active, with no reference to intensity level. For example:

...probably something like an hour, two hours a day... [PL9]
Figure 1. Children's pen profile. B: boy; G: girl; PA: physical activity; n: frequency counts.
Figure 2. Adolescents' pen profile. B: boy; G: girl; PA: physical activity; n: frequency counts.

- **Day** (n=5)
  "A day because like you get more of them [the models]" [B37]

- **Week** (n=25)
  "A week, cause then a day you don’t really do that much exercise whereas a week is lot more variety and more data like [on the model]" [B6]

- **Month** (n=4)
  "A month I think…like a year would be too much" [G24]

- **Year** (n=1)
  "A year" [B22]

- **Some knowledge** (n=28)
  "Is it 60 minutes a day of exercise init?" [B37]

- **Positive** (n=35)
  "Oh yeah you can try and beat it [the last model] the week after or the session after" [G18]

- **Limited knowledge** (n=9)
  "20 minutes a day..." [G34]

- **Negative** (n=8)
  "If you don’t do a lot of exercise in compared to like people that you know…like family or friends then you might feel worse..." [G11]

- **Temporal representation of PA**

- **Interpretation**

- **Data** (n=34)
  "The lines are the days of the week" [B40]

- **PA guidelines**

- **Motivation**

- **PA representation**

- **Design**

- **Length** (n=28)
  "So it’s the longest like the most activity" [G5]

- **Size** (n=16)
  "So if you did like lots of exercise in one day you could have a bigger surfboard" [G2]

- **Abstract** (n=11)
  "The ball would increase in size so the goal would be to have a life size rugby ball" [B32]

- **Graphical** (n=28)
  "It’s like blades of grass…each one represents a different day and the bigger…the taller it is the more exercise you’ve done" [G25]
Figure 3. Adults’ pen profile. T: teacher; P: parent; M: male; F: female; PA: physical activity; n: frequency counts.
Adolescents’ Perceptions and Designs of 3D Physical Activity Models

Overall, 4 higher order themes were identified structured around “Temporal representation,” “Motivation,” “Interpretation,” and “Physical activity guidelines” (Figure 2). The higher order theme Interpretation was further linked to subthemes Physical activity representation and design. Adolescents demonstrated the ability to identify and compare the different components of the prototype 3D models and their changing length and size in relation to physical activity. Specifically, the increasing size (16/42, 38%) and length (28/42, 67%) of the models were correctly interpreted as representing higher PAL. The majority (34/42, 81%) of adolescents showed a clear understanding of the represented data on the models. For example:

*The lines [on the models] are the days of the week.*

[B30]
...so does that mean he’s most active Tuesday, Wednesday, Thursday sort of thing. [G3]

Adolescents highlighted a preference for a week (25/42, 60%) of physical activity data to be displayed on the 3D models because of the greater variety and reflection of their PAL in a week when compared with a model based on a day (5/42, 12%), month (4/42, 10%), or year (1/42, 2%). The Play-Doh modeling task displayed similar subthemes to those found in children, with a larger proportion of designs displaying graphical (28/42, 67%) compared with abstract (11/42, 26%) designs. Abstract models, such as the butterfly (Figure 6), were characterized by the changing size or detail of the models. Graphical representations resembled typical bar charts or line graphs (Figure 7) to display different days, weeks, or months of physical activity.

A total of 35 adolescents (83%, 35/42) expressed that the 3D models would motivate them to engage in more physical activity by beating previous models. For example:

Oh yeah you can try and beat it [the model] the week after or the session after. [G18]

Overall, 8 adolescents (19%, 8/42) thought that the 3D models may discourage engagement in physical activity because of feelings of doing worse than others and embarrassment if the model showed low PAL:

If you don’t do like a lot of exercise in compared to like people that you know...like family or friends then you might feel worse... [G11]

...if other people like saw the object or something it might be a bit embarrassed if you haven’t done enough exercise. [G21]

In total, 28 adolescents (67%, 28/42) showed some knowledge of the government guidelines for physical activity. A specific Sport Wales initiative called 5×60 [58] may have influenced these findings:

...they [Sport Wales officers] try and get everyone to do five sessions of sixty minutes a week of exercise. [G3]

...yeah what’s it called...five sixty...five hours of sixty...no five lots of sixty minutes per week... [G18]
Figure 6. Adolescent's abstract butterfly model design.
Adults’ Perceptions and Designs of 3D Physical Activity Models

The key adult emergent themes were “Design,” “Temporal Representation of PA,” “Engagement,” and “Motivation,” with a few distinct subthemes (Figure 3). The higher order theme Engagement was linked to additional subthemes Sex differences, Teacher involvement, and Intervention. Adults described characteristics similar to those used to construct both abstract (7/15, 47%) and graphical (8/15, 53%) model representations. Adults placed emphasis on making the 3D models attractive and recognizable but also something that challenges children’s and adolescents’ numeracy skills to work within the school curriculum:

Bar charts and graphs, that’s a big part of numeracy, so if you could maybe like make a physical graph...and it would go up in bars every day [TF8]

Moreover, 1 parent added that a link between the 3D model and a recommended goal for physical activity could help encourage youths to achieve greater PAL:

...you know...maybe there’s strips [on the model] and each one, I don’t know if you reach the sort of recommended goal you get like another strip or something [on the model]. [PF5]

Similar to youths, adults preferred a week (12/15, 80%) of physical activity data represented on the model, as this was thought to have greater potential to visually guide youths, creating more awareness of their physical activity behaviors than a day (3/15, 20%) or month (1/15, 7%). Furthermore, some adults emphasized that changing the color (3/15, 20%) of lines on the models could visually aid participants in distinguishing the different days. The majority (13/15, 87%) of adults believed that if youths received and compared new models over time, this would act as a strong motivation for increased engagement in physical activity:

They [youths] could see at the end of five or six weeks...they could place their models and compare them then then you’re definitely motivating them [youths]. [TM4]

Furthermore, some teachers (4/8, 50%) reported that receiving their own 3D models would act as an additional competition and potential motivation for the pupils. However, some adults (7/15, 47%) expressed that the 3D models may ostracize youths from others if they underachieved in physical activity.

they [the models] might ostracize them...you know where they might go...no that’s too painful because, they’re going to get a better [model]. [PF5]

Adults perceived both positives (14/15, 93%) and negatives (14/15, 93%) for participants’ engagement with the concept of 3D printing physical activity. Positives included that the use of new technology (ie, 3D printers) would create awareness of current technological advances, with negative responses highlighting concerns about potential disruptions to teaching during lesson time. Moreover, some adults (8/15, 53%) believed that there would be no differences in how boys and girls engaged with the models, although 5 adults (33%, 5/15) highlighted that the girls may be more reflective and the boys more competitive:

I think the boys are more upfront and “what did you get and what did you get, let me see yours [the model]”, whereas I think a few of the girls would do that but the rest I think would do it more reflective when they’re on their own. [TF5]
Discussion

Principal Findings

The aims of the research were first, to formatively elicit children’s, adolescents’, teachers’, and parents’ perceptions of physical activity data when represented as 3D-printed objects and their personal designs and to examine the perceived benefits and barriers to intervention participation. This research extends from that of previous studies that have implemented formative research techniques to inform the development of school-based interventions [47,59]. The second aim of the study was to use the formative data to inform the design of 3D models of physical activity to enhance youths’ understanding, awareness, and PAL.

The data indicated that youths can conceptualize physical activity data represented as a 3D object. This ability to detect and mentally represent a relationship between a symbol (ie, 3D object) and its referent (ie, physical activity) is known as representational insight [60]. However, the visual nature of the models does not always guarantee representational insight and its relation to the intended use [60]. For example, adolescents in this study showed greater ability to analyze and critique the physical activity behaviors represented on the prototype models. Adolescents could highlight, in some detail, differences in low and high PAL and how this related to their own and others’ personal habits. These differences between adolescents and children could be explained by a greater age-related cognitive ability in adolescents [61]. However, differences in cognitive ability may be less influential, as evidence suggests that visualizations help make complex information more accessible and cognitively tractable [60]. More specifically, previous research supports the use of tangible objects to stimulate youths’ intellectual development as they support a more natural way of learning [32,39,40,62,63], aligning with youths being regarded as visual and tactile learners [24]. For example, Gillet et al [32] investigated the use of 3D-printed enzyme molecules for teaching biology in youth, reporting that the tangible models provided a natural and intuitive mechanism for manipulation, exploration, and a proprioceptive pathway for learning. Although these findings hold promise, given that youths recognize the relationship between the tangible visualization and its intended referent, which is a necessary condition for developing a visual learning tool, others argue that an isolated approach is not sufficient [60,64-66]; it is important that youths understand the meaning and importance of the concepts represented on the visualizations to enable increased awareness of their personal physical activity behaviors [60]. In this light, future research should consider investigating 3D-printed physical activity feedback conditions to include and exclude an additional classroom educational component on PAL to fully understand the benefits of the 3D model alone.

This study revealed that youths believed the 3D models would act as a motivational tool to enhance their own PAL and that of their peers. Indeed, previous research suggests that school-based interventions that promote youths’ physical activity with the presence of peers significantly increase their motivation for physical activity [67] as well as their enjoyment [68,69], intensity [70], and engagement in out-of-school physical activity [71]. Furthermore, the majority of primary school children expressed that the 3D models would introduce competition between classmates, motivating them to engage in more physical activity. It has been argued that competition between children can be healthy if it provides feedback about performance and improvements, where children can learn about themselves, and the sole or primary objective is not about winning [72]. Conversely, adolescents placed more emphasis on how they would be motivated by beating their own personal model from the week before rather than comparing with others. These differences between youths could be, in part, explained by the adolescents’ greater understanding of the concept of effort in the physical domain [73] and applied ability to think independently, fostering enhanced self-evaluation skills that are important for preparation into adulthood [74]. Parents and teachers also agreed that the models would help motivate children and adolescents, allowing them to compare the models over time. Adults highlighted that boys may take a more competitive approach than girls who may engage in more reflective thoughts about the 3D models. Indeed, evidence suggests that young males engage in more individualistic competition than female counterparts [75]. Contrary to this, Bjorkqvist [76] found that girls use subtler, more indirect strategies for competition than boys from childhood to adulthood. Adolescents also displayed concerns that they might be perceived as inactive by their significant others, a consensus that was supported by the adults. Similar concerns have been raised when using digital fish avatars, the growth and emotional state of which is dependent on the participant’s PAL, with participants reporting being discouraged from using the app if they saw that the fish avatar was unhappy [77]. Therefore, monitoring how youths personally evaluate models displaying low PAL, and their support and interactions with significant others should be considered further. Beyond the scope of this study, it is pertinent to note that further research is also required to adapt these models to other populations and cultures, with the current results suggesting that children with special educational needs may misinterpret the models with negative health consequences for PAL, such as increased engagement with computer-based behaviors.

For the adults, the tangibility of being able to hold something that participants have created was perceived as original and personalized. Adults expressed that the tactile forms of information would interest youths and encourage them to purposely think about the importance of physical activity, as previously identified by Mackintosh et al [18]. Furthermore, they also believed that the 3D models could act as a material reward or medal representing achieved physical activity:

[something children and adolescents] could put [the models] up on their wall when they get them. [PM7]

Indeed, much research suggests that material rewards are cherished more than virtual rewards [28], as a result of their higher visibility and low replication possibility [29,30]. Incentive-based interventions to encourage youth to take part in more physical activities have been shown to have promising effects [43,78], although findings have been mixed regarding sustained behavior change following removal of incentives [79]. Sport capitalizes on this incentive form of reward system with
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The current utilization of Play-Doh enabled youths to creatively explore, adapt, and develop their personal 3D model creations. This relatively inexpensive form of design prototyping has been used previously with malleable materials and is effective for brainstorming new ideas and designs from which high-tech prototypes emerge [20]. Our study’s findings revealed that children and adolescents preferred different types of 3D model design, leading to the development of 2 age-specific 3D models of physical activity. For children, a preference for a combination of abstract (43%, 12/27) and graphical (54%, 15/27) models was demonstrated, most commonly expressed as Play-Doh models of flower- or sun-like shapes. However, to avoid any potential sex bias resulting in boys dissociating with a flower-shaped 3D model, the more neutral sun-shaped 3D model design was chosen for further development. Interestingly, a majority of adolescents (67%, 28/42) showed a preference through Play-Doh models for a simple bar chart design. However, with regard to the 2 different age-specific 3D models identified, there is limited literature as to whether the mapping of data should be abstract or graphical. Abstract data allow users to be more curious and speculative, whereas graphical representations provide more direct and comprehensive representations of data. Davis et al [82] suggest that more informative feedback provides greater opportunities to learn and improve performance. Indeed, it has been shown that tangible bar charts have benefits for information recall when compared with digital visualizations [83]. Contrary to this, more abstract methods of feedback may provide more positive engagement and support [84]. Anderson et al [85] also suggest that abstract visualizations increased motivation to achieve higher PAL in adults. Subsequently, adults believed that both methods of mapping a week of physical activity data were equally important, adding that presenting daily physical activity could potentially overwhelm the children and adolescents with data. As Khot et al [80] pointed out, embedding too much data can make the material model less readable, but on the other hand, with too little data, the model loses its intended purpose.

Although physical activity recommendations for youths are set to advise them on how to achieve an active lifestyle and create awareness of the important health benefits, few children were able to identify the UK-recommended amount of physical activity. Children’s interpretations of how much physical activity they should achieve were largely based on how much sport or how many different sports they could complete per day (eg, football, rugby, netball, and running), aligning with previous research findings [86]. In comparison, the adolescent group showed greater knowledge of the government guidelines, but this may have been influenced by the ongoing Sport Wales initiative 5x60 [58] implemented at the time of the study and aimed at encouraging youths to engage in 60 min of MVPA every day within school. However, it was evident that neither children nor adolescents were able to associate their understanding of the UK government recommendations with the intensity levels of MVPA, which highlights the need to promote youths’ knowledge of government recommendations, as reported by Mackintosh et al [18]. As aforementioned, tangible interfaces may offer a more playful learning experience [39] and natural interaction than other learning interfaces [87-89], suggesting that the tangibility of data may benefit children’s and adolescents’ learning [62]. As 1 parent expressed, creating a recommended goal for the youths on the model could be beneficial. Therefore, using a goal-setting strategy [41] and structurally developing the government recommendation into a tangible goal on the model may not only help in developing children’s and adolescents’ understanding of the government recommendations of 60 min of MVPA but also motivate youths to increase their PAL.

Limitations
One of the major strengths of this study is its originality; however, this also highlights the paucity of other supporting research for this age group and that further investigation is warranted on this tangible form of data representation. Research should focus on the relative effectiveness of different types of 3D-printed visualizations of physical activity for the promotion of active learning in youths and as a means of strengthening the articulation of such initiatives with public health guidelines (ie, 60 min of MVPA) to enhance understanding and increase the motivation and engagement of youths in sustained physical activity.

Conclusions
This formative study provides insight into the utilization of tangible 3D-printed objects displaying physical activity as a tool to benefit children and adolescents. The findings demonstrate how youths actively and enthusiastically engaged with the concept of 3D objects of physical activity and felt it could not only enhance their understanding of, but motivate them to increase, their PAL. From pupils’ Play-Doh model outputs, 2 age-specific 3D models representing weekly physical activity data were developed. The results of the formative research support the design of school-based physical activity interventions that utilize 3D printing of youths’ personal data as a unique strategy to promote their engagement in physical activity.
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Abstract

Background: Virtual reality (VR) is a technology that allows the user to explore and manipulate computer-generated real or artificial three-dimensional multimedia sensory environments in real time to gain practical knowledge that can be used in clinical practice.

Objective: The aim of this systematic review was to evaluate the effectiveness of VR for educating health professionals and improving their knowledge, cognitive skills, attitudes, and satisfaction.

Methods: We performed a systematic review of the effectiveness of VR in pre- and postregistration health professions education following the gold standard Cochrane methodology. We searched 7 databases from the year 1990 to August 2017. No language restrictions were applied. We included randomized controlled trials and cluster-randomized trials. We independently selected studies, extracted data, and assessed risk of bias, and then, we compared the information in pairs. We contacted authors of the studies for additional information if necessary. All pooled analyses were based on random-effects models. We used the Grading of Recommendations, Assessment, Development and Evaluations (GRADE) approach to rate the quality of the body of evidence.

Results: A total of 31 studies (2407 participants) were included. Meta-analysis of 8 studies found that VR slightly improves postintervention knowledge scores when compared with traditional learning (standardized mean difference [SMD]=0.44; 95% CI 0.18-0.69; I²=49%; 603 participants; moderate certainty evidence) or other types of digital education such as online or offline digital education (SMD=0.43; 95% CI 0.07-0.79; I²=78%; 608 participants [8 studies]; low certainty evidence). Another
meta-analysis of 4 studies found that VR improves health professionals’ cognitive skills when compared with traditional learning (SMD=1.12; 95% CI 0.81-1.43; I²=0%; 235 participants; large effect size; moderate certainty evidence). Two studies compared the effect of VR with other forms of digital education on skills, favoring the VR group (SMD=0.5; 95% CI 0.32-0.69; I²=0%; 467 participants; moderate effect size; low certainty evidence). The findings for attitudes and satisfaction were mixed and inconclusive. None of the studies reported any patient-related outcomes, behavior change, as well as unintended or adverse effects of VR. Overall, the certainty of evidence according to the GRADE criteria ranged from low to moderate. We downgraded our certainty of evidence primarily because of the risk of bias and/or inconsistency.

Conclusions: We found evidence suggesting that VR improves postintervention knowledge and skills outcomes of health professionals when compared with traditional education or other types of digital education such as online or offline digital education. The findings on other outcomes are limited. Future research should evaluate the effectiveness of immersive and interactive forms of VR and evaluate other outcomes such as attitude, satisfaction, cost-effectiveness, and clinical practice or behavior change.

(J Med Internet Res 2019;21(1):e12959) doi:10.2196/12959
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Introduction

Adequately trained health professionals are essential to ensure access to health services and to achieve universal health coverage [1]. In 2013, the World Health Organization (WHO) estimated a shortage of approximately 17.4 million health professionals worldwide [1]. The shortage and disproportionate distribution of health workers worldwide can be aggravated by the inadequacy of training programs (in terms of content, organization, and delivery) and experience needed to provide uniform health care services to all [2]. It has, therefore, become essential to generate strategies focused on scalable, efficient, and high-quality health professions education [3]. Increasingly, digital technology, with its pervasive use and relentless advancement, is seen as a promising source of efficient and effective health professions education and training systems [4].

Digital education (also known as eLearning) is the act of teaching and learning by means of digital technologies. It is an overarching term for an evolving multitude of educational approaches, concepts, methods, and technologies [5]. Digital education can include, but is not limited to, online and offline computer-based digital education, massive open online courses, virtual reality (VR), virtual patients, mobile learning, serious gaming and gamification, and psychomotor skills trainers [5]. A strong evidence base is needed to support effective use of these different digital modalities for health professions education. To this end, as part of an evidence synthesis series for digital health education, we focused on one of the digital education modalities, VR [6].

VR is a technology that allows the user to explore and manipulate computer-generated real or artificial three-dimensional (3D) multimedia sensory environments in real time. It allows for a first-person active learning experience through different levels of immersion; that is, a perception of the digital world as real and the ability to interact with objects and/or perform a series of actions in this digital world [7-9]. VR can be displayed with a variety of tools, including computer or mobile device screens, and VR rooms of head-mounted displays. VR rooms are projector-based immersive 3D visualization systems simulating real or virtual environments in a closed space and involve multiple users at the same time [10]. Head-mounted displays are placed over the user’s head and provide an immersive 3D environmental experience for learning [7]. VR can also facilitate diverse forms of health professions education. For example, it is often used for designing 3D anatomical structure models, which can be toggled and zoomed into [11]. VR also enables the creation of virtual worlds or 3D environments with virtual representations of users, called avatars. Avatars in VR for health professions education can represent patients or health professionals. By enabling simulation, VR is highly conducive to clinical and surgical procedures-focused training.

We found several reviews focusing primarily on the development of technical skills as part of surgical and clinical procedures-focused training, mostly calling for more research on the topic [12-15]. However, VR also offers a range of other educational opportunities, such as development of cognitive, nontechnical competencies [13-18]. Our review addresses this gap in the existing literature by investigating the effectiveness of VR for health professions education.

Methods

Systematic Review

We adhered to the published protocol [6] and followed the Cochrane guidelines [19]. The review is reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [20]. For a detailed description of the methodology, please refer to the study by Car et al [5].

Study Selection

We included randomized and cluster-randomized controlled trials that compared any VR intervention with any control intervention, for the education of pre- or postregistration health professionals. We included health professionals with qualifications found in the Health Field of Education and Training (091) of the International Standard Classification of Education. VR interventions could be delivered as the only mode of education intervention or blended with traditional
We included studies on VR for cognitive and nontechnical health professions education, including all VR delivery devices and levels of immersion. We included studies that reported VR as an intervention for healthcare professionals without the participant using any additional physical objects or devices such as probes or handles for psychomotor or technical skill development. We included studies that compared VR or blended learning with traditional learning, other types of digital educations, or another form of VR intervention.

We differentiated the following types of VR: 3D models, virtual patient or virtual health professional (VP or VHP) within VR and surgical simulation. Although we included studies including virtual patients in a VR, studies of virtual patient scenarios outside VR were excluded and are part of a separate review looking at virtual patients alone (simulation) [10]. We excluded studies of students and/or practitioners of traditional, alternative, and complementary medicine. We also excluded studies with cross-over design because of the likelihood of a carry-over effect.

We extracted data on the following primary outcomes:

- Learners’ knowledge postintervention: Knowledge is defined as learners’ factual or conceptual understanding measured using change between pre- and posttest scores.
- Learners’ skills postintervention: Skills are defined as learners’ ability to demonstrate a procedure or technique in an educational setting.
- Learners’ attitudes postintervention toward new competences, clinical practice, or patients (eg, recognition of moral and ethical responsibilities toward patients): Attitude is defined as the tendency to respond positively or negatively toward the intervention.
- Learners’ satisfaction postintervention with the learning intervention (eg, retention rates, dropout rates, and survey satisfaction scores): This can be defined as the level of approval when comparing the perceived performance of digital education with one’s expectations.
- Change in learner’s clinical practice or behavior (eg, reduced antibiotic prescriptions and improved clinical diagnosis): This can be defined as any changes in clinical practice after the intervention which results in improvement of the quality of care as well as the clinical outcomes.

We also extracted data on the following secondary outcomes:

- Cost and cost-effectiveness of the intervention
- Patient-related outcomes (eg, patient mortality, patient morbidity, and medication errors)

**Data Sources, Collection, Analysis, and Risk of Bias Assessment**

We developed a comprehensive search strategy for MEDLINE (Ovid), Embase (Elsevier), Cochrane Central Register of Controlled Trials (CENTRAL; Wiley), PsycINFO (Ovid), ERIC (Ovid), CINAHL (Ebsco), Web of Science Core Collection, and clinical trial registries (ClinicalTrials.gov and WHO ICTRP). Databases were searched from January 1990 to August 2017. The reason for selecting 1990 as the starting year for our search is that before this year, the use of computers and digital technologies was limited to very basic tasks. There were no language or publication restrictions (see Multimedia Appendix 1).

The search results from different bibliographic databases were combined in a single Endnote library, and duplicate records were removed. Four authors (BMK, NS, JV, and CKN) independently screened the search results and assessed full-text studies for inclusion. Any disagreements were resolved through discussion between the authors. Study authors were contacted for unclear or missing information.

Five reviewers (BMK, NS, JV, CKN, and UD) independently extracted data using a structured data extraction form. Disagreements between review authors were resolved by discussion. We extracted data on the participants, interventions, comparators, and outcomes. If studies had multiple arms, we compared the most interactive intervention arm with the least interactive control arm.

Two reviewers (BMK and NS) independently assessed the risk of bias for randomized controlled trials using the Cochrane risk of bias tool [19,21], which included the following domains: random sequence generation, allocation concealment, blinding of outcome assessors, completeness of outcome data, and selective outcome reporting. We also assessed the following additional sources of bias: baseline imbalance and inappropriate administration of an intervention as recommended by the Cochrane Handbook for Systematic Reviews of Interventions [21]. Studies were judged at high risk of bias if there was a high risk of bias for 1 or more key domains and at unclear risk of bias if they had an unclear risk of bias for at least 2 domains.

**Data Synthesis and Analysis**

Studies were grouped by outcome and comparison. Comparators included traditional education, other forms of digital education, and other types of VR. We included postintervention outcome data in our review for the sake of consistency as this was the most commonly reported form of findings in the included studies. For continuous outcomes, we summarized the standardized mean differences (SMDs) and associated 95% CIs across studies. We were unable to identify a clinically meaningful interpretation of SMDs specifically for digital education interventions. Therefore, in line with other evidence syntheses of educational research, we interpreted SMDs using the Cohen rule of thumb: <0.2 no effect, 0.2 to 0.5 small effect size, 0.5 to 0.8 medium effect size, and >0.8 a large effect size [22,22]. For dichotomous outcomes, we summarized relative risks and associated 95% CIs across studies. We employed the random-effects model in our meta-analysis. The I\(^2\) statistic was employed to evaluate heterogeneity, with I\(^2\)<25%, 25% to 75%, and >75% to represent a low, moderate, and high degree of inconsistency, respectively. The meta-analysis was performed using Review Manager 5.3 (Cochrane Library Software, Oxford, UK). Where sufficient data were available, summary SMD and associated 95% CIs were estimated using random-effects meta-analysis [21].

We prepared Summary of Findings tables to present a summary of the results and a judgment on the quality of the evidence by using Grading of Recommendations, Assessment, Development
Results

Results of the Search
The searches identified 30,532 unique references; of these, 31 studies (33 reports; 2407 participants) fulfilled the inclusion criteria [11,24-53] (see Figure 1).

Characteristics of Included Studies
All included studies were conducted in high-income countries. Moreover, 21 studies included only preregistration health professionals. A range of VR educational interventions were evaluated, including 3D models, VP or VHP within virtual worlds, and VR surgical stimulations. Control group interventions ranged from traditional learning (eg, lectures and textbooks) to other digital education interventions (online and offline) and other forms of VR (eg, with limited functions, noninteractivity, or nontutored support; see Multimedia Appendix 2). Although they met the inclusion criteria, some studies did not provide comparable outcome data. Out of the 24 studies assessing knowledge, 1 did not provide any comparable data to estimate the effect of the intervention [44]. Likewise, 2 out of 12 studies assessing skills [29,49], 4 out of 8 studies assessing attitude [38,40,46,50], and 8 out of 12 studies assessing satisfaction [24,29,33,37,48,49,52,53] did not provide comparable data.

Risk of Bias
Overall, studies were judged at unclear or high risk of bias (see Figure 2). Most studies lacked information on randomization, allocation concealment, and participants’ baseline characteristics. Studies were mostly at low risk of bias for blinding of outcome assessment as they provided detailed information on blinding of outcome measures and/or used predetermined assessment tools (multiple choice questions, survey, etc). We judged the studies to be at low risk of detection bias in comparison with traditional education as blinding of participants was impossible because of the use of automated or formalized outcome measurement instruments. However, most of these instruments lacked information on validation. Most studies were judged to be at low risk of attrition and selection bias. Overall, 6 studies were judged at high risk of bias because of reported significant baseline differences in participant characteristics or incomplete outcome data.

Figure 1. Study flow diagram. RCT: randomized controlled trial.
Primary Outcomes

Knowledge Outcome

A total of 24 studies (1,757 participants) [11,24,26-28,30-32, 34-37,39,41-44,46-48,50-53] assessed knowledge as the primary outcome. Of them, 6 studies focused on postregistration health professionals [30,42,46,47,50,53] and all others focused on preregistration health professionals.

The effectiveness of VR interventions was compared with traditional learning (via two-dimensional [2D] images,
A total of 10 studies (812 participants) compared VR with other forms of digital education (comprising 2D images on a screen, simple videos, or Web-based teaching) [11,27,28,35,37,41,44,46,50,53] (see Table 2). The overall pooled estimate of 8 studies that compared different types of VR (such as computer 3D model and virtual world) with different controls (ie, computer-based 2D learning or online module or video-based learning) reported higher postintervention knowledge scores in the intervention groups over the control groups (SMD=0.43; 95% CI 0.07-0.79; I²=78%; 608 participants; low certainty evidence; see Figure 3). Additionally, 4 studies compared 3D models with different levels of interactivity (243 participants) [26,34,42,51]. Models with higher interactivity were associated with greater improvements in knowledge than those with less interactivity. The overall pooled estimate of the 4 studies reported higher postintervention knowledge score in the intervention groups with higher interactivity compared with the less interactive controls (SMD=0.60; 95% CI 0.05-1.14; I²=66%; moderate effect size; low certainty evidence; see Figure 3). A total of 3 studies could not be included in the meta-analysis: 1 study lacked data [44], whereas the other 2 studies reported a mean change score, favoring the VR group [36] or other digital education intervention [53].

Table 1. Summary of findings table: virtual reality compared with traditional learning.

<table>
<thead>
<tr>
<th>Outcomes^a</th>
<th>Illustrative comparative risks (95% CI)</th>
<th>Participants (n)</th>
<th>Studies (n)</th>
<th>Quality of evidence (GRADE^b)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postintervention knowledge scores: measured via MCQs^c or quiz. Follow-up: immediate postintervention only</td>
<td>The mean knowledge score in the intervention group was 0.44 SDs higher (0.18 to 0.69 higher) than the mean score in the traditional learning group</td>
<td>603</td>
<td>8</td>
<td>Moderate^d</td>
<td>1 study [36] reported mean change scores within the group, and hence, the study data were excluded from the pooled analysis.</td>
</tr>
<tr>
<td>Postintervention skill scores: measured via survey and OSCE^e. Follow-up duration: immediate postintervention only</td>
<td>The mean skill score in the intervention group was 1.12 SDs higher (0.81 to 1.43 higher) than the mean score in the traditional learning group</td>
<td>235</td>
<td>4</td>
<td>Moderate^d</td>
<td>3 studies were excluded from the analysis as 1 study reported incomplete outcome data [29], 1 study assessed mixed outcomes [36], and 1 study reported self-reported outcome data [24].</td>
</tr>
<tr>
<td>Postintervention attitude scores: measured via survey. Follow-up duration: immediate postintervention only</td>
<td>The mean attitudinal score in the intervention group was 0.19 SDs higher (−0.35 lower to 0.73 higher) than the mean score in the traditional learning group</td>
<td>83</td>
<td>2</td>
<td>Moderate^d</td>
<td>N/A^f</td>
</tr>
<tr>
<td>Postintervention satisfaction scores: measured via survey. Follow-up duration: immediate postintervention only</td>
<td>Not estimable</td>
<td>100</td>
<td>1</td>
<td>Low^d,g</td>
<td>5 studies [24,29,33,48,52] reported incomplete outcome data or lacked comparable data. Therefore, these studies were excluded from the analysis.</td>
</tr>
</tbody>
</table>

^a Patient or population: health professionals; settings: universities and hospitals; intervention: virtual reality; comparison: traditional learning (face-to-face lecture, textbooks, etc.).

^b GRADE (Grading of Recommendations, Assessment, Development and Evaluations) Working Group grades of evidence. High quality: further research is very unlikely to change our confidence in the estimate of effect; moderate quality: further research is likely to have an important impact on our confidence in the estimate of effect and may change the estimate; low quality: further research is very likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate; and very low quality: we are very uncertain about the estimate.

^c MCQs: multiple choice questions.

^d Downgraded by 1 level for study limitations: the risk of bias was unclear or high in most included studies (−1).

^e OSCE: objective structured clinical examination.

^f N/A: not applicable.

^g Downgraded as results were obtained from a single small study (−1).
Skill Outcome
A total of 12 studies (1011 participants) assessed skills as an outcome [24,29,33,34,36,38,39,42,43,45,49,53]. Of which, 7 studies compared VR-based interventions with traditional learning (comprising paper- or textbook-based education and didactic lectures; 354 participants) [24,29,33,36,39,43,45], and the overall pooled estimate of 4 studies showed a large improvement in postintervention cognitive skill scores in the intervention groups compared with the controls (SMD=1.12; 95% CI 0.81–1.43; I²=0%; moderate certainty evidence; see Table 1). Additionally, 3 studies compared the effectiveness of different types of VR on cognitive skills acquisition (190 participants) [34,42,49]. We were able to pool the findings from 2 studies favoring more interactive VR (SMD=0.57; 95% CI 0.19–0.94; I²=0%; moderate effect size; low certainty evidence). Two studies compared VR with other forms of digital education on skills, favoring the VR group (SMD=0.5; 95% CI 0.32–0.69; I²=0%; 467 participants; moderate effect size; low certainty evidence; see Table 2). A total of 4 studies could not be included in the meta-analysis: 2 studies reported incomplete outcome data [29,49], 1 study assessed mixed outcomes [36], and 1 study reported self-reported outcome data [24].

Attitude Outcome
A total of 8 studies (762 participants) [25,30,31,38,40,43,46,50] assessed attitude as an outcome. Of them, 2 studies comparing VR-based interventions with traditional learning (small group teaching and didactic lectures; 83 participants) [30,43] reported no difference between the groups on postintervention attitude scores (SMD=0.19; 95% CI–0.35 to 0.73; I²=0%; moderate certainty evidence; see Table 1). One study compared blended learning with traditional learning (43 participants) [30] and reported higher postinterventional attitude score (large effect size) toward the intervention (SMD=1.11; 95% CI 0.46–1.75). Additionally, 5 studies (636 participants) [25,38,40,43,50] that compared VR with other digital education interventions reported that most of the studies had incomplete outcome data.
the implementation cost was US $530,000, bringing the total cost to US $570,000. In comparison, the virtual world would cost US $220,000 for development and US $201,000 for implementation, bringing the total to US $421,000.

Zaveri et al (32 participants) [53] assessed the effectiveness of a VR module (Second Life, Linden Lab) in teaching preparation and management of sedation procedures, compared with online learning. Development of the module occurred over 2 years of interactions with a software consultant and utilized a US $40,000 grant to create VR scenarios. Cost of the control group (online training) was not presented, and hence, no formal comparison was made.

No information on patient-related outcomes, behavior change, and unintended or adverse effects of VR on the patient or the learner were reported in any of the studies.

### Table 2. Summary of findings table: virtual reality compared with other digital education interventions.

<table>
<thead>
<tr>
<th>Outcomesa</th>
<th>Illustrative comparative risks</th>
<th>Participants (n)</th>
<th>Studies (n)</th>
<th>Quality of evidence (GRADEb)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postintervention knowledge score: measured via MCQs c and questionnaires. Follow-up duration: immediate postintervention to 6 months</td>
<td>The mean knowledge score in the intervention group was 0.43 SDs higher (0.07 to 0.79 higher) than the mean score in the other digital education interventions</td>
<td>608</td>
<td>8</td>
<td>Low d,e</td>
<td>1 study (32 participants) presented mean change score and favored VR group compared with the control group [53], and 1 study (172 participants) compared VR with computer-based video (2D) and presented incomplete outcome data [44]</td>
</tr>
<tr>
<td>Postintervention skills score: measured via scenario-based skills assessment. Follow-up duration: immediate postintervention only</td>
<td>The mean skill score in the intervention group was 0.5 SDs higher (0.32 to 0.69 higher) than the mean score in the other digital education interventions</td>
<td>467</td>
<td>2</td>
<td>Moderate d</td>
<td>N/A f</td>
</tr>
<tr>
<td>Postintervention attitude: measured via survey and questionnaire. Follow-up duration: immediate postintervention only.</td>
<td>Not estimable</td>
<td>21</td>
<td>1</td>
<td>Low d,g</td>
<td>4 studies [38,40,46,50] reported incomplete outcome data or lacked comparable data. Therefore, these studies were excluded from the analysis.</td>
</tr>
<tr>
<td>Postintervention satisfaction: measured via MCQs, survey, and questionnaire. Duration: immediate postintervention only</td>
<td>The mean satisfaction score in the intervention group was 0.2 SDs higher (~0.71 lower to 1.11 higher) than the mean score in the other digital education interventions</td>
<td>218</td>
<td>2</td>
<td>Low d,e</td>
<td>2 studies [37,53] reported incomplete outcome data or lacked comparable data. Therefore, these studies were excluded from the analysis.</td>
</tr>
</tbody>
</table>

aPatient or population: Health professionals; Settings: Universities and hospitals; Intervention: Virtual reality; Comparison: Other digital education interventions (such as online learning, computer-based video, etc).

bGRADE (Grading of Recommendations, Assessment, Development and Evaluations) Working Group grades of evidence. High quality: Further research is very unlikely to change our confidence in the estimate of effect; Moderate quality: Further research is likely to have an important impact on our confidence in the estimate of effect and may change the estimate; Low quality: Further research is very likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate; and Very low quality: We are very uncertain about the estimate.

cMCQs: multiple choice questions.

dDowngraded by 1 level for study limitations (−1): the risk of bias was unclear or high in most included studies.

eDowngraded by 1 level for inconsistency (−1): the heterogeneity between studies is high with large variations in effect and lack of overlap among confidence intervals.

fN/A: not applicable.

gDowngraded as results were obtained from a single small study (−1).

### Satisfaction Outcome

A total of 12 studies (991 participants) [24,26,29,32,33,35,37,44,48,49,52,53] assessed satisfaction, mostly only for the intervention group. Only 4 studies compared satisfaction in the intervention and control groups and largely reported no difference between the study groups.

### Secondary Outcomes

Halfer et al (30 participants) [29] assessed the use of VR versus traditional paper floor plans of the hospital to prepare nurses for wayfinding in a new hospital building. A cost analysis showed that a virtual hospital-based approach increased development costs but provided increased value during implementation by reducing staff time needed for practicing wayfinding skills. The paper describes that the real-world paper floor plan approach had a development cost of US $40,000 and...
Figure 4. Forest plot for the skills outcome (postintervention). df: degrees of freedom; IV: interval variable; random: random effects model; VR: virtual reality.

### Discussion

#### Principal Findings

This systematic review assessed the effectiveness of VR interventions for health professions education. We found evidence showing a small improvement in knowledge and moderate-to-large improvement in skills in learners taking part in VR interventions compared with traditional or other forms of digital learning. Compared with less interactive interventions, more interactive VR interventions seem to moderately improve participants' knowledge and skills. The findings for attitude and satisfaction outcomes are inconclusive because of incomplete outcome data. None of the included studies reported any patient-related outcomes, behavior change, as well as unintended or adverse effects of the VR on the patients or the learners. Only 2 studies assessed the cost of setup and maintenance of the VR as a secondary outcome without making any formal comparisons.

Overall, the risk of bias for most studies was judged to be unclear (because of a lack of information), with some instances of potentially high risk of attrition, reporting, and other bias identified. The quality of the evidence ranges from low to moderate for knowledge, skills, attitude, and satisfaction outcomes because of the unclear and high risks of bias and inconsistency, that is, heterogeneity in study results as well as in types of participants, interventions, and outcome measurement instruments [54].

The fact that no included studies were published before 2005 suggests that VR is an emerging educational strategy, attracting increasing levels of interest. The included studies were mainly conducted among doctors, nurses, and students pursuing their medical degree. Limited studies on pharmacists, dentists, and other allied health professionals suggest more research is needed on the use of VR among these groups of health professionals. Additionally, the majority of interventions studied were not part of a regular curriculum and none of the studies mentioned the use of learning theories to design the VR-based intervention or develop clinical competencies. This is an important aspect of designing any curriculum, and hence, applicability of the included studies might only be limited to their current setting and may not be generalizable to other geographic or socioeconomic backgrounds. Furthermore, most studies evaluated participants’ knowledge, and skills assessed may not translate directly into clinical competencies.

Although the included studies encompassed a range of participants and interventions, a lack of consistent methodological approach and studies conducted in any one health care discipline makes it difficult to draw any meaningful conclusions. There is also a distinct lack of data from low- or middle-income countries, which reduces applicability to those contexts that are most in need of innovative educational strategies. In addition, only 2 studies assessed the cost of setup and maintenance of the VR-based intervention, whereas none of the included studies assessed cost-effectiveness. Thus, no conclusions regarding costing and cost-effectiveness can be made at this point either. There was also a lack of information on patient-related outcomes, behavior change, and unintended or adverse effects of VR on the patients as well as the learner, which needs to be addressed.

Majority of the included studies assessed the effectiveness of nonimmersive VR, and there is a need to explore more on the effects of VR with different level of immersion as well as interactivity on the outcomes of interest. In our review, most of the studies assessing attitude and satisfaction outcomes reported incomplete outcome or incomparable outcome data,
and there is a need for primary studies focusing on these outcomes. Finally, there is a need to standardize the methods for reporting meaningful and the most accurate data on the outcomes as most of the included studies reported postintervention mean scores rather than change scores on the outcomes, which limits the accuracy of the findings for the reported outcomes.

Strengths and Limitations

Our review provides the most up-to-date evidence on the effectiveness of different types of VR in health professions education. We conducted a comprehensive search across different databases including gray literature sources and followed the Cochrane gold standard methodology while conducting this systematic review. Our review also has several limitations. The included studies largely reported postintervention data, so we could not calculate pre- to postintervention change or ascertain whether the intervention groups were matched at baseline for key characteristics and outcome measure scores. We were also unable to perform the prespecified subgroup analysis because of limited data from the primary studies.

Conclusions

As an emerging and versatile technology, VR has the potential to transform health professions education. Our findings show that when compared with traditional education or other types of digital education, such as online or offline digital education, VR may improve postintervention knowledge and skills. VR with higher interactivity showed more effectiveness compared with less interactive VR for postintervention knowledge and skill outcomes. Further research should evaluate the effectiveness of more immersive and interactive forms of VR in a variety of settings and evaluate outcomes such as attitude, satisfaction, untoward effects of VR, cost-effectiveness, and change in clinical practice or behavior.
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Abstract

Background: The importance of mobile health (mHealth) apps is growing. Independent of the technologies used, mHealth apps bring more functionality into the hands of users. In the health context, mHealth apps play an important role in providing information and services to patients, offering health care professionals ways to monitor vital parameters or consult patients remotely. The importance of confidentiality in health care and the opaqueness of transport security in apps make the latter an important research subject.

Objective: This study aimed to (1) identify relevant security concerns on the server side of mHealth apps, (2) test a subset of mHealth apps regarding their vulnerability to those concerns, and (3) compare the servers used by mHealth apps with servers used in all domains.

Methods: Server security characteristics relevant to the security of mHealth apps were assessed, presented, and discussed. To evaluate servers, appropriate tools were selected. Apps from the Android and iOS app stores were selected and tested, and the results for functional and other backend servers were evaluated.

Results: The 60 apps tested communicate with 823 servers. Of these, 291 were categorized as functional backend servers, and 44 (44/291, 15.1%) of these received a rating below the A range (A+, A, and A−) by Qualys SSL Labs. A chi-square test was conducted against the number of servers receiving such ratings from SSL Pulse by Qualys SSL Labs. It was found that the tested servers from mHealth apps received significantly fewer ratings below the A range (P<.001). The internationally available apps from the test set performed significantly better than those only available in the German stores (alpha=.05; P=.03). Of the 60 apps, 28 (28/60, 47%) were found using at least one functional backend server that received a rating below the A range from Qualys SSL Labs, endangering confidentiality, authenticity, and integrity of the data displayed. The number of apps that used at least one entirely unsecured connection was 20 (20/60, 33%) when communicating with functional backend servers. It was also found that a majority of apps used advertising, tracking, or external content provider servers. When looking at all nonfunctional backend servers, 48 (48/60, 80%) apps used at least one server that received a rating below the A range.

Conclusions: The results show that although servers in the mHealth domain perform significantly better regarding their security, there are still problems with the configuration of some. The most severe problems observed can expose patient communication with health care professionals, be exploited to display false or harmful information, or used to send data to an app facilitating further damage on the device. Following the recommendations for mHealth app developers, the most regularly observed security issues can be avoided or mitigated.

(J Med Internet Res 2019;21(1):e9818) doi:10.2196/jmir.9818
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Introduction

Mobile Health Apps

The ubiquitous availability of the internet and mobile devices facilitates new and powerful applications. Mobile health (mHealth) is describing health care–related usage of mobile devices [1]. Although some apps offer user-tailored health information, others facilitate easier communication between patients and health care professionals or offer shop systems for medication sale. mHealth apps have an inherently higher need for security. Besides the importance to protect health data of patients that are collected using apps, by ensuring authenticity of the communication partner and confidentiality of data in transit, information coming from apps must also be protected from unauthorized changes to the content displayed (thus data integrity must be maintained). In contrast to browser-based websites or Web apps, the security of connections used by (native) mobile apps is not transparent to the user. Web browsers display both the use of a secure connection and, importantly, display issues with connection security prominently [2].

In earlier research, client-focused transport security concerns regarding mobile apps were studied [3]; this study focuses on the security of server infrastructure of mHealth apps.

Server Security

The functionality of most apps relies on communication with a remote server over the internet. HTTP is the standard when it comes to client-server communication in the context of mobile apps [4] and offers no security features [5]. The communication through public infrastructure can potentially be observed, modified, or redirected. This endangers the integrity of data displayed by an app and confidentiality of the data sent to and received from a server and also could enable a malicious party to impersonate a server. Furthermore, a publicly reachable server must also guarantee availability [6].

The infrastructure between client and server represents an untrusted medium. Any third party in a privileged position between both communication partners can read and modify all data exchanged. A privileged position in this context is any hop on the path between them (bridges, routers, and gateways) [7]. A common attack vector is a technique called address resolution protocol (ARP) spoofing [7,8]. This enables the attacker to receive all requests normally intended for the router on the local network. Attacks where the third party is located between client and server and can read and modify messages are called man-in-the-middle (MitM) attacks. Another recent example enabling MitM attacks against clients of Wi-Fi Protected Access (WPA) 2 wireless networks is the Key Reinstallation Attack (KRACK) [9]. Older or unpatched protocols such as WPA and wired equivalent privacy (WEP) are also vulnerable to attacks, enabling traffic decryption or MitM setups [10,11]. For attacks on Wi-Fi infrastructure, physical proximity to the target is required. An attacker at least needs to be in the range of the victim’s access point. For the KRACK attack, the attacker needs to be close to the victim’s device.

To ensure confidentiality and integrity of data sent through an untrusted medium, the Transport Layer Security (TLS) protocol is used [12]. It is an important part of today’s internet security infrastructure. TLS was designed for authenticity, integrity, and confidentiality protection of the underlying communication channel by offering secure authentication, data integrity protection, and confidentiality through asymmetric and symmetric cryptography. TLS is situated in the application layer of the transmission control protocol (TCP)/internet protocol (IP) stack and can wrap and secure HTTP connections. TLS-secured HTTP connections are called HTTP Secure (HTTPS) connections [13].

Given certain server and client configurations, TLS can be set up to offer forward secrecy [14]. This means if secret keys are compromised in the future, past communication stays secure and cannot be decrypted with the compromised credentials alone.

Without this secure wrapper authenticity of a server, confidentiality of information exchanged with a server and the integrity of data sent to an app cannot be guaranteed, and the app might display arbitrary text, pictures, or video data. Because an attacker can potentially feed an app arbitrary input, missing integrity can also be exploited to make the app decode an image, video, or other data that could exploit vulnerabilities in decoders. The Stagefright exploit on Android devices, for example, relied on Android operating system (OS) processing modified media files [15].

TLS and its predecessor the Secure Socket Layer (SSL) protocol are not without security flaws. Since its introduction, multiple vulnerabilities in different layers of the protocols or implementations of the protocols were found and exploited to undermine their security [16]. To keep a server (and therefore patients) secure, special scrutiny and vigilance regarding new threats are required from server operators [17]. It is crucial to react quickly to the publication of new vulnerabilities. A malicious third party only has to test the exploitability of all known vulnerabilities to find a way to attack the server-client communication. Some well-known examples are the Padding Oracle On Downgraded Legacy Encryption (POODLE), Heartbleed, and the recent Return Of Bleichenbacher's Oracle Threat (ROBOT) that was made public in December 2017 [18-20]. To address newly found security issues in SSL and its successor TLS, new versions of the protocol are released regularly. Use of a newer version protects from known security flaws of older versions.

TLS relies on digital certificates to authenticate a server to clients [12,21]. These certificates must be issued (and signed) by certificate authorities (CAs) and have multiple characteristics that must be checked for a certificate to be valid for a given domain. Some characteristics are that a certificate must (1) be issued for the domain requested, (2) have a valid from date and must be before the current date, (3) have a valid until date in the future, and (4) must not be revoked.

A certificate’s revocation status can be checked against a CA’s certificate revocation list. As CAs are the roots of the chains of trust, they must operate responsibly. There are some CAs that offer certificate services for free (eg, the Linux foundation’s Let’s Encrypt), whereas others charge for certificates issued by them [22]. The management of the server certificates and
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Prior Work
In prior research, the transport security of mHealth apps from a client’s perspective was investigated [3]. The research inspected the data exchanged between iOS and Android client apps and a server and evaluated it under security considerations. This also included the use of TLS and the TLS version. Furthermore, it considered the validation of server certificates by the clients. The study found severe problems with 40% of all 53 tested apps.

Existing literature also evaluated metadata of mHealth apps from Google’s Play Store and Apple’s App Store [26]. The study did not perform tests or technical analysis. A study of popular mobile apps from China found 97% of apps surveyed provided no information security [27]. The authors limited their investigation to the evaluation of available documentation and availability of auditing reports.

Other research focused on 22 mHealth apps and found that 18 of those apps send data unencrypted over the internet [28]. As mobile apps are not limited to stock HTTP(S) implementations, the study of HTTPS implementations in Android apps is relevant [29]. The publication discusses common flaws in TLS deployments and server configurations.

In the realm of the Internet of Things, existing research analyzed internet-connected toys for children in regard to security and privacy concerns [30]. The authors also bring attention to severe transport security issues of toys when communicating with their backend servers.

Servers have been in use for many years to serve websites and interfaces for internet-based services. The servers’ purpose to supply mHealth apps with data and functionality is only one of their most recent use cases. Due to their inherent exposure to public infrastructure (the internet), they always offered an attractive attack surface. As a consequence, knowledge about problems and secure configuration of servers is widely available [5,6,31,32]. An overview of the general landscape of SSL/TLS security on the internet can be observed on Qualys SSL Lab’s SSL Pulse website [33].

mHealth apps are getting attention by the media and are covered in regard to treatment of patient data [34]. There is an initiative to build a central place to rate apps in regard to privacy matters (among other criteria) [35]. PrivacyScore has similar objectives and offers a configurable interface to test for a number of security and privacy issues of websites [36].

Existing research mostly considers nontechnical characteristics of mHealth apps, client-side implementations of apps, or solely the use of any encryption at all. In contrast, this research will focus on the configuration of servers used by mHealth apps.

The Methods section will describe how the tested apps were selected. Furthermore, it presents and explains transport security issues for servers and lists the tools used to test for these issues. In the Results section, the tested apps are presented. The test methodology is explained before the aggregated results are listed. These results will be discussed, and common issues will be pointed out.

Methods

App Selection
In prior research, free apps from 3 different European app stores were selected. As differences in behavior between apps from different European countries were not found without loss of generality for this study, only free apps from the German app stores’ top lists were chosen [3]. Many apps from the German top-downloaded lists are popular across other nations’ app stores. The difference between internationally available and popular apps and apps only in the top lists of the German stores will be discussed in the Results section. To mitigate any platform-dependent bias, apps for Android and iOS are tested.

Relevant Server Security Considerations
HTTP by itself transmits information as clear text without any encryption. It is an application layer protocol and can be secured by being used on top of a secure TLS connection [4,12,13]. TLS and its predecessor SSL are designed to ensure the authenticity of communication partners, confidentiality between parties, and integrity of transmitted data. To achieve this, TLS uses asymmetric cryptography and public key infrastructure (PKI) for authentication and exchange of key material. Symmetric encryption is used for payload data encryption [37,38].

SSL and TLS use version numbers. As earlier versions of the protocol had serious security issues, this paper will take the version of SSL or TLS into consideration [16,18]. While SSL 2.0 is considered insecure because of structural vulnerabilities [39], the POODLE exploit enables third parties to recover plaintext from SSL 3.0-protected traffic [40,41]. Apart from SSL 2.0 and SSL 3.0, newer TLS versions do not have known security vulnerabilities if the server (and client) is properly configured. Lacking a proper configuration, older versions such as TLS 1.0 are vulnerable to an improved POODLE attack and other vulnerabilities [18]. Another TLS 1.0 vulnerability can only be efficiently mitigated by the clients: the Browser Exploit Against SSL/TLS (BEAST) [42]. Although most modern browsers do mitigate the issue, the security of the protocol is still not controllable on the server side. TLS 1.1 and later protocols are not vulnerable to such attacks and can be configured on the server side to use secure ciphers [43]. More recent versions include improvements that are considered more secure. The use of SSL/TLS and the lowest supported version number will be part of the evaluation. We also evaluated support for the recently approved TLS 1.3 (August 2018) and mentioned it in the Results section [44].
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To ensure the use of HTTPS and prevent protocol downgrade attacks, HTTP Strict Transport Security (HSTS) can be used [45]. A downgrade attack is designed to get a client to connect to the server using an unsecured HTTP connection. This enables a malicious third party to perform a MitM attack and consequently read and modify sensitive information. For HSTS to be used, the server sends a special header in response to a request. This tells the client to only connect through secure HTTPS connections. For HSTS to work, both client and server have to support it. Although HSTS is most important for browser-based Web apps, many apps include Web components that use platform browser components. In addition, Web-based versions of apps often exist. The presence of HSTS headers in server responses will be listed in the Results section.

To provide a better understanding of the following considerations, a basic understanding of the TLS handshake is required [12]. This description will focus on the most common case of server authentication only.

The client initiates the connection by sending a client hello message. This includes its highest supported TLS version, a random value, suggested compression methods, and its supported cipher suites. The server, in turn, answers with the chosen protocol version, cipher suite, compression method, and a random value. In a certificate message, the server also sends its certificate. The client now creates a premaster secret, encrypts it with the server’s public key, and sends it to the server. Both parties generate the master secret and session keys based on the premaster secret. The client sends a change cipher spec message to the server to inform the server that it will use the session key for hashing and message encryption. This is followed by a client finished message. The server receives this message, switches to symmetric encryption for further messages, and sends a server finished message.

During the TLS handshake, the client uses the servers’ public key from its certificate to encrypt a premaster secret. The encryption algorithm is dependent on the negotiated cipher suite. The certificate sent by the server fits the negotiated cipher suite: if, for example, a cipher suite is chosen that includes the Elliptic Curve Diffie Hellman Ephemeral (ECDHE) algorithm for key exchange, the certificate must include an elliptic curve (EC) public key [46,47]. As explained in the TLS handshake, the security of the key exchange is essential for the security of the connection. If an adversary is able to decrypt the premaster key by brute force, the security of the TLS connection would be compromised. To make this harder, the algorithm used as well as the key length of the public key are important. A commonly used algorithm is the Rivest-Shamir-Adleman (RSA) algorithm [48]. Key sizes vary from 1024 to 4096 bit. It has been shown that a 1024 bit key does not offer sufficient security [49]. Moreover, 2048 bit is the commonly recommended lower limit for RSA keys. The added complexity and negative performance impact during the TLS handshake are disadvantages of the use of longer keys. Newer algorithms such as the EC algorithm do require smaller keys, less computational requirements for clients, and servers while offering equivalent security [47,49]. The key algorithm and length are part of this evaluation.

Another aspect related to the handshake is the selection of the cipher suite. A server has a number of supported cipher suites [12,50]. When the client sends its list of possible cipher suites, the server selects one it supports. The most secure cipher suite should be negotiated between client and server. A server can be configured to have an order of preference for cipher suites [17]. If present, the server will choose the suite highest in priority, which is supported by the client. Whether a server has a preferred order is part of the results of the study because of the importance of the chosen cipher suite for the encryption of user traffic.

For the same reason, the list of supported cipher suites will be considered. Although uncommon, in the worst case, cipher suits may define no encryption at all for the TLS traffic. Other cipher suits define algorithms that can be cryptographically attacked and should not be used anymore. This section does not list all ciphers and their vulnerabilities, but the use of insecure cipher suites is part of the evaluation.

The authentication of the server is based on the server’s certificate [12,21,51]. A certificate must fit certain criteria to be considered valid by the client. It must be issued for the requested domain, must not be expired or revoked, and must be trusted. In a PKI, a client trusts root certificates issued by CAs. These CAs use the corresponding private key to sign certificates of servers (or other sub-CAs). When the client verifies the validity of a server certificate, it follows this chain of trust from the server certificate until one of the certificates in the client’s trusted root certificates is referenced. Certificate (chain) issues are also part of the research performed for this study.

Older SSL and TLS versions are vulnerable to certain exploits undermining their security. In addition to vulnerabilities of older versions, implementation-dependent issues such as Heartbleed and others are relevant. Heartbleed is an issue in the popular OpenSSL cryptographic software library. It enables an attacker to read memory contents from the server if the library is not patched. Another recently (December 2017) discovered attack uses an issue in RSA implementations and makes the key exchange observable by attackers (ROBOT) [19]. A server that supports RSA for its key exchange, and that is using a vulnerable implementation, is at risk to be attacked [52]. A relative of the BEAST vulnerability discussed earlier also enables attacks against TLS 1.2. It is named the Compression Ratio Info-leak Made Easy (CRIME) and works in conjunction with the use of cookies by protocols that use data compression (such as HTTPS) [53]. It can be used to observe and use a client’s authentication cookie to enable further attacks. The vulnerability can be counteracted on the client as well as on the server side. The Browser Reconnaissance and Exfiltration via Adaptive Compression of Hypertext (BREACH) attack is a variant of CRIME and can be exploited to a similar effect [53]. A comprehensive overview of known attacks against TLS can be found as a Request For Comments (RFC) by the Internet Engineering Task Force (IETF) [53]. Vulnerability to known attacks is considered during the tests.

Because the physical location of a server has consequences for applicable law, the server location is considered in this study.
Specifically, this study lists whether servers are inside the European Union (EU), as it is considerably harder for service providers dealing with data belonging to European citizens to host these data outside the EU and still comply with the General Data Protection Regulation (GDPR) [54,55]. Explicit exceptions are GDPR-compliant servers outside the EU covered under the EU-US privacy shield [54,56]. As mentioned in the Limitations section, this study does not differentiate GDPR-compliant servers outside the EU, and servers are simply listed to be located outside EU territory.

Selection of Appropriate Test Tools

The first step of the tests is to find out which of the apps communicate with which backend. Similar to prior research, the BProxy tool was used to facilitate the first test phase [3,57]. This software acts as a proxy between a device running an app and the internet. It is open source and can be found on GitHub [57]. All traffic from the device is analyzed by the proxy, and a report is displayed. As this study is concerned with server-side transport security aspects, only the domain names of servers an app communicates with and the use of unsecured connections are of interest. As the proxy records all traffic to and from the device, filtering is necessary to find out which domains are part of the app’s backend. Traffic was inspected to distinguish between app-related servers and other servers. To facilitate correct categorizations, the disconnect service was used and the results were inspected manually, similar to the methodology of a prior publication [3,58].

To test the servers behind the domains, the testssl script and the Qualys SSL Labs test suite were chosen [59,60]. The testssl script uses OpenSSL to perform tests against a targeted server from the local machine. It generates a comma-separated value (CSV) file containing all findings for the domain. The script checks for some relevant characteristics, including all described relevant concerns. The script is actively developed and maintained to contain tests for recently discovered vulnerabilities. At the time of testing, the ROBOT attack was relatively new and already included in the development version of the testssl script [19,59]. The SSL Labs test suite is a Web-based tool for SSL/TLS-related tests. Qualys SSL Labs also offers a command line reference implementation for test automation [61]. The results include similar attributes as the testssl script but importantly assign a graded score A to F. This score is the result of an automated evaluation of the characteristics and vulnerabilities observed. A guide on how this score is calculated and, consequently, how SSL Labs rates the severity of security characteristics can be found on GitHub [62]. This rating guide is updated by Qualys on a regular basis, and a changelog can be found as part of the guide mentioned previously. The rating consists of multiple considerations and includes all but the first item in Table 1: (1) validity and trust of the certificate used by the server, (2) supported protocols (SSL 1.0 up to TLS 1.3), (3) key exchange algorithms supported (older algorithms score lower because of security issues), and (4) cipher suites supported (if no secure, up-to-date cipher suites are supported, the grade will be lower).

Each category scores between 0 and 100. The scores are combined, which results in a single overall score for the server. A 0 in any category will result in an overall score of 0. Although a low score results in an overall lower result, a 0 in a category is indicating a fatal security issue. An example for the score calculation in the supported protocols category according to the Qualys SSL Labs’ server rating guide looks like this:

1. Start with the score of the best protocol.
2. Add the score of the worst protocol.
3. Divide the total by 2 [62].

Table 2 lists the scores that Qualys SSL Labs assigns each supported protocol version at the time of writing. A 0 in this category, for example, can only occur if only SSL 2.0 was supported. As this is a long outdated and insecure version, a score of 0 is justified. The other categories are evaluated in a similar manner.

Server configurations that cannot be captured by a score are accounted for by special rules to correct the grade calculated [62]. An example of a server rated B and the scores in each category can be observed in Figure 1.

Table 1. Main considerations evaluated in this study.

<table>
<thead>
<tr>
<th>Security considerations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of secured connections (SSL/TLS)</td>
<td>The use of any unsecured connections</td>
</tr>
<tr>
<td>SSL/TLS version</td>
<td>Evaluating the supported versions of SSL/TLS</td>
</tr>
<tr>
<td>Key exchange support</td>
<td>The cryptographic algorithm used to exchange the keys during the handshake for the following symmetric encryption</td>
</tr>
<tr>
<td>Cipher support</td>
<td>The cipher negotiated between client and server dictates what symmetric encryption is applied after the handshake and key exchange</td>
</tr>
<tr>
<td>Certificates</td>
<td>The security characteristics TLS offers rely on the server’s certificate. Any trust issues here are critical</td>
</tr>
<tr>
<td>Vulnerabilities</td>
<td>Certain attacks are based on specific implementations or the absence of a patch on the server</td>
</tr>
<tr>
<td>HSTS</td>
<td>Support HSTS can prevent downgrades to HTTP</td>
</tr>
</tbody>
</table>

---

*aAll but the first one (use of unsecure connections) are tested for by the tools presented in later sections.

*bSSL: Secure Socket Layer.

*cTLS: Transport Layer Security.

Table 2. Qualys SSL Labs scoring for protocol support.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSL 2.0</td>
<td>0</td>
</tr>
<tr>
<td>SSL 3.0</td>
<td>80</td>
</tr>
<tr>
<td>TLS 1.0</td>
<td>90</td>
</tr>
<tr>
<td>TLS 1.1</td>
<td>95</td>
</tr>
<tr>
<td>TLS 1.2</td>
<td>100</td>
</tr>
</tbody>
</table>

*aSSL: Secure Socket Layer.

Figure 1. Exemplary rating and scores of a domain in the test pool. The server was downgraded mainly for offering weak Diffie-Hellman key exchange. The scores in the distinct categories can be observed to the left. On the right, the offered cipher suites, which include the key exchange algorithms, are listed and marked as weak points.

The overall score, based on a constantly updated set of rules, and the added safety of 2 sources for server security assessment are the reasons why both testssl (Version: 2.9.5dev) and the Qualys SSL Labs suite (Version: 1.32.6) are used. To determine the physical location of a server, a Web-based service was used [63,64]. To aggregate the results, a consistent logic was chosen. For negative observations (such as a rating below the A range containing ratings A+, A, and A− from Qualys SSL Labs), the worst observation in a given category was recorded. For positive observations, the inverse logic was applied: a category of an app was counted as supporting the positive characteristic (such as HSTS and TLS 1.3) when at least one server supported the feature.

Limitations

The tests performed as part of this research focus on transport security and weaknesses in TLS configurations on the server side. The research did not include a full penetration test for every server that was found. Although availability is an important characteristic for a server, this attribute was not part of our tests as testing for denial-of-service (DOS) hardening would require staging test DOS attacks [6]. This would not be legally possible without cooperation of every app developer [65].

As this study focuses on the server side, correct certificate validation in the apps is not tested, neither is the traffic analyzed for leaked information of any kind.

Apps that did not function normally made a test of functions impossible and were removed during app selection. This includes apps that prevented traffic inspection by our test tool. It is possible that these apps used certificate pinning to ensure the servers identity.

The app tests were performed manually. Complete functional coverage cannot be guaranteed. Especially, functionality behind paywalls (in-app purchases or similar facilities) remained untested.

Categorization of servers as functional backends or others was aided by a Web-based service that keeps a list of known advertising and tracking servers but, in part, had to be performed manually [58]. The categorization in uncertain cases was vigilantly checked but might still contain errors.

The location of a server is hard to pin down. It is possible for a server to be inside the EU, although our test using a Web-based service did state a different location. Servers are often used to answer requests from different locales. A request from within the EU might be answered from a server in Ireland, whereas a request from the United States might be handled by a server located in the United States.
A server based outside the EU might fall under the EU-US privacy shield [56]. This allows organizations to store data outside the EU and still comply with applicable EU law [54]. As there is no straightforward way known to the authors to check if a server is part of privacy shield or complies with the GDPR in other ways, this differentiation is not made in this study.

A correct certificate validation depends on a dependable PKI. Research has shown that domain name system (DNS)-based domain validation by CAs is not always dependable and can be abused to have a CA issue certificates for arbitrary domains [66,67]. An attacker in possession of a valid certificate for the domain name requested can impersonate an authentic server even when the client applies correct certificate validation. As this is a CA’s responsibility and an app provider has no control in this regard, this issue will not be addressed further in this study.

Results

App Selection

To select a sample set of mHealth apps, the top-downloaded lists of free apps from the Android and iOS app stores are considered as a starting point. The medical category was selected as it is most likely to contain mHealth apps. In previous research, similar client security problems in apps from 3 different countries were found [3]. Differences in behavior between apps from stores of different countries were not found. In this study, 30 apps from the German Google Play store and 30 apps from the iOS AppStore are considered (60 apps in total). The top-downloaded lists were generated from the app store analytics site AppAnnie on August 31, 2018 [68]. Top lists for a specific day are available after registration on the website. The medical category includes apps that fulfill a broad spectrum of functions. For this reason, apps from both app stores were categorized. All subcategories found in the medical categories are listed and defined in Multimedia Appendix 1. The 5 subcategories selected in this study are (1) fertility, pregnancy, and parenthood; (2) drug information, shopping, and compliance; (3) reference and learning; (4) consultation, communication, and interaction; and (5) health, fitness, and monitoring.

To improve variety, the 6 highest positioned apps from these categories and both lists were selected. If a selected app was untestable with test devices, the next most popular app of the same category was selected. This was the case for 9 apps. Of all 60 apps, 26 (26/60, 43%) were in at least one other top 500 list in France, the United Kingdom, or the United States, covering a portion of internationally relevant mHealth apps. The top positions in the stores, developer information, and subcategorization of the apps are visible in Multimedia Appendices 2 and 3.

Performing the Tests

To help parallelize the app testing, iOS and Android apps were tested separately. All apps for both platforms were downloaded from their respective app stores and installed on the devices (iOS 11.4.1 on an iPhone 7 and Android 6.0.1 on a Nexus 7). Before any test, the apps were stopped and restarted. As described previously, the devices are set up to use an HTTP proxy for all HTTP/S traffic. The BProxy tool was used to compile a list of relevant domains.

Many apps communicate with a plethora of endpoints. In addition, the Android or iOS OSs also communicate through HTTP/S connections for multiple purposes, including mail fetching, checking for updates, and sending analytics data. To filter the domains observed during the test of an app, multiple app runs are used to try to distinguish between app traffic and background traffic not related to the app. In addition, manual filtering was performed. Service calls from the OS (such as mail server communication) were disregarded. When necessary, an account for the app was created and activated for the tests.

A bash script was used to sequentially test each remaining domain using the testssl script [59]. The Qualys SSL Labs Server Test Web-based tool offers a bulk application programming interface (API) to test multiple domains. Both tools return JavaScript object notation formatted files [59,69]. To reach the objective to generate informative and easy-to-understand results, it was decided to distinguish between backend, advertisement or tracker or analytics, external content, and other servers. The functional backend category includes servers that directly work to supply the app with functional content, perform operations with input from the app, and seem to be under the control of the app developer. All other servers were sorted into the second category of other servers, including all servers that serve advertisements, track user activity, and/or are part of an analytics service supplying the app provider with information about app usage. The categorization was performed by evaluating the domain name and analyzing HTTP/S traffic using the BProxy. Categorization as an other server was improved using the disconnect service where 311 of the 532 (58.5%) other servers were listed [58].

Figure 2 shows a graphical representation of the workflow described. To help evaluate and compile result summaries, the R programming language (version 3.4.2) was used [70]. Negative and positive observations were collected separately. During the compilation of the summaries, a negative or positive observation for a server during the tests was counted as the results for the entire functional or other backend category of the app. For some analyses, these sets have been combined to obtain results for medical apps in general.
Figure 2. Workflow for tests of mobile health apps. In the app selection phase, the 6 most popular apps from each of the 5 subcategories were selected. In the app test and server identification phase, the traffic between apps and servers was observed and unique servers recorded. The servers were categorized or disregarded as facilitating irrelevant background tasks (server classification phase). The relevant servers were used as the input for the testssl script and the Qualys SSL Labs suite (server test phase). Finally, the results tables were compiled (server results).

**Summarized Results**

The 60 apps tested communicated with 823 different servers. The distribution of the number of servers apps communicated with can be observed in Table 3. All apps communicated with servers beyond their functional backend. The median number of other servers the apps across both platforms communicated with is 18.5. The median number across Android apps is more than twice (24.5) the amount in comparison with iOS apps (11). In the most remarkable case, an Android app communicated with 82 other servers beyond its functional backend.

For easier evaluation of the overall results, the findings were divided into positive and negative results and summarized in Tables 4 and 5. These list the results for both functional as well as other backends. As the functional backends serve requests directly related to an app’s functionality, these are the most interesting results.

Detailed results of the security tests can be found in Multimedia Appendices 2 and 3. They list the findings on a per app and per function basis. For further details, please refer to Multimedia Appendices 4 and 5. The tables in these appendices contain the number of connections per apps to servers exhibiting the security characteristics that are part of this study.
Table 3. Minimum, maximum, and median numbers of functional and other backends for iOS and Android apps.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Android (functional), n=30</th>
<th>iOS (functional), n=30</th>
<th>Android (others), n=30</th>
<th>iOS (others), n=30</th>
<th>Overall (functional), n=60, n (%)</th>
<th>Overall (others), n=60, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum number of servers</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Maximum number of servers</td>
<td>33</td>
<td>21</td>
<td>82</td>
<td>39</td>
<td>33</td>
<td>82</td>
</tr>
<tr>
<td>Median number of servers</td>
<td>5</td>
<td>4</td>
<td>24.5</td>
<td>11</td>
<td>4.5</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 4. A summarized table of negative results regarding backends of Android and iOS apps. Negative observations are counted for the functional or other category on a per-app basis when it was present in at least one of the apps’ servers.

<table>
<thead>
<tr>
<th>Security issues</th>
<th>Android (functional), n=30</th>
<th>iOS (functional), n=30</th>
<th>Android (others), n=30</th>
<th>iOS (others), n=30</th>
<th>Total (functional), n=60, n (%)</th>
<th>Total (others), n=60, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualys SSL Labs non-A rating</td>
<td>14</td>
<td>14</td>
<td>24</td>
<td>24</td>
<td>28 (47)</td>
<td>48 (80)</td>
</tr>
<tr>
<td>Server only offers TLS&lt;sup&gt;a&lt;/sup&gt; version &lt;1.2</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>8 (13)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Server without set cipher order</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>12 (20)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Certificate (chain) validation issues present</td>
<td>9</td>
<td>5</td>
<td>14</td>
<td>6</td>
<td>14 (23)</td>
<td>20 (33)</td>
</tr>
<tr>
<td>Downgrading vulnerabilities</td>
<td>5</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>9 (15)</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Servers outside the EU&lt;sup&gt;b&lt;/sup&gt;</td>
<td>24</td>
<td>21</td>
<td>30</td>
<td>30</td>
<td>45 (75)</td>
<td>60 (100)</td>
</tr>
<tr>
<td>Missing forward secrecy support</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4 (7)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Unsecure connection/s observed</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>20 (33)</td>
<td>18 (30)</td>
</tr>
</tbody>
</table>

<sup>a</sup> TLS: Transport Layer Security.
<sup>b</sup> EU: European Union.

Table 5. A summarized table of positive results regarding backends of Android and iOS apps. One observation of a positive characteristic makes the functional or other category count for the app.

<table>
<thead>
<tr>
<th>Positive findings</th>
<th>Android (functional), n=30</th>
<th>iOS (functional), n=30</th>
<th>Android (others), n=30</th>
<th>iOS (others), n=30</th>
<th>Total (functional), n=60, n (%)</th>
<th>Total (others), n=60, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLS&lt;sup&gt;a&lt;/sup&gt; 1.3 support observed</td>
<td>4</td>
<td>5</td>
<td>21</td>
<td>17</td>
<td>9 (15)</td>
<td>38 (63)</td>
</tr>
<tr>
<td>HSTS&lt;sup&gt;b&lt;/sup&gt; support observed</td>
<td>12</td>
<td>15</td>
<td>28</td>
<td>25</td>
<td>27 (45)</td>
<td>53 (88)</td>
</tr>
</tbody>
</table>

<sup>a</sup> TLS: Transport Layer Security.

Of the apps tested, 28 (28/60, 47%) used servers where at least one functional backend received a non-A rating from Qualys SSL Labs. In contrast, 48 (48/60, 80%) apps used advertisement, analytics, or external content providers (others) that received a rating below the A range.

Regarding the support of TLS 1.2, only 8 (8/60, 13%) apps used functional backend servers that did not offer TLS 1.2 (3 iOS apps and 5 Android apps). All but one app used only other servers that offered TLS 1.2.

Functional backend servers without a set cipher order were observed when using 12 (12/60, 20%) apps. Other servers without a cipher order were used by 5 (5/60, 8%) apps.

It was found that 14 apps (14/60, 23%) used functional backends that did not offer a valid certificate for the domain requested. This also includes certificates that fail proper validation for any reason (certificate chain issues and domain name mismatch). This issue was also found with other servers for 20 (20/60, 33%) apps.

It was discovered that 9 (9/60, 15%) apps worked with functional backend servers that were downgraded by Qualys SSL Labs because of their vulnerability to an exploit. More apps communicated with other backends that were downgraded (15/60, 25%) apps. Vulnerabilities that lead to a downgrade are related to the support of certain cipher suite or unpatched implementations on the server side [62]. Vulnerability to the POODLE attack was the most observed issue that led to a downgrade. The tables in the Multimedia Appendices 2 and 3 can be consulted for further information.
During the tests, it was found that 45 (45/60, 75%) apps appeared to use some functional backend servers outside the EU. The same is true for all 60 (60/60, 100%) apps regarding other backends.

Forward secrecy was supported by all but 4 (4/60, 7%) apps in at least one functional backend server. The support was observed in at least one other backend server for all but 2 (2/60, 3%) apps.

During the tests, we also recorded entirely unsecured connections by the apps to their servers. This was observed in 20 (20/60, 33%) apps during their communication with a functional backend server and in 18 (18/60, 30%) apps with other backend server.

During the evaluation of the test data, some apps showed especially severe issues and are responsible for many of the concerns listed in Table 4. Moreover, 1 app provider, for example, offered 4 apps in total (2 iOS and 2 Android apps). All these apps communicated with backends that did not support an up-to-date TLS version. In addition, it was found that the apps used a mix of unprotected HTTP and protected HTTPS connections to communicate with their backends, further undermining the security of the communication.

It was found that of the 291 functional backend servers, 15.1% received ratings below the A range by Qualys SSL Labs. Of the 532 nonbackend servers tested, 18.8% were rated below the A range. Qualys SSL Labs’ SSL Pulse website lists popular security characteristics of servers. They summarize these and also show the percentage of servers receiving a rating below the A range. In the statistics from September 2018, of the 139,849 servers, 37.75% received non-A ratings. A conducted chi-square test (alpha=.05) shows the tested servers of mHealth apps to be significantly better rated than servers observed by SSL Pulse in general (P < .001 for both functional backends as well as others) [33].

Chi-square tests were also conducted between each of the subcategories regarding the number of apps that communicated with servers receiving a non-A rating. For these statistical tests, iOS and Android apps as well as functional and other servers were not differentiated. It was found that reference and learning apps received a significantly worse rating when tested against both fertility, pregnancy, and parenthood (alpha=.05; P = .02) and drug information, shopping, and compliance (alpha=.05; P = .01) apps. The other categories showed no significant differences between each other. Looking at differences between internationally available apps and apps only present in the German top lists, the international apps were found to perform significantly better (alpha=.05; P = .03). For this test, any app that was also listed in a top 500 list in the United States, the United Kingdom, or France was considered international.

Looking at regularly contacted domains that can be observed in Table 6, the services behind these top 10 most contacted servers receive data from many of the apps tested and will be able to reconstruct a comprehensive user profile.

Many advertising and analytics companies operate multiple second-level domains. Using the disconnect.me lists revealed, a high number of domains requested belonging to Google’s and Facebook’s services [58]. Google is very much present in the overview. Almost all (55/60, 92%) apps communicated with servers under a Google API domain, and 8 of the 10 most frequently observed second-level domains are attributable to the company.

Of the 60 apps tested, 17 offered a user-controllable opt-out option for certain advertisement or tracking services. In earlier research, these options were mentioned as desirable [3].

As for positive observations, TLS 1.3 support was observed in 9 (9/60, 15%) apps when communicating with their functional backend servers and 38 (38/60, 63%) with other backend servers. HSTS support was observed in at least one functional backend server for 27 (27/60, 45%) apps and at least once for other backend server in 45 (45/60, 75%) apps. The high percentages in the others category is partly a result of the way the results were counted. The number of other servers was regularly higher than the number of functional backend servers, and the positive observations were combined using the Boolean or-conjunction.

To gain further insight into how many servers of an app’s backend were exhibiting which security characteristic, please refer to Multimedia Appendices 4 and 5.

### Table 6

<table>
<thead>
<tr>
<th>Domain</th>
<th>Apps, n=60, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>*.googleapis.com</td>
<td>55 (92)</td>
</tr>
<tr>
<td>*.google-analytics.com</td>
<td>46 (77)</td>
</tr>
<tr>
<td>*.google.com</td>
<td>38 (63)</td>
</tr>
<tr>
<td>*.googleapis.com</td>
<td>37 (62)</td>
</tr>
<tr>
<td>*.doubleclick.net</td>
<td>36 (60)</td>
</tr>
<tr>
<td>*.gstatic.com</td>
<td>33 (55)</td>
</tr>
<tr>
<td>*.crashlytics.com</td>
<td>29 (48)</td>
</tr>
<tr>
<td>*.google.de</td>
<td>23 (38)</td>
</tr>
<tr>
<td>*.googleadservices.com</td>
<td>23 (38)</td>
</tr>
<tr>
<td>*.fbcdn.net</td>
<td>11 (18)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Some backends display problematic characteristics. The most problematic cases exhibit invalid server certificates. In these cases, a client cannot distinguish between a real server certificate and a certificate from a third party attempting a MitM attack. The use of outdated TLS protocol versions can lead to integrity, authenticity, and confidentiality issues with data displayed or sent to the server. The implications vary from app to app. Affected apps did facilitate medical and drug information and interaction checks and patient to health care professional communication. The latter case can expose patient information and enable fabrication of answers from the health care professional to the patient.

In contrast to browsers, apps on mobile platforms have a disadvantage: they can (and do) hide transport security issues from their users. Although private data might be sent to a server without properly securing the connection, a developer can choose to ignore the issues. A browser, on the other hand, displays security warnings when a website can only be connected to using unsecure connections and will make interactions harder for the user [71]. Apple’s App Transport Security effort is a step in the right direction but will still allow exceptions for app-specified URLs [72]. It could be the objective of further work to evaluate the possibility for a mobile OS to monitor all traffic from an app and warn the user about insecure connections.

Apps that are localized, available, and successful in more than the German app store suggest bigger organizations with more resources. These organizations can be expected to also devote more resources to the (security) maintenance of their servers. The observation that internationally popular apps performed significantly better validates this expectation.

As discussed in the study by Mütting et al [3], the use of advertisement and tracking services in medical apps can pose as a challenge. These services offer app developers insight into the usage of their app. But the data are also collected by these services for further monetization and data mining [73]. As medical (patient) data are protected under special jurisdiction and should be protected for ethical reasons, the use of any third-party services must be met with scrutiny. For many apps, the tests revealed the use of a great number of servers from various services. The high number of apps that use the same services for advertising or analytics can be problematic. These services can collect user information across multiple apps [73,74]. Another reason to be aware of the use of third-party services is the relatively large number of servers used for advertisements or tracking that received a non-A rating from Qualys SSL Labs (48% of all apps).

Looking at the results in regard to server locations, all (60/60, 100%) apps used other servers outside the EU. When looking at the source data, it can be observed that these servers are often related to tracking, analytics, and advertising.

The data also reveal severe issues not directly visible when only considering the server setup: apps were observed using entirely unsecured connections or a mixture of secured and unsecured connections in communication with the same server. Although the backend server might be set up to use state-of-the-art TLS and certificates, this will always undermine potential security and put user data at risk.

The wide support of forward secrecy (functional: 15% and others: 63%) can be seen positively, as it prevents unauthorized decryption of sensitive data in the future and entails a performance burden for attacks on the connection. The high number (functional: 45% and others: 88%) in servers supporting HSTS can help to mitigate against protocol downgrade and cookie hijacking attacks.

During an earlier phase of the preparation of this study—and before the tests discussed so far—40 mHealth apps were tested. The 20 most popular apps from the medical category from the German iOS and Android app stores were tested with a very similar methodology as was described in this study. A description of the 40 apps, their categories, and the summarized results can be found in Multimedia Appendix 6. Detailed results per app tested for Android and iOS can be found in Multimedia Appendices 7 and 8, respectively. Some apps were tested in both test runs. Although the earlier results showed a lower number of functional backends receiving a Qualys SSL Labs grade below the A range (28% in early 2018 vs 47% in September 2018), there are also positive developments observable. Vulnerability to the ROBOT attack was observable in a nonfunctional backend in early 2018 but was fixed in the later tests. The relative rise of backends receiving a rating below the A range might be caused by a difference in classification but can also be attributed to the changes in the Qualys SSL Labs rating calculation algorithm [62]. This dynamic is characteristic of the fast-paced nature of the security ecosystem of TLS deployments. Although servers are maintained by some providers, the discovery of new vulnerabilities and the reinvention of old ones leading to new threats make constant vigilance a necessity for server administrators and (mHealth) app providers. The apparent security deterioration of servers by their grades might indicate a slower pace of app providers in keeping their TLS deployments secure.

Common Security Concerns and Recommendations

Common security concerns are listed and summarized below. Prevention, mitigation, or alleviation recommendations are given:

1. Apps were found using a server without valid certificates both for their functional backend as well as for other purposes. This is problematic as this implies missing or erroneous certificate validation in the apps. When a client does not expect valid credentials from the server, any attacker can present equally invalid certificates and impersonate the server. This enables MitM attacks. It is strongly recommended to use a trusted CA and have a valid certificate issued for the domains that are to be secured.

2. A number of apps communicate with servers through unsecured channels. To find and prevent apps and users from using unsecured connections, a server could be configured to use HSTS. In addition, client apps should be
inspected and any unsecured URL schemes should be removed.

3. Insecure server configurations indicated by a low Qualys SSL Labs’ rating were found in multiple apps’ server backends. This includes a missing set cipher order and the support of vulnerable cipher suites. These vulnerabilities can be exploited to undermine the security supplied by the use of TLS. Insecure server configurations can change over time. Any time a new exploit is discovered and/or is widely exploited, a server operator should update his server’s configuration. To keep a server configured as securely as possible, the basic security concerns should be understood, server-side security patches installed, and the domains should be tested using a service similar to Qualys SSL Labs’ server test [60].

4. Most apps use multiple advertising or analytics servers. Not only does this add to the data and processor time used by apps, for medical apps, but can also be especially problematic as the analytics data can undermine a user’s or patient’s privacy. A patient looking for pregnancy-related content, for example, might be pregnant. In addition, most of these services appear to be located outside the EU, and most apps used at least one such server that received a rating below the A range by Qualys SSL Labs. Although the use of advertising and analytics services is common in mobile apps, mHealth app developers should thoroughly reconsider the usage of such third-party services and frameworks [73-75]. A possible trade-off could be to offer an opt-out function to the user [3].

Conclusions
Modern mHealth apps from popular subcategories were tested in depth and their behavior was analyzed. Although servers of mHealth apps performed significantly better than servers in general, most apps communicate with a considerable number of different servers by different operators. It was observed that these servers and connections to them are regularly not as secure as connections to the apps’ functional backends. The services behind some of these servers (advertisement and app analytics) should also be seen critically in regard to user or patient data protection. Almost half of all apps communicate with functional backends that do not offer a secure TLS setup (non-A Qualys SSL Labs rating).

The most severe problems observed in a small number of apps can expose patient communication with health care professionals, be exploited to display false or harmful information to the user, or used to send data to an app facilitating further damage to the device. These problems include communication through entirely unsecured connections, a mix of secured and unsecured connections, invalid certificates used by servers, certificate chain validation issues, missing support for modern TLS versions, and unpatched vulnerabilities.

As made evident by the comparison of the results discussed in this study with results of previous studies, the security of servers is heavily dependent on the existence and propagation of vulnerabilities. A provider of mHealth apps dealing with (potentially) sensitive information should have an even higher interest in keeping their servers up-to-date and vulnerabilities patched.

The recommendations proposed in the previous section can be used by app developers to improve their transport security setup and prevent putting patients and/or users at risk.
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Abbreviations

API: application programming interface
ARP: address resolution protocol
BEAST: Browser Exploit Against Secure Socket Layer/Transport Layer Security
CA: certificate authority
CRIME: Compression Ratio Info-leak Made Easy
CSV: comma-separated value
DNS: domain name system
DOS: denial-of-service
EC: elliptic curve
ECDHE: Elliptic Curve Diffie Hellman Ephemeral
EU: European Union
GDPR: General Data Protection Regulation
HSTS: Hypertext Transfer Protocol Strict Transport Security
HTTPS: HTTP Secure
IETF: Internet Engineering Task Force
IP: internet protocol
KRACK: Key Reinstallation Attack
mHealth: mobile health
MitM: man-in-the-middle
OS: operating system
OWASP: Open Web Application Security Project
PKI: Public Key Infrastructure
POODLE: Padding Oracle On Downgraded Legacy Encryption
ROBOT: Return Of Bleichenbacher’s Oracle Threat
RSA: Rivest-Shamir-Adleman
SSL: Secure Socket Layer  
TCP: transmission control protocol  
TLS: Transport Layer Security  
WEP: wired equivalent privacy  
WPA: Wi-Fi Protected Access