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Abstract

Background: Parents of children with chronic kidney disease (CKD) experience high levels of stress in the daily management of their child’s illness. Parents need continuously available support and information, yet online support programs are lacking. e-Powered Parents was developed to fill this gap; it is an online program consisting of (1) medical information, (2) an interactive part, and (3) four training modules (stress management, setting limits, communication, and coping). Prior to a large-scale evaluation, we conducted a feasibility study that consisted of an effect study and a process evaluation.

Objective: The objectives of our study were to (1) identify the outcome measures that are most likely to capture the potential benefit, (2) evaluate the potential effectiveness and effect size, and (3) evaluate recruitment, reach, the dose received, and context.

Methods: We conducted a feasibility study with a two-armed, wait-list randomized controlled trial (RCT). Prior to baseline, parents (n=146) were randomly allocated to group 1 or group 2. After completing the baseline questionnaire, parents in group 1 were given access to e-Powered Parents, while those in group 2 received usual care. At the 6-month follow-up (T1), all parents received a questionnaire and parents in group 2 were given access to e-Powered Parents as well. After 1.5 years, through an extra measurement (T2), we evaluated the effect of long-term exposure. Outcomes were the child’s quality of life (Child Vulnerability Scale), parental stress (Pediatric Inventory for Parents) and fatigue (Multidimensional Fatigue Inventory), self-efficacy in communication with health care professionals (Perceived Efficacy in Patient-Physician Interactions, PEPPI-5), and parental perceptions of family management (Family Management Measure). Floor and ceiling effects and percentage of parents showing no change in scores were calculated. We used linear mixed models to evaluate the potential effectiveness and effect sizes using the intention-to-treat and per-protocol analyses. In the process evaluation, we evaluated recruitment, reach, the dose received, and context using a questionnaire sent to the parents, log-in data, and a focus group interview with health care professionals.

Results: At T1 (n=86) and T2 (n=51), no significant effects were found on any of the five outcomes. The PEPPI-5 showed ceiling effects and high percentages of parents showing no change between the measurement times. The information and interactive part of the intervention were used by 84% (57/68) of the parents in group 1 and 49% (32/65) of the parents in group 2. The information pages were visited most often. Overall, 64% (85/133) of the parents logged in to the training platform and 31% (26/85) actually used the training modules.
Conclusions: We did not observe any significant effect on any of the outcomes. This could possibly be explained by the minimal use of the intervention and by parents’ heterogeneity. For continued participation, we recommend a tailored intervention and further studies to find out whether and how online programs could be used to support parents in the management of their child’s CKD.

Trial Registration: Netherlands Trial Registry NTR4808; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4808 (Archived by WebCite at http://www.webcitation.org/719rCicvW)
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Introduction

Parents play a key role in the management of their child’s illness. However, parents of children with chronic kidney disease (CKD) experience high levels of stress. Complications such as infections, bone diseases, poor growth and development, and kidney failure are frequently seen among such children [1,2]. Mortality among children with CKD remains 30 times higher than that among healthy children, despite renal replacement therapy or kidney transplantation [2]. Moreover, care for these children is complex due to complicated medication schedules, nutritional restrictions, and procedures such as hemodialysis or peritoneal dialysis [2]. It is, therefore, not unusual that parents experience difficulties in balancing the needs of their sick child with their own responsibilities, such as other children, family members, work, and social life [3]. Parents with significant emotional distress of their own and poor family function can negatively affect their child’s health outcomes as well as their quality of life [4]. Supporting these parents is, therefore, necessary to help them cope with the difficulties encountered in all the stages of their child’s CKD.

In recent years, more attention has been paid to the development of psychoeducational support programs for parents of children with chronic diseases to assist families with the day-to-day management of their child’s chronic disease and its consequences [3,5]. Support programs for parents can take many forms, consisting, for example, of a simple provision of information via written materials, computer programs, internet programs, and group interventions. Eccleston et al [5] concluded in their Cochrane review that more psychological interventions are needed that directly target the parents of children with chronic illness. In 2008, Swallow et al [6] described how parents of children with CKD needed continuously available, accessible, and reliable support. Although in recent years, an increasing number of online support programs have been developed for parents of children with chronic diseases, such as diabetes mellitus [7,8], cystic fibrosis [9,10], and asthma [11], online support programs for parents of children with CKD are as yet lacking.

To fill this gap, we developed e-Powered Parents (Mijn Kinderniernet in Dutch), an online support program for parents of children with CKD, using intervention mapping. Intervention mapping is a protocol for the systematic development of theory- and evidence-based health promotion interventions, consisting of six different steps [12]. The completion of all these steps serves as a blueprint for designing, implementing, and evaluating an intervention based on the foundation of theoretical, empirical, and practical information [12]. After conducting a needs assessment with parents (consisting of 5 focus group interviews) [13] and with health care professionals (step 1), defining program objectives (step 2), and searching for theories and selecting practical applications (step 3), we developed e-Powered Parents (step 4; Multimedia Appendix 1). Subsequently, a plan was designed for the adoption, implementation, and sustainability of e-Powered Parents (step 5) [14].

The last step of intervention mapping (step 6) includes the planning for evaluation [15]. We decided to conduct a feasibility randomized controlled trial (RCT) because prior to a large-scale evaluation of developing and testing interventions, feasibility studies are essential [16]. The aims of this feasibility study were to identify outcome measures that are most likely to capture the potential benefit and to evaluate the potential effectiveness and effect size of the program. We also conducted a process evaluation to understand the results of the effect evaluation. According to the Medical Research Council [17], process evaluations are an essential part of designing and testing complex interventions to look inside the so-called “black box” to see what happened in the program and how that could affect program outcomes [18].

Methods

Objectives

This feasibility study consisted of an effect and process evaluation that covered 3 objectives. The objectives of the effect evaluation were (1) to identify outcome measures most likely to capture the potential benefit and (2) to evaluate the potential effectiveness and effect size.

The objective of the process evaluation was (3) to evaluate the recruitment, reach, dose received, and context of e-Powered Parents.

Study Design and Randomization

For the effect evaluation, we conducted a feasibility, two-armed RCT at the Pediatric Nephrology Unit of a single university medical center in the Netherlands. In the course of the study, we changed the design to a wait-list RCT (as described below). For the process evaluation, we conducted a quantitative and qualitative study alongside the RCT.
Figure 1. Study design. From June 2015 until December, e-Powered Parents was improved. Group 1: access to e-Powered Parents between T0-T2; Group 2: access to e-Powered Parents between T1-T2.

<table>
<thead>
<tr>
<th>Website</th>
<th>Part</th>
<th>Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community</td>
<td>Information part</td>
<td>• Information and instructions how e-Powered Parents (community and training platform) works, including an online manual</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Organization of pediatric nephrology unit (accessibility and team members)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Kidneys, kidney diseases and chronic kidney damage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Nutrition (e.g. proteins, phosphates, sodium, potassium, water, energy and recipes)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Medication (e.g. blood pressure, iron deficiency, erythropoetin, vitamins, potassium binders, growth hormone, immune suppressants)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Hemodialysis (e.g. shunt and dialysis catheter) and peritoneal dialysis (e.g. catheter, infections, continuous ambulatory peritoneal dialysis)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Kidney transplantation (e.g. blood types and compatibility, rejection of transplant, living donor, screening and preparation, during and after)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Growing up with chronic kidney disease (e.g. transition from a pediatric nephrologist to an adult nephrologist)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Education, school and children’s hospital school</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Finance, laws, and regulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Sport</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Scientific research, projects, and guidelines</td>
</tr>
<tr>
<td>Interaction part</td>
<td></td>
<td>• Blog</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Forum (with items such as nutrition, medication, dialysis, transplantation, kidney diseases, school and education, holidays and finance and insurance)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Chat</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Private messages</td>
</tr>
<tr>
<td>Training platform</td>
<td>Training modules</td>
<td>• Welcome</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Stress management module</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Welcome</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Symptoms of stress</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Coping with stress</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Creating a personal stress management plan</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Setting limits module</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Welcome</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Why saying no is important</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• How to say no</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Handling over care</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Communication module</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Welcome</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Active listening</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asking questions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Being assertive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Communication in practice (healthcare professional, child and other children in family)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Coping with your child’s CKD module</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Coping</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Tips that could help you coping with your grief</td>
</tr>
</tbody>
</table>

Randomization, stratified on CKD stages at the family level (see subsection Participants and Recruitment) and performed blind by a statistician using a computer random number generator, was used to allocate equal numbers of parents to the intervention group (group 1) and control group (group 2). After the baseline survey (T0) in January 2015, parents in group 1 were given access to the intervention e-Powered Parents, while parents in group 2 received the usual care (Figure 1). After the first follow-up measurement (T1) in June 2015, the Pediatric Nephrology Unit implemented e-Powered Parents as part of daily care for children with CKD. Subsequently, parents in group 2 were given access to e-Powered Parents as well. We used the feedback from the parents in group 1 at T1 to improve e-Powered Parents for a period of 5 months (July to November 2015), adding more information about kidney diseases and supporting videos. After 6 months (May 2016), we conducted an extra measurement (T2) to measure the effect of a longer exposure to the improved program. The design of the study changed thereby from a two-armed RCT to a two-armed, wait-list RCT (Figure 1).
Ethical Considerations

The Medical Ethics Review Committee of the district Arnhem-Nijmegen approved the study (Registration number 2014/302). All parents received written information about the study’s content and aim and were only included after providing written informed consent. For the extension of the study, the Medical Ethics Review Committee of the district Arnhem-Nijmegen approved the study once more. This trial was registered under the Dutch Trial registration (NTR4808).

Participants and Recruitment

In this study, Dutch-speaking parents of children aged 0-18 years in 5 different CKD groups were eligible; we included parents of children (1) with hereditary kidney disease (CKD stage I); (2) with nephrotic syndrome (CKD stage I); (3) with chronic kidney failure (CKD stage II-IV); (4) using dialysis (CKD stage V); and (5) with renal transplantation. Both parents of each child were invited to participate. Parents were excluded when their child was not living at home anymore.

Parents were recruited between September and December 2014. They received an information letter, which included an informed consent form. After 3 weeks, reminders were sent and phone calls made, while health care professionals (JK and EC) informed the parents about the study during consultation in the outpatient clinic.

Sample Size

The first objective of this study was to identify the potential outcome measures; for that reason, a formal power calculation for a test comparing the treatment groups was not appropriate. Our aim was to include as many parents as possible.

Intervention and Standard Care

e-Powered Parents consisted of two different components:

An online community consisting of an informative part comprising information and videos about various kidney diseases, treatment possibilities, diets, and (financial) regulations and an interactive part comprising a forum, chat room, and option to send private messages to share parents’ experiences with other parents and health care professionals.

A Web-based training platform consisting of 4 different training modules (stress management, setting limits, communication, and coping; Multimedia Appendix 1).

Parents in both groups 1 and 2 received standard care.

Data Collection and Measurements

See Table 1 for data collection regarding the effect evaluation and process evaluation. We collected data after randomization (T0), 6 months (T1), and 1.5 years (T2) through a Web-based questionnaire. Additional data were collected by extracting the log-in data of e-Powered Parents as well as through a focus group interview.

Effect Evaluation

We selected five potential main outcomes to identify the outcome measures that were most likely to capture the potential benefit (first objective) and to evaluate the potential effectiveness and effect size (second objective):

1. Child’s quality of life was measured using the validated Dutch version [19] of the Child Vulnerability Scale (CVS) [20], a proxy instrument measuring the parental perceptions of a child’s vulnerability, which is related to the child’s health-related quality of life [21]. Each of the 8 items is rated on a 4-point Likert scale (0=”definitely true”; 3=“definitely false”). The total score ranges from 0 to 24. Higher scores indicate an increased vulnerability.

2. Pediatric-related parental stress was measured using the validated Dutch version [22] of the Pediatric Inventory for Parents (PIP) [23], a 42-item questionnaire covering 4 domains: “Communication,” “Emotional distress,” “Medical care,” and “Role function.” Each item is rated on a 5-point Likert scale (1=“not at all”; 5=“extremely”). The 4 domain scores are summed up, resulting in a total overall frequency score and a total difficulty score. Higher scores indicate a higher frequency and difficulty.

3. Parental fatigue was measured using the validated Dutch version of the Multidimensional Fatigue Inventory (MFI) [24], a 20-item instrument covering 5 dimensions: “General fatigue,” “Physical fatigue,” “Mental fatigue,” “Reduced motivation,” and “Reduced activity.” Each item is rated on a 5-point Likert scale, ranging from “Yes, that is true” to “No, that is not true.” Higher scores indicate a higher degree of fatigue.

4. Self-efficacy in the communication with health care professionals was measured using the validated Dutch version [25] of the Perceived Efficacy in Patient-Physician Interactions (PEPPI-5) [26]. Participants rate each of the 5 items on a 5-point Likert scale, with 1 representing “Not at all confident” and 5 representing “Very confident.” Total scores are summed up, ranging from 5 to 25; higher scores indicate a higher perceived self-efficacy in patient-physician interactions.

5. Parental perceptions of the family management of chronic conditions were measured using the Family Management Measure (FaMM) [27]. The FaMM measures how families manage caring for a child with a chronic condition and the extent to which they incorporate condition management into their everyday family life. The FaMM consists of 45 items, covering 5 dimensions: “Child’s daily life,” “Condition management ability,” “Condition management effort,” “Family life difficulty,” and “View on condition impact.” The sixth dimension, “Parental mutuality” (8 items) is additional for partnered parents. Higher scores on the scale “Child’s daily life,” “Condition management ability,” and “Parental mutuality” indicate a greater ease in managing the child’s condition. Higher scores on the other three scales indicate a greater difficulty in managing the condition. Because no validated translation was available for the FaMM, we decided to translate it using forward translation and expert panel back-translation by translators and the members of our team.

Process Evaluation

For the process evaluation (the third objective), we used 4 out of 6 components of the model of Linnan and Steckler [28]: (1)
“recruitment,” (2) “reach,” (3) “the dose received,” and (4) “context.” The components “dose delivered” and “fidelity” were not relevant for the Web-based intervention e-Powered Parents. We used quantitative research methods for the components “recruitment,” “reach,” and “the dose received” and a qualitative research method for the component “context.”

- **Recruitment** consists of the procedures used to approach, attract, and maintain parents; the number of parents who agreed to participate in the study; and the experienced barriers and reasons for nonparticipation [15,18,28]. We used Excel to register parents who wanted to participate. Furthermore, we added open-ended questions to the Web-based survey at T1 and T2 in order to gain insights into the experienced barriers and reasons for nonparticipation.

- **Reach** is the proportion of parents who actually visited e-Powered Parents [28]. In Excel, we registered the parents who had logged in at the community (informative and interactive part) or training platform and had set up an account.

- **The dose received** could be divided into exposure and satisfaction. Exposure is the extent to which the parents actively engaged and interacted with e-Powered Parents [15,28]. Satisfaction registers the parents’ satisfaction with e-Powered Parents [18]. Both the community and the training platform allowed us to extract log-in data, which were used to gain insights into exposure. However, the content and extraction method differed: the log-in data regarding the community included the data of the pages most often visited, number and timing of site visits, page views, and, for example, user device type. We collected these data based on the internet protocol (IP) address in Google Analytics. The log-in data of the training platform included data regarding frequent visits as well as use of the training modules and sessions. Users’ data were registered in the program itself based on the email address and could be extracted using Excel. Furthermore, log-in data for the two websites were collected between T0 and T2. To evaluate parents’ satisfaction, we added open-ended and Likert scale questions regarding the program in general (such as log-in, navigation on the site, and layout) and the relevance and added value to the Web-based survey at T1 (for group 1) and T2 (for groups 1 and 2).

- **Context** includes aspects of the physical, social, and political environment that may affect the implementation of e-Powered Parents [15,28]. To explore the context, we conducted a focus group interview with health care professionals of the Pediatric Nephrology Unit after T2. Pediatric nephrologists, (specialist) nurses, social workers, psychologists, and educational workers were invited to participate. We used purposive sampling to ensure that professionals with and without e-Powered Parents experience participated in this study. An experienced external moderator posed open-ended questions about the experiences with and implementation of e-Powered Parents and possible improvements for the future. One researcher (WG) acted as an observer in the focus group. The focus group interview took approximately 1.5 hours, was audiotaped, and transcribed verbatim.

**Data Analysis**

**Effect Evaluation**

To identify the outcome measures most likely to capture the potential benefit (Objective 1), we calculated the percentages of parents scoring zero (floor effect) or full marks (ceiling effects) on the five outcome measures—CVS, PIP, MFI, PEPP-5, and FaMM. In this calculation, we considered floor and ceiling effects exceeding 20% to be significant [29]. Additionally, we calculated the percentage of parents showing no change in the score between T0, T1, and T2 [30].
Table 1. Overview of the measurement methods, objectives, and time points.

<table>
<thead>
<tr>
<th>Research method and specification</th>
<th>Participants</th>
<th>Outcome (time and group)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantitative research method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Effect evaluation (objectives 1 and 2)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based survey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Parents</td>
<td>Child’s quality of life (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>PIP&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Parents</td>
<td>Parental stress (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>MFI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Parents</td>
<td>Parental fatigue (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>PEPPI-5&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Parents</td>
<td>Self-efficacy in communication (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>FaMM&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Parents</td>
<td>Family management (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td><strong>Process evaluation (objective 3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-in data of website</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Parents</td>
<td>The dose received_Exposure: Pages visited most often (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number and time of site visits (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Page views (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time spent on the site (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>User device type (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>Training platform&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Parents</td>
<td>The dose received_Exposure: Frequency and use of the platform (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Use of training modules and sessions (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>Web-based survey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open questions and 4-point Likert scale&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Parents</td>
<td>Recruitment: Experienced barriers and facilitators (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The dose received_Satisfaction: Parents’ experiences and satisfaction regarding the components of e-Powered Parent&lt;sup&gt;i&lt;/sup&gt; (T0-T1: group 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td>Own records</td>
<td>Parents</td>
<td>Recruitment: Procedures used to approach and maintain parents (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number of parents who participate (T0-T2: groups 1 and 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reach: Parents who actually visited e-Powered Parents (T0-T1: groups 1; T1-T2: groups 1 and 2)</td>
</tr>
<tr>
<td><strong>Qualitative research method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Process evaluation (objective 3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focus group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open questions&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Health care professionals</td>
<td>Context: Health care professionals’ experiences and satisfaction with e-Powered Parents program components, use, implementation, and how these components could be improved (after T2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CVS: Child Vulnerability Scale.
<sup>b</sup>PIP: Pediatric Inventory for Parents.
<sup>c</sup>MFI: Multidimensional Fatigue Inventory.
<sup>d</sup>PEPPI-5: Perceived Efficacy in Patient-Physician Interactions.
<sup>e</sup>FaMM: Family Management Measure.
<sup>f</sup>Informative and interaction part of e-Powered Parents (based on IP address of parents).
<sup>g</sup>Based on email address of parents.
<sup>h</sup>Based on "totally disagree" to "totally agree."

<http://www.jmir.org/2018/8/e245/>
To evaluate the potential effectiveness and effect size (Objective 2), we used linear mixed models with time of measurement (T1 and T2) and exposure to e-Powered Parents (at T0, no exposure; at T1, only parents in group 1 exposed, and at T2, parents in both groups exposed) as fixed variables. Three outcome measures (CVS, PIP, and FaMM) were child specific: participating families that consisted of 2 children with CKD had to fill in these questions twice (for every child each). For the analysis of these three outcomes, we took random child effects into account for potential correlation. For nonchild-specific questionnaires (PEPPI-5 and MFI), we took random family effects into account for potential correlation because both partners participated in the study. Also, we conducted intention-to-treat analysis, followed by per-protocol analysis. Results were considered significant if \( P < 0.05 \).

We calculated the standardized effect sizes (Cohen \( d \)) by dividing the mean difference in the change score between groups 1 and 2 by SD at the baseline. Effect sizes \( > 0.8 \) were considered as large, between 0.5 and 0.8 as medium, between 0.2 and 0.5 as small, and <0.2 as very small.

Results


Study Population

We assessed a total of 201 families, whose children were under treatment at the Pediatric Nephrology Unit. Regarding eligibility for the study, 22 families were excluded because of not meeting the inclusion criteria and 9 families for other reasons, such as incorrect personal data. The remaining 170 families were asked to participate, of which 81 families declined either due to lack of time or because they did not feel a need for support.

Finally, 146 parents of 89 families who were willing to participate were randomized into group 1 (n=74) and group 2 (n=72). After randomization, 13 parents did not fill in the baseline questionnaire, resulting in a total of 133 parents: 68 parents (43 families) in group 1 and 65 parents (42 families) in group 2 (Figure 2).

Characteristics of Parents and Children

The characteristics of parents in groups 1 and 2 demonstrated similar proportions regarding gender, educational level, and marital status. Regarding children’s characteristics, group 1 had slightly greater proportion of girls and a higher age of children. Overall, the majority of participating parents in both groups were females (83/133, 62%), highly educated (67/133, 50%), married (94/133, 71%), and employed (116/133, 87%). Three families had 2 children with CKD under treatment at the university medical center (Table 2).

Characteristics of Health Care Professionals

We invited 9 health care professionals to take part in the focus group interview. Of them, 5 eventually participated: 1 nurse practitioner, 1 nurse, 2 pediatric nephrologists, and 1 educational worker. All participants were females.

Effect Evaluation

When we assessed the percentage of parents scoring 0 (floor) or full marks (ceiling effects) on the five outcome measures, we noticed significant (>20%) ceiling effects at the PEPPI-5 among parents in group 2—T0 (14/65, 21.5%), T1 (14/51, 27.5%), and T2 (5/20, 25%; Multimedia Appendix 2).

The percentage of parents showing no change was high on the PEPPI-5 as well, with 40.6% (56/138) between T0-T1 and 25.4% (35/138) between T0-T2 (Multimedia Appendix 3).
The standardized effect sizes (Cohen $d$) for the five outcome measures were small, ranging in the intention-to-treat analysis from $-0.22$ to $0.15$ and from $-0.21$ to $0.12$ for T0-T1 and T0-T2, respectively (Multimedia Appendix 4). In the per-protocol analysis, these ranged from $-0.23$ to $0.15$ and from $-0.20$ to $0.12$ for T0-T1 and T0-T2 (Multimedia Appendix 5).

In Table 3, we have provided an overview of the mean score on the five outcome measures during T0, T1, and T2. Adjusting for the period of using e-Powered Parents (intention-to-treat), the actual use (did parents log in at e-Powered Parents: per-protocol), and the experienced stress levels of the parents, no statistically significant differences were found regarding any of these outcomes between parents in groups 1 and 2 between T0-T1 and T0-T2 (Multimedia Appendices 4 and 5).
Table 2. Characteristics of parents and their children at the baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents</strong></td>
<td>N=68</td>
<td>N=65</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>42 (62)</td>
<td>41 (63)</td>
</tr>
<tr>
<td>Male</td>
<td>26 (38)</td>
<td>24 (37)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>45.2 (6.5)</td>
<td>42.6 (7.3)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5 (7)</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Medium</td>
<td>27 (40)</td>
<td>26 (41)</td>
</tr>
<tr>
<td>High</td>
<td>36 (53)</td>
<td>31 (48)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>12 (18)</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Married</td>
<td>46 (68)</td>
<td>48 (74)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (1)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Widow</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Registered partnership or living together</td>
<td>8 (12)</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Housing, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With partner and children</td>
<td>65 (96)</td>
<td>62 (95)</td>
</tr>
<tr>
<td>With partner</td>
<td>3 (4)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Parent with a chronic disease, n (%)</td>
<td>4 (6)</td>
<td>7 (11)</td>
</tr>
<tr>
<td><strong>Job, n (%)</strong></td>
<td>59 (87)</td>
<td>57 (88)</td>
</tr>
<tr>
<td><strong>Nanny, n (%)</strong></td>
<td>24 (35)</td>
<td>35 (54)</td>
</tr>
<tr>
<td>Experienced stress in last 6 months, n (%)</td>
<td>33 (49)</td>
<td>30 (46)</td>
</tr>
<tr>
<td><strong>Children</strong></td>
<td>N=45</td>
<td>N=43</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>22 (49)</td>
<td>15 (35)</td>
</tr>
<tr>
<td>Boys</td>
<td>23 (51)</td>
<td>28 (65)</td>
</tr>
<tr>
<td><strong>Child’s age in years, mean (SD)</strong></td>
<td>11.1 (4.6)</td>
<td>8.8 (5.2)</td>
</tr>
<tr>
<td><strong>CKD stage child, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKD stage I (Hereditary CKD)</td>
<td>11 (24)</td>
<td>10 (23)</td>
</tr>
<tr>
<td>CKD stage I (Nephrotic syndrome)</td>
<td>7 (16)</td>
<td>5 (12)</td>
</tr>
<tr>
<td>CKD stage II-IV</td>
<td>9 (20)</td>
<td>9 (21)</td>
</tr>
<tr>
<td>CKD stage V (using dialysis)</td>
<td>2 (4)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>After transplantation</td>
<td>16 (36)</td>
<td>16 (37)</td>
</tr>
<tr>
<td>Child also under treatment at other centers, n (%)</td>
<td>24 (53)</td>
<td>21 (49)</td>
</tr>
</tbody>
</table>

*One participant did not answer the question.

*CKD: chronic kidney disease.
### Table 3. Results of the five outcomes.

<table>
<thead>
<tr>
<th>Outcome measure and group&lt;sup&gt;a&lt;/sup&gt;</th>
<th>T0&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</th>
<th>T1&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</th>
<th>T2&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child’s quality of life (CVS&lt;sup&gt;e&lt;/sup&gt;, range scale 0-24)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>7.4 (4.1)</td>
<td>6.8 (4.4)</td>
<td>5.8 (3.7)</td>
</tr>
<tr>
<td>Group 2</td>
<td>7.5 (4.1)</td>
<td>7.1 (4.5)</td>
<td>6.8 (4.8)</td>
</tr>
<tr>
<td><strong>Parental stress (PIP&lt;sup&gt;f&lt;/sup&gt;, range scale 42-210)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>99.0 (22.5)</td>
<td>95.7 (24.1)</td>
<td>89.3 (16.6)</td>
</tr>
<tr>
<td>Group 2</td>
<td>99.7 (26.3)</td>
<td>97.9 (26.5)</td>
<td>98.0 (21.6)</td>
</tr>
<tr>
<td><strong>Difficulty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>87.9 (27.2)</td>
<td>85.3 (31.0)</td>
<td>74.6 (21.6)</td>
</tr>
<tr>
<td>Group 2</td>
<td>80.8 (25.0)</td>
<td>79.0 (24.6)</td>
<td>78.5 (18.0)</td>
</tr>
<tr>
<td><strong>Parental fatigue (MFI&lt;sup&gt;g&lt;/sup&gt;, range domain scale 4-20)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>General fatigue</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>11.7 (3.4)</td>
<td>11.5 (3.8)</td>
<td>10.4 (3.1)</td>
</tr>
<tr>
<td>Group 2</td>
<td>12.0 (3.8)</td>
<td>11.4 (3.9)</td>
<td>10.8 (4.6)</td>
</tr>
<tr>
<td><strong>Physical fatigue</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>9.7 (2.9)</td>
<td>10.1 (3.4)</td>
<td>9.1 (2.7)</td>
</tr>
<tr>
<td>Group 2</td>
<td>9.8 (3.5)</td>
<td>9.7 (3.5)</td>
<td>9.7 (3.8)</td>
</tr>
<tr>
<td><strong>Mental fatigue</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>9.6 (3.0)</td>
<td>9.8 (3.4)</td>
<td>9.0 (3.0)</td>
</tr>
<tr>
<td>Group 2</td>
<td>9.9 (3.7)</td>
<td>10.1 (3.8)</td>
<td>9.1 (3.9)</td>
</tr>
<tr>
<td><strong>Reduction in motivation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>9.5 (2.7)</td>
<td>9.3 (2.8)</td>
<td>8.5 (2.4)</td>
</tr>
<tr>
<td>Group 2</td>
<td>9.3 (3.0)</td>
<td>8.9 (2.8)</td>
<td>9.2 (2.9)</td>
</tr>
<tr>
<td><strong>Reduction in activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>9.4 (2.7)</td>
<td>9.5 (3.4)</td>
<td>8.7 (2.9)</td>
</tr>
<tr>
<td>Group 2</td>
<td>9.0 (3.3)</td>
<td>9.2 (3.4)</td>
<td>8.4 (3.5)</td>
</tr>
<tr>
<td><strong>Self-efficacy in communication with health care professionals (PEPPI&lt;sup&gt;h&lt;/sup&gt;, range scale 5-25)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>21.3 (2.7)</td>
<td>21.1 (2.2)</td>
<td>21.7 (2.5)</td>
</tr>
<tr>
<td>Group 2</td>
<td>21.7 (2.6)</td>
<td>21.8 (2.8)</td>
<td>20.5 (2.9)</td>
</tr>
<tr>
<td><strong>Family management (FaMM&lt;sup&gt;i&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Child’s daily life (range 5-25)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>17.2 (4.1)</td>
<td>17.4 (4.2)</td>
<td>17.3 (4.2)</td>
</tr>
<tr>
<td>Group 2</td>
<td>17.5 (4.4)</td>
<td>18.1 (3.8)</td>
<td>17.7 (4.4)</td>
</tr>
<tr>
<td><strong>Condition management ability (range 12-60)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>42.6 (4.3)</td>
<td>42.2 (3.7)</td>
<td>44.0 (3.0)</td>
</tr>
<tr>
<td>Group 2</td>
<td>42.6 (4.5)</td>
<td>43.2 (4.4)</td>
<td>41.7 (5.0)</td>
</tr>
<tr>
<td><strong>Condition management effort (range 4-20)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>13.2 (3.0)</td>
<td>12.2 (3.0)</td>
<td>12.3 (3.1)</td>
</tr>
<tr>
<td>Group 2</td>
<td>12.6 (3.7)</td>
<td>11.7 (3.9)</td>
<td>11.9 (3.4)</td>
</tr>
<tr>
<td><strong>Family life difficulty (range 14-70)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>35.2 (9.1)</td>
<td>35.3 (9.1)</td>
<td>32.4 (8.1)</td>
</tr>
</tbody>
</table>
Outcome measure and group

<table>
<thead>
<tr>
<th>Group 2</th>
<th>T0(^b), mean (SD)</th>
<th>T1(^c), mean (SD)</th>
<th>T2(^d), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parental mutuality (range 8-40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>32.2 (4.4)</td>
<td>31.9 (4.0)</td>
<td>31.7 (4.1)</td>
</tr>
<tr>
<td>Group 2</td>
<td>32.8 (4.0)</td>
<td>32.0 (4.2)</td>
<td>34.5 (4.8)</td>
</tr>
<tr>
<td>View on condition impact (range 10-50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1</td>
<td>28.4 (4.1)</td>
<td>28.0 (4.5)</td>
<td>27.4 (4.1)</td>
</tr>
<tr>
<td>Group 2</td>
<td>27.0 (5.9)</td>
<td>25.9 (5.7)</td>
<td>27.1 (4.2)</td>
</tr>
</tbody>
</table>

\(^a\)Group 1: access to e-Powered Parents after T0; Group 2: access to e-Powered Parents after T1.
\(^b\)Group 1: n=68; Group 2: n=65.
\(^c\)Group 1: n=35; Group 2: n=51.
\(^d\)Group 1: n=31; Group 2: n=20.
\(^e\)CVS: Child Vulnerability Scale.
\(^f\)PIP: Pediatric Inventory for Parents.
\(^g\)MFI: Multidimensional Fatigue Inventory.
\(^h\)PEPPI-5: Perceived Efficacy in Patient-Physician Interactions.
\(^i\)FaMM: Family Management Measure.

Process Evaluation

Recruitment

In the Methods section, we have described the recruitment of parents for the trial. However, recruitment also included the procedures used to maintain parents’ involvement in e-Powered Parents (group 1 between T0 and T1 and group 2 after T1). Parents who did not log in to the e-Powered Parents received email reminders, including log-in codes and a manual. Furthermore, we regularly posted newsletters on e-Powered Parents; parents, who had logged in once, received this newsletter via email.

After group 2 gained access to e-Powered Parents as well and e-Powered Parents became part of the daily care, JK and MK regularly discussed the program with the parents at the outpatient clinic. Meanwhile, leaflets for parents about e-Powered Parents were distributed during the outpatient visits. Apart from the parents, JK also informed the health care professionals involved in the daily care of children with CKD at the Pediatric Nephrology Unit about the program’s progress in their weekly multidisciplinary meetings.

Reach

In this study, 133 parents of 89 families participated (response rate, 44.3%), including 31 parents of children with hereditary kidney disease, 17 with nephrotic syndrome, 32 with chronic kidney failure, 9 undergoing dialysis, and 44 with renal transplantation. The community was used by 84% (57/68) of the parents in group 1 (T0-T2) and by 49% of the parents in group 2 (32/65; T1-T2; based on the IP address).

The Dose Received: Exposure

We separately described the dose received for the community and training platform. The majority of parents using the community logged in only once or twice; 22 parents logged in more than 51 times. Although parents in group 2 were also given access to e-Powered Parents, the program was most often used between T0 and T1.

The majority of parents visited the information pages on the community. Favorite topics were how the community and the training platform worked (321 and 70 page views, respectively), information about nutrition (47 page views), growing up with CKD (32 page views), and kidney diseases (30 page views; see Figure 3). Specific peritoneal dialysis topics (such as infections), recipes for public holidays, potassium and phosphate binders, and medication for blood pressure were not read at all.

On the interactive part of the community, the most widely read forum messages were about medication (98 views), kidney diseases (95 views), and transplantation (53 views). Parents responded most on topics regarding prednisone use (18 messages) and experiences with school (6 messages). The chat page was visited 109 times, although no one used it. One father wrote a blog about his child’s kidney transplantation, which was read 17 times, and 19 conversations took place through private messages. The training platform was used by 64% (85/133) of the parents; 31% (26/85) parents actually followed one or more training modules and 96% logged in only once.

Parents mainly visited the welcome module (n=17), followed by the training module stress management (Figure 4). In 3 of 4 training modules, a decrease was noted in the number of parents per session. Only the parents who followed the training module coping completed the whole training. The third and fourth sessions of the training communication were not visited at all.

The reasons given by parents for not using the community and training platform included no need (because of the stable condition of their child), other priorities, no need for support, or lack of time. Parents also mentioned that their partner was already using the program, or they mentioned a lack of knowledge on how to use the program, which led to difficulties in logging in and setting up an account.
Figure 3. Most widely read information topics on the community between January 2015 and May 2016. CKD: chronic kidney disease; e-PP: e-Powered Parents.

Figure 4. Use of training modules between January 2015 and May 2016.

The Dose Received: Satisfaction

The parents were satisfied with e-Powered Parents; they found it to be easy to use (30/36, 83%) and providing relevant information on the information pages and newsletters (31/36, 86% and 31/37, 84%, respectively), which were easy to read (34/36, 94% and 37/37, 100%, respectively). However, some parents did mention that the amount of information was limited (13/36, 36%) or not relevant (5/36, 14%).

The interaction part was underlined by parents as well. However, only a minority of the parents used the Web-based interaction possibilities. Some parents mentioned in the questionnaire that they do not need peer support (because they already use Facebook, among other reasons). Other parents described that
the number of parents participating was limited and that the non-response on questions raised was not an incentive to ask further questions.

Parents who did not use the training platform indicated that the modules did not correspond with their request for support. One barrier mentioned by parents was the extra log-in for the Web-based training platform. However, parents who did use the modules were satisfied; they found the instructions to be clear and the modules easy to use.

**Context**

In the focus group interview, health care professionals indicated that they found it important to keep up with (Web-based) developments. They described *e-Powered Parents* as essential because it provides parents with accessible, reliable, and objective information, which is usually difficult to find. However, the implementation and use of *e-Powered Parents* in daily care (such as by referring parents during their consultation) needs more attention because “It is not a routine yet.” The extra log-in for parents to use the Web-based training platform was not desirable either. Health care professionals put particular stress on their responsibility for the content of the information, although they also mentioned that it is “not our core business,” hence, their worry about the continuity of *e-Powered Parents* in the future.

**Discussion**

**Principal Findings**

This is the first effect study and process evaluation of an online support program for parents of children with stage I-V CKD.

In this feasibility study, the first objective was to analyze the outcome measures most likely to capture the potential benefit. The chosen outcome measures were likely to capture the potential effect, except for self-efficacy in communication with health care professionals, measured by the PEPPi-5 scale; this scale shows ceiling effects and high percentages of parents showing no change between the measurement times. This skewed distribution, meaning that the majority of the parents were already confident in asking questions and discussing their problems with health care professionals, could possibly be explained by the long-standing relationship of the parents with the health care professionals and the small team of health care professionals in pediatric nephrology.

The second objective was to evaluate the potential effectiveness and effect size. Although the parents and health care professionals were enthusiastic about *e-Powered Parents*, no statistically significant effect was found on children’s quality of life, parental stress and fatigue, family management, or parents’ self-efficacy in communication in both intention-to-treat and per-protocol analyses.

In the process evaluation (third objective), we noticed that the majority of the parents used the community to read the information and that only a few parents actually used the training platform. This could explain the very small effects found in this study: knowledge only does not lead to behavioral changes [31]. Other determinants (such as attitude and self-efficacy) could have been influenced, although strategies to change these determinants were mainly integrated into the training platform and not into the community [14]. On the other hand, parents and health care professionals underlined the importance of evidence-based information on *e-Powered Parents*, providing parents with reliable and up-to-date information about their child’s disease and treatment options. The uncertainty about the trustworthiness of the information that parents find on internet is an often-heard reason among parents for not using Web-based information resources [32-35]. However, they do express a need for reliable information to manage their uncertainty, make decisions regarding their child’s treatment, and stimulate the dialogue with the care providers of their child [32-34]. The minimal use of the interaction part of the community and the training platform is remarkable. In order to develop this intervention, we conducted an extensive needs assessment consisting of a literature study and 5 focus group interviews with parents [13]. This needs assessment revealed that online peer support was (the most) frequently mentioned need of the parents, and it is often used by parental caregivers for emotional needs [7,8,33]. Even so, the Web-based interaction options of *e-Powered Parents* were not often used. Parents might feel reluctant to share their experiences because of the monitoring by health care professionals. Scharer [34] suggested a continuous clarification of the role of the professionals in online support groups. However, the option to send private messages on *e-Powered Parents* (which could not be monitored by the health care professionals) was not used very much either.

Another possible explanation for the minimal use of *e-Powered Parents* is the heterogeneity of the study population, consisting of fathers and mothers of children with different ages, different kidney diseases and stages (CKD I-V), and treatments. *e-Powered Parents* was not tailored, while the support needs of these heterogeneous groups differed. Swallow et al [36], who developed an online support program for parents of children with stage III-V CKD in the United Kingdom, did not find a significant effect in their feasibility study either.

**Strengths and Limitations**

We believe that our feasibility study has numerous methodological strengths. By conducting process evaluation, which is recommended when evaluating complex interventions [16], we gained more insight into our recruitment procedures, how many parents we contacted, how actively they engaged, and how satisfied they were. Additionally, we gained more knowledge about the context and how this affected the implementation and use of *e-Powered Parents*. Using the framework of Linnan and Steckler [28], we were able to do this in a structured way. Additionally, using quantitative and qualitative research methods, we increased our understanding of the outcomes, enabling us to improve the intervention for the future [16].

However, some limitations need to be mentioned as well. First, the intervention *e-Powered Parents* consisted of two websites: the community (consisting of the information and interactive part) and the training platform. As described in the Methods section, each website comprised different systems to register and analyze the log-in data and could, therefore, not be interpreted in the same way. Most notably, the use of Google
Analytics (to analyze the community data) was challenging because the log-in data were registered on IP addresses; parents who used e-Powered Parents from different locations were consequently registered as different users. Moreover, after T1, when the program became part of the daily care, we were not able to exclude parents who were not a part of the trial. Hence, the presented log-in data of the community could be an overestimation. We tried to correct this by checking the users’ account on the community website (did the parents who were part of the trial actually logged in or not?). This problem did not apply to the log-in data of the training platform because this was registered based on the email address of the parents. Parents who did not participate in the trial could easily be excluded from the analysis.

Second, a formal power calculation was not possible in this study, leading us to include as many parents as possible. Although 133 parents filled in the baseline questionnaire, only 38.3% (51/133) parents filled in the questionnaire at T2. This high lost to the follow-up rate could severely compromise the study’s validity and reduce the chances of detecting a true effect [37]. Possible explanations for this high lost to follow-up rate are the amount of questions in the questionnaires and an extra unplanned measurement at T2. We decided to conduct an extra measurement, aiming to gain insights into the long-term effects; however, the parents were not aware of this extra measurement at the start of the study.

Finally, we opted for outcomes at a child and parent level, such as quality of life, fatigue, and stress, but not at an organizational level, such as the number of outpatient clinic visits. It would be worthwhile to consider such outcomes in a full-scale RCT.

Conclusions
Parents and health care professionals were very positive about e-Powered Parents, and they underlined its importance, yet no significant effect of e-Powered Parents was found in this study on the child’s quality of life, parental stress and fatigue, parents’ self-efficacy in communication, and family management. This could be explained by both the minimal use of e-Powered Parents and the heterogeneity of the participants. To continue parents’ participation, we recommend a tailored intervention based on the different CKD stages and needs of the parents. Nevertheless, further studies are necessary to determine whether and how online programs can be used to support the parents of children with CKD in the management of their child’s disease.
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Abstract

Background: Blended face-to-face and Web-based treatment is a promising way to deliver cognitive behavioral therapy. Since adherence has been shown to be a measure for treatment’s acceptability and a determinant for treatment’s effectiveness, in this study, we explored adherence to a new blended smoking cessation treatment (BSCT).

Objective: The objective of our study was to (1) develop an adequate method to measure adherence to BSCT; (2) define an adequate degree of adherence to be used as a threshold for being adherent; (3) estimate adherence to BSCT; and (4) explore the possible predictors of adherence to BSCT.

Methods: The data of patients (N=75) were analyzed to trace adherence to BSCT delivered at an outpatient smoking cessation clinic. In total, 18 patient activities (eg, using a Web-based smoking diary tool or responding to counselors’ messages) were selected to measure adherence; the degree of adherence per patient was compared with quitting success. The minimum degree of adherence of patients who reported abstinence was examined to define a threshold for the detection of adherent patients. The number of adherent patients was calculated for each of the 18 selected activities; the degree of adherence over the course of the treatment was displayed; and the number of patients who were adherent was analyzed. The relationship between adherence and 33 person-, smoking-, and health-related characteristics was examined.

Results: The method for measuring adherence was found to be adequate as adherence to BSCT correlated with self-reported abstinence (P=0.03). Patients reporting abstinence adhered to at least 61% of BSCT. Adherence declined over the course of the treatment; the percentage of adherent patients per treatment activity ranged from 82% at the start of the treatment to 11%-19% at the final-third of BSCT; applying a 61% threshold, 18% of the patients were classified as adherent. Marital status and social modeling were the best independent predictors of adherence. Patients having a partner had 11-times higher odds of being adherent (OR =11.3; CI: 1.33-98.99; P=.03). For social modeling, graded from 0 (=partner and friends are not smoking) to 8 (=both partner and nearly all friends are smoking), each unit increase was associated with 28% lower odds of being adherent (OR=0.72; CI: 0.55-0.94; P=.02).

Conclusions: The current study is the first to explore adherence to a blended face-to-face and Web-based treatment (BSCT) based on a substantial group of patients. It revealed a rather low adherence rate to BSCT. The method for measuring adherence to BSCT could be considered adequate because the expected dose-response relationship between adherence and quitting could be verified. Furthermore, this study revealed that marital status and social modeling were independent predictors of adherence.

Trial Registration: Netherlands Trial Registry NTR5113; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=5113 (Archived by WebCite at http://www.webcitation.org/71BAPwER8).
Introduction

Smoking Cessation Treatment
As smoking is the leading cause of preventable death, cessation treatment remains pivotal for public health promotion. In past decades, a variety of effective interventions for smoking cessation have become available [1,2], including, more recently, Web-based interventions [3,4] and mobile-phone interventions [5,6]. Currently, both traditional and Web-based modes of delivery are being increasingly merged into blended treatment.

Blended Treatment
Blended treatment is a promising way to deliver behavioral change interventions as it combines the strengths of face-to-face treatment (personal attention of a professional, allowing for rich and dynamic synchronous communication) with the unique features of Web-based care (accessibility anytime and anywhere, self-paced asynchronous communication) [7-12]. In the recent past, a growing body of research on blended treatment has emerged [9,13] exploring diverse aspects such as individual and group treatments [14] for a number of health issues, such as depression [15], anxiety [16], and addiction [11]; comparing modes of delivery, such as mainly Web-based [17,18], mainly face-to-face [16,19], and 50-50 [20]; orders of modes of delivery, such as integrated [11] and sequential [18]; and tools used, such as platforms, emails, short message service text messaging, and apps [21,22].

Adherence
While blended treatment may decrease dropout rates [9], it may also increase adherence, which is often low in both Web-based and cessation treatments [23]. Adherence can be defined as the extent to which a person’s behavior—taking medication, following a diet, or executing lifestyle changes—corresponds with recommendations from a health care provider [24]. In the context of behavioral change treatments (eg, smoking cessation counseling), issues of adherence are mostly related to premature termination of the treatment and failures to complete between-session tasks and exercises [25]. Low adherence is both an indicator for limited treatment acceptability and a primary determinant of treatment effectiveness [24,26-28] because it leads to suboptimal exposure of patients to evidence-based components of treatment, which in turn—assuming a dose-response relationship—negatively affects treatment outcome [24].

Adherence to Blended Treatment
Until now, little has been known about adherence to blended treatment. In a randomized controlled trial (RCT; N=97), comparing the blended treatment of comorbid mental health and substance use problems with face-to-face treatment, participants were found to be equally able to engage, bond, and commit to treatment [29]. However, in another RCT (N=45), adherence was significantly lower for blended depression treatment than for face-to-face treatment (90.5% vs 95.1%), although both treatments were equally effective [30]. Based on a small sample (N=9) in another blended depression treatment trial, adherence rates were considered promising (ie, 5 of 7 patients who started blended treatment completed 90% of it) [20]. This initial evaluation study also revealed that discontinuing blended treatment appeared to be unrelated to the blended nature of the treatment and, unsurprisingly, having internet access and a functional computer at home was indispensable. Finally, a case report on blended treatment for antepartum depression also showed good adherence [31].

In the context of smoking cessation, to the best of our knowledge, adherence to blended treatment has not been assessed. For smoking cessation treatment in general, adherence rates widely vary between studies (5%-96%), which can be explained by differences in the interventions used, adjunctive support, and populations studied [24]. Typically, in a smoking cessation treatment, adherence rapidly declines over the initial weeks of treatment, followed by a more gradual decrease in the later stages, resulting in rather low adherence rates (<40%) [24].

Predictors of Adherence
As adherence is pivotal for treatment effectiveness [24], predicting adherence becomes relevant because it may increase treatment efficacy. Adherence, in general, is determined by provider behaviors, health system factors, and personal characteristics [24]. In particular, the latter have been examined as predictors of adherence to traditional interventions [32]. However, similar studies on adherence to blended treatment appear to be lacking. Within the context of smoking cessation treatment—including both face-to-face and Web-based treatments—several person-, smoking-, and health-related predictors of adherence have been examined. The likelihood of being adherent increases with a higher age [33,34], male gender [34], higher internet skills [35,36], negative attitude toward smoking and higher motivation to quit at baseline [37,38], higher self-efficacy at baseline [38], early success in quitting after the start of the treatment [26,33,39], and lower nicotine dependency at baseline and fewer withdrawal symptoms after quitting [34,37]. The question arises whether these predictors apply to blended treatment as well.

Measurement of Adherence
To examine the predictors of adherence, valid measurement of adherence becomes a prerequisite. Taking into account both the novelty and diversity of blended treatments, one can understand that established measures for adherence to blended treatment in particular are still lacking. Therefore, for the purpose of this study, a customized measure was constructed based on a combination of parameters used for face-to-face and Web-based interventions. In face-to-face treatment, adherence is often operationalized as completion of tasks assigned during the treatment or the number of completed or attended treatment sessions [40]. In Web-based treatment, the measures of
adherence often comprise log-ins to programs, module completion, time spent online, (self-reported) completion of predefined activities such as use of an Web-based tool, posts made, pages viewed, replies to emails, forum visits, or print requests made [23]. Aiming to increase precision and accuracy, the adherence measure developed for this study was primarily based on objective or direct adherence indicators, such as whether or not a patient attended a face-to-face session, responded to a counselor’s message, or used a certain Web-based treatment tool (eg, “goal setting” or “think differently”). Using observable and digitally traceable patient activities, limitations in terms of reliability and validity of self-report data [41] can be largely avoided.

Thresholds Defining “Adequate” and “Inadequate” Adherence

Finally, in addition to measuring adherence as a continuous variable, applying a categorical measure based on a threshold for “adequate” and “inadequate” adherence may be useful for clinical purposes [32]. However, justifications for the operationalizations of thresholds are a common issue; a recent review [42] on adherence to eHealth revealed that 28 of 62 studies described thresholds, but only 6 reported a justification for the threshold. In line with Carolan [43], in this study, we have defined the threshold in relation to the treatment outcome (ie, quitting smoking). To the best of our knowledge, neither for blended smoking cessation treatment (BSCT), in particular, nor for blended treatment, in general, have the thresholds for adherence been explored until now. In the context of smoking cessation, intervention thresholds for classifying participants as adherent or nonadherent range from 75% to 100% use of intervention components offered [24].

Objectives

In view of all that has been mentioned so far, the objectives of this exploratory study were as follows:

1. To develop a method to measure adherence to a BSCT by selecting traceable activities of the patients and to determine whether this method is adequate by comparing the degree of adherence with the quitting success (ie, verifying the expected dose-response relationship between adherence and quitting).
2. To define an adequate degree of adherence to be used as a threshold to detect adherent patients by examining the minimum degree of adherence of the patients who reported abstinence.
3. To estimate adherence to BSCT in three ways: by calculating the number of adherent patients for certain treatment activities; by determining the proportion of adherent patients according to the threshold for adherence.
4. To explore the possible predictors of adherence to BSCT by examining the relationship between being adherent or nonadherent and 33 person-, smoking-, and health-related characteristics assessed at baseline.

Methods

Study Participants

In this study, we used a subset of an RCT on the effectiveness of BSCT versus face-to-face treatment as usual [11]. Patients were referred to the outpatient smoking cessation clinic at the Medical Spectrum Twente hospital (Enschede or The Netherlands) by the treating physicians of the hospital or by the patients’ general practitioners. Inclusion criteria included (1) being at least 18 years old, (2) currently smoking (at least one cigarette a day), (3) having access to email and internet, (4) being able to read and write Dutch. For the adherence analysis, we used the RCT data of the first 75 patients of the BSCT who attended an initial treatment session from May 2015 to December 2016. In line with the Dutch Medical Research Ethics Committee (MREC) guidelines, the study was approved by the accredited MREC Twente (P14-37/NL50944.044.14). Before initiation, the study was registered in the Dutch Trial Registration (NTR5113). All patients had to sign an informed consent form before they were randomized.

Blended Smoking Cessation Treatment

The BSCT examined in this study is a combination of face-to-face treatment and Web-based sessions blended into one integrated smoking cessation treatment, which is delivered in routine care settings. BSCT consists of 5 face-to-face sessions at the outpatient clinic and 5 Web-based sessions delivered via the Web-based treatment platform. Table 1 shows the order, timing, main features, and mode of delivery of the sessions.

The following are the characteristic features of BSCT:

1. High-intensity treatment: BSCT comprises 10 sessions (20 minutes each, except the first one, which is of 50 minutes); it covers the majority of evidence-based behavior change techniques [44]. It is derived from the Dutch Guideline Tobacco Addiction [45], fulfilling the requirements of the Dutch care module for smoking cessation [46]; the counselors are registered in the Dutch quality register of qualified smoking cessation counselors.
2. Supports three quitting strategies: At the start, patients choose to (1) stop at once, (2) change gradually by increasing the number of daily activities that are performed smoke-free, or (3) decrease smoking at regular intervals (scheduled smoking reduction, eg, 100%->75%, 75%->50%). The chosen quitting strategy does not influence the course of the treatment in general, that is, the order, pace, duration, and intensity are the same for all strategies.
3. A 50-50 balance between face-to-face and Web-based treatments: The focus of the treatment is neither on face-to-face nor on Web-based treatment; in addition, the treatment is constantly alternating and there is interactive use of face-to-face and Web-based treatments.

A detailed description of the treatment can be found in the protocol article of the RCT [11].
Table 1. Order, timing, main features, and mode of delivery of blended smoking cessation treatment.

<table>
<thead>
<tr>
<th>Session</th>
<th>Week</th>
<th>Main features</th>
<th>Mode of delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Goal setting, prompt smoking diary, measure CO&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>Measures for self-control</td>
<td>Web-based</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>Dealing with withdrawal</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>Breaking habits</td>
<td>Web-based</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>Dealing with triggers</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>Food for thought</td>
<td>Web-based</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>Think differently, measure CO</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>Do differently</td>
<td>Web-based</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>Action plan, measure CO</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>Closure</td>
<td>Web-based</td>
</tr>
</tbody>
</table>

<sup>a</sup>CO: carbon monoxide.

Data Collection

Patients’ Characteristics and Smoking Status

As part of the RCT, 33 person-, smoking-, and health-related characteristics were assessed with the intake measurement using a Web-based questionnaire. A detailed description of these characteristics is available in the protocol article of the RCT [11]. In addition, both the 3-month and 6-month follow-up measurements of the trial were used to examine the self-reported smoking status.

Measuring Adherence to Blended Smoking Cessation Treatment

Two data sources were screened to determine which treatment activities of the patients could be traced after the first treatment session:

1. The patients’ record from the Web-based treatment platform. These records provided, on the one hand, a section where patients and counselors communicated via messages and, on the other hand, a section with therapeutic Web-based tools that were used by the patient. Both sections interact with each other. Here is a typical example of this interaction: The counselor sends a message with instructions to use a therapeutic Web-based tool, such as “goal setting.” With this message, the counselor also unblocks the goal setting Web-based tool and sets a date for executing this task. After receiving this message, the patient uses the unblocked Web-based tool to elaborate goals. What the patient fills in can then be reviewed by the counselor, who also has access to the tool. The counselor then usually responds to what the patient filled in via a message and leads into the following face-to-face session.

2. Patients’ records from the outpatient cessation clinic, which were maintained by the counselors. These records provided additional information about patients’ activities, such as adhering to a stop-date or measurement of CO.

After comparing the treatment manual with the data available in the two data sources, 18 activities of patients were selected to score adherence after the first treatment session. The selection of activities was based on the following three considerations:

1. The activity had to refer directly to a relevant evidence-based behavior change technique [44] (eg, goal setting, action plan) that represented the main feature of the sessions, so that adherence to each of the 10 sessions of the treatment was separately measurable.

2. The activities had to trace both face-to-face and Web-based behaviors of patients (eg, attending face-to-face treatment sessions as in “Think differently [face-to-face]” or completion of predefined Web-based tasks as in “Think differently [Web]”), so that adherence to the constant interaction between face-to-face and Web-based treatments—and by this, the blended nature of BSCT—was covered.

3. The data used had to be objective (eg, receiving a message, unblocking a Web-based tool, filling in a minimal number of data in a Web-based tool) to avoid the limitations of self-reported data [41].

The majority of the selected activities reflected the course of the blended treatment, starting with “Goal setting (face-to-face)” at the end of session 1 and finalizing with “Action plan (Web)” in session 10. Three activities were not session dependent as they had to be executed several times (“Measurement of CO [face-to-face]”) or across several sessions (“smoking diary [days; Web]”; “smoking diary [moments; Web]”). A detailed description of these activities showing how each activity was operationalized to indicate adherence or nonadherence is provided in Table 2.

Based on data sources, for each patient, adherence to each of the 18 activities was assessed and graded adherent or nonadherent by trained research assistants. Finally, for each patient, an adherence score from 0 (adherent to no activity after the first treatment session) to 18 (adherent to all activities) as well as subscores for Web-based versus face-to-face and session-dependent versus session-independent activities were available.
Table 2. Activities, operationalization, and patients’ adherence to blended smoking cessation treatment (N=75).

<table>
<thead>
<tr>
<th>Activity and mode of delivery</th>
<th>Operationalization</th>
<th>Adherent patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Session-dependent activities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Session 1: Goal setting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “goal setting” and received a message with the prompt to use the Web-based goal setting tool.</td>
<td>62 (82)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient used the Web-based goal setting tool.</td>
<td>44 (58)</td>
</tr>
<tr>
<td><strong>Session 2: Measures for self-control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “measure for self-control” and received a message with information about measures for self-control.</td>
<td>39 (52)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient reacted to the measure for self-control message. (Note: a response was not obligatory; patients could read only without responding)</td>
<td>27 (36)</td>
</tr>
<tr>
<td><strong>Session 3: Dealing with withdrawal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “dealing with withdrawal” and received a message with information about dealing with withdrawal.</td>
<td>31 (41)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient reacted to the dealing with withdrawal message. (Note: a response was not obligatory; patients could read only without responding)</td>
<td>20 (26)</td>
</tr>
<tr>
<td><strong>Session 5: Dealing with tempters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient received a message with information about dealing with tempters.</td>
<td>22 (29)</td>
</tr>
<tr>
<td><strong>Session 6: Food for thought</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “food for thought” and received a message with information about food for thought.</td>
<td>17 (23)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient reacted to the food for thought message (Note: a response was not obligatory; patients could read only without responding)</td>
<td>8 (11)</td>
</tr>
<tr>
<td><strong>Session 7: Think differently</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “think differently” and received a message with the prompt to use the Web-based think differently tool.</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient used the Web-based think differently tool.</td>
<td>14 (19)</td>
</tr>
<tr>
<td><strong>Session 8: Do differently</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “do differently” and received a message with the prompt to use the Web-based do differently tool.</td>
<td>12 (16)</td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient used the Web-based do differently tool.</td>
<td>14 (19)</td>
</tr>
<tr>
<td><strong>Session 9: Action plan</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face treatment</td>
<td>The patient was introduced to “action plan” and received a message with the prompt to use the Web-based action plan tool.</td>
<td>13 (17)</td>
</tr>
<tr>
<td><strong>Session 10: Action plan</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based treatment</td>
<td>The patient used the Web-based action plan tool.</td>
<td>13 (17)</td>
</tr>
<tr>
<td><strong>Session-independent activities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement of CO² (face-to-face treatment)</td>
<td>The counselor reported at least 2 CO measurements.</td>
<td>34 (45)</td>
</tr>
<tr>
<td>Smoking diary (days; Web)</td>
<td>The patient used the Web-based smoking diary tool registering cigarettes smoked for at least 3 days.</td>
<td>26 (35)</td>
</tr>
<tr>
<td>Smoking diary (moments; Web)</td>
<td>The patient used the Web-based smoking diary tool describing at least 3 moments with an urge to smoke.</td>
<td>31 (41)</td>
</tr>
</tbody>
</table>

CO: carbon monoxide.
Patients’ Characteristics
Patients’ person-, smoking-, and health-related characteristics were reported as means with SDs for normally distributed continuous variables and as medians with interquartile ranges (IQRs) for not-normally distributed continuous variables. Categorical variables were reported as numbers with corresponding percentages.

Dose-Response Relationship Between Adherence and Quitting
To explore the association between the degree of adherence and quitting success, the median number of adherence activities was compared between quitters (based on self-reported smoking status) and smokers at 3 and 6 months after the start of the treatment and tested using Mann-Whitney-U test.

Threshold to Detect Adherent Patients
To define a threshold for an adequate degree of adherence, the minimum number of adherence activities of quitters (6 months after the start of the treatment) was examined and displayed as number (%) of activities for BSCT overall and separately for both face-to-face and Web-related activities.

Adherence to Blended Smoking Cessation Treatment
Adherence per Activity
To examine the degree of adherence to each of the BSCT activities, the number (%) of patients fulfilling each activity was examined and displayed separately.

Adherence Over the Course of the Treatment
To show changes in adherence over the course of the treatment, the number of patients who were adherent to session-dependent activities was displayed in a bar chart.

Adherence Based on the Threshold
The number (%) of patients who were adherent and nonadherent based on the determined threshold to detect adherent patients was cross-tabulated for both the face-to-face and Web-based modes. The number of adherent patients was compared between face-to-face and Web-based treatments and tested using Pearson chi-square test.

Predictors of Adherence
To identify the predictors of adherence within the 33 person-, smoking-, and health-related patient characteristics, t tests or Mann-Whitney-U tests were performed as appropriate for continuous variables; Pearson chi-square or Fisher’s exact test were performed for categorical variables. Variables with a significance \( P < .15 \) were considered as the candidates for multivariate logistic regression analyses and were entered after checking for multicollinearity. Forward stepwise logistic regression analyses were performed. Variables were entered step for step and were eliminated when the model fit was not significantly increased by adding the variable (based on –2 log likelihood). In case of multicollinearity, the variable with the best model fit was selected for logistic regression analyses.

Statistical Analysis
All analyses were performed using SPSS version 24.

Results
Patients’ Characteristics
Patients’ person-, smoking-, and health-related characteristics are shown in Multimedia Appendix 1.

Dose-Response Relationship Between Adherence and Quitting
A subsample of patients’ self-reported smoking status at 3 months (n=25) and 6 months (n=17) after the start of the treatment was available to explore the relationship between adherence and quitting. As can be seen by the numbers of activities for adherence tabulated in Table 3, there is a dose-response relationship between adherence to BSCT and self-reported smoking status at 3 and 6 months after the start of the treatment. The median number of activities for adherence is significantly higher among quitters at 6 months after the start of the treatment (\( P = .03 \)).

Threshold to Detect Adherent Patients
Patients with self-reported abstinence at 6 months after the start of the treatment (n=17) were adherent to at least 61% (11/18) activities of BSCT. Because BSCT is built on a 50%-50% relation for both modes of delivery, a 61% threshold was applied to both modes of delivery to detect adherent patients (ie, patients were defined as adherent if 5 of the 8 face-to-face activities as well as 6 of the 10 Web-based activities were fulfilled).

Adherence to Blended Smoking Cessation Treatment
Adherence per Activity
Table 2 shows the number (%) of adherent patients for each activity. Of all, 17.3% (13/75) patients were adherent to none of the activities, which indicates that these patients did not fully complete the first face-to-face session that closes with the patient being introduced to “goal setting” and receiving a message with the prompt to use the Web-based goal setting tool. None of the patients were adherent to all activities.

Adherence per Activity Over the Course of Treatment
To show the change in adherence over the course of the treatment, the number of adherent patients per session-dependent activity (excluding the 3 session-independent activities) is displayed in a bar chart (Figure 1). The number of adherent patients was highest at the start of the treatment (62/75, 82%, patients adherent to “Goal setting [face-to-face]”). Adherence then decreased to 11% (8/75) for the activity “Food for thought (Web),” which is in the 6th treatment session (Table 2), staying at a low level for the rest of the treatment (varying between 12/75, 16%, and 14/75, 19%).
Table 3. Adherence to blended smoking cessation treatment and self-reported smoking status at 3 and 6 months after the start of the treatment.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Median number of adherence activities (IQR(^a))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quitter</td>
<td>Smoker</td>
</tr>
<tr>
<td>3 months (n=25)</td>
<td>14.5 (9.5-15.8)</td>
<td>9.0 (6.0-14.0)</td>
</tr>
<tr>
<td>6 months (n=17)</td>
<td>15.0 (11.8-16.0)</td>
<td>9.0 (6.5-14.5)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

Figure 1. Adherence over the course of the treatment. \#\#: face-to-face.

Table 4. Adherence to blended smoking cessation treatment based on the 61\% threshold (N=75). Percentages are based on the overall N value.

<table>
<thead>
<tr>
<th></th>
<th>Face-to-face</th>
<th>Web-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adherent n (%)</td>
<td>Nonadherent n (%)</td>
</tr>
<tr>
<td>Adherent</td>
<td>14 (18)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Nonadherent</td>
<td>3 (5)</td>
<td>53 (70)</td>
</tr>
<tr>
<td>Total</td>
<td>17 (23)</td>
<td>58 (77)</td>
</tr>
</tbody>
</table>

Adherence Based on the Threshold

Based on the 61\% threshold for both modes of delivery, 18\% (14/75) patients were adherent to both modes of delivery and, therefore, to BSCT as a whole (Table 4). Of all, 25\% (19/75) patients were adherent to the face-to-face treatment compared with 23\% (17/75) adherent to the Web-based treatment (P=.70); 70\% (53/75) patients were nonadherent to both modes of delivery. Furthermore, 5\% (3/75) patients were adherent to the Web-based mode but not to the face-to-face mode, while 7\% (5/75) patients were adherent to the face-to-face mode but not to the Web-based mode.

Predictors of Adherence

The 33 person-, smoking-, and health-related characteristics of the 75 patients, stratified by the 61\% adherence or nonadherence threshold, are shown in Multimedia Appendix 1.

The following predictors were univariately associated with adherence (P<.15): sex (male = more adherent); marital status (with partner = more adherent); main income (wage or own company = more adherent); social modeling (less smokers in the social environment = more adherent) and use of alcohol (higher alcohol consumption = more adherent); use of other medication (user = more adherent); health-related complaints (as per Maudsley Addiction Profile Health Symptoms Scale [MAP HSS]), smoking-related complaints, and health- and smoking-related complaints (less complaints = more adherent). Due to multicollinearity between health-related complaints (MAP HSS), smoking-related complaints, and health- and smoking-related complaints, the variable with the best model fit could be included in multivariate regression analysis, which was health- and smoking-related complaints.
Multivariate regression analyses revealed that marital status and social modeling—accounting for 25% of the variance (Nagelkerke R Square)—were independent predictors of whether patients were adherent to BSCT. Patients having a partner had 11 times higher odds of being adherent, although the extremely wide CI indicates considerable uncertainty for this odds ratio (OR=11.3; CI: 1.33-98.99; P=.03). For social modeling, graded from 0 (=partner and friends are not smoking) to 8 (=both partner and nearly all friends are smoking), each unit increase was associated with 28% lower odds of being adherent (OR=0.72; CI: 0.55-0.94; P=.02).

Discussion

Principal Findings

This study is the first to explore adherence to a blended face-to-face and Web-based smoking cessation treatment (BSCT). Based on a substantial group of participants (N=75), the study revealed a rather low adherence rate to BSCT among this sample of outpatients in a regional hospital in the Netherlands. Applying a 61% threshold for adherence to both face-to-face and Web-based modes of delivery, only 18% (14/75) of the participants were classified as adherent. A dose-response relationship was found between the level of adherence and the likelihood of quitting smoking, corroborating the adequacy of the adherence measure developed for this purpose. Furthermore, several baseline characteristics, in particular marital status and social modeling of nonsmoking, were found to be predictive of adherence to BSCT.

So far, the established measures for adherence to blended treatment are still lacking. Therefore, the first aim of this study was to develop an adequate method for measuring adherence to BSCT and to determine whether this method is adequate. Using data from the hospital’s patient records and data logged by patients and counselors on the Web-based treatment platform, a composite score of adherence to 18 distinct treatment activities from both the modes of delivery was calculated. By relying on observed behavior, an objective approach was applied, thus, avoiding bias due to self-report [41]. Adequacy of the adherence measure was confirmed by the observed dose-response relationship between adherence and likelihood of quitting, which is consistent with smoking cessation literature [24,26-28].

A justified threshold for “adequate” and “inadequate” adherence may be useful for clinical purposes [32]. Hence, the second aim of the study was to define an adequate level of adherence to be used as a threshold to detect patients adherent to BSCT. We used a 61% threshold, which is derived from the minimum level of adherence of the patients reporting abstinence. Although this 61% threshold is considerably lower than the commonly applied thresholds of >80% in the previous studies [33,47], it seems realistic if the design of BSCT is taken into consideration. As BSCT is designed as a 10-session, high-intensity treatment, its completion might pose a challenge to the patients of the outpatient clinic. Furthermore, BSCT fosters quitting around month 3 of the treatment while focusing on stabilizing abstinence in the remaining 3 months. Although patients are informed that relapse prevention is pivotal in the later parts of treatment, there seems to be a tipping point at around 60% of the treatment course at which some of the patients who have been successful until then, decide to abandon treatment, thinking themselves “over the hump.” This may also be explained by the bidirectional causality between quitting and adherence: early quitting success predicts adherence [33], while, in turn, adherence predicts (long-term) abstinence [24,26-28].

Because, until now, little has been known about adherence to blended treatment, the third aim of the study was to estimate adherence to BSCT. Not surprisingly, we found a notable decrease in adherence over the course of the treatment. Only a small proportion of patients (12/75, 16%, to 14/75, 19%) was adherent to the last 4 of the 10 BSCT sessions. This is in line with the <40% adherence rates for the later stages of smoking cessation treatment in general [24].

Based on the 61% threshold derived from self-reported abstinence, we found that only 18% (14/75) of the patients were adherent to BSCT. This adherence rate seems to be notably lower than the adherence rates reported in smoking cessation literature, which—while applying even higher thresholds—range from, for example, 50% for Web-based treatment [47] to 70% for face-to-face smoking cessation treatment [34]. Explanations for the low adherence may be negative user experience (eg, due to too demanding or time-consuming features) or lack of persuasive elements [48] in the Web-based treatment.

We also found no significant difference in adherence to Web-based and face-to-face modalities. This is in line with earlier findings, showing that discontinuing the blended treatment is unrelated to the blended nature of the treatment [20].

Since predicting adherence may increase treatment efficacy, the fourth aim of the study was to find the predictors of adherence to BSCT. We found being adherent to be significantly (P ≤.05) related to male gender, having a partner, wage or own company as the source of main income, and having a low number of smokers in the social environment. Except for gender [34], we could not confirm predictors earlier reported in the literature, such as age [33,34], internet skills [35,36], attitude toward smoking and motivation to quit [37,38], self-efficacy [38], and nicotine dependency and withdrawal symptoms [34,37]. Furthermore, we found potential predictors of adherence to BSCT (P ≥.05-.15) not earlier reported in the context of smoking cessation treatment, namely use of alcohol, use of other medication, and health- and/or smoking-related complaints. Two predictors—having a partner and having a low number of smokers in the social environment—were found to be unique, independent predictors in the multivariate predictor model. Having a partner gave higher odds of being adherent than living alone. Although not earlier reported in the context of smoking cessation, this seems to be consistent with a meta-analysis about marital status and adherence to medical treatment in general, which found 1.27 (CI: 1.12-1.43) times higher odds of adherence in married than in unmarried patients [49]. The most common explanation for this effect of marital status is the social support that a partner may provide to the patient. However, within this study, we did not find a predictive effect of social support, which included the partner as an important other. It should be noted, however, that the measure for social support was specified for
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smoking cessation and not for adherence. Future research is needed to clarify these inconsistencies. The remarkably high OR of 11 for marital status should be interpreted cautiously because the CI for this ratio was very wide, probably due to limited statistical power in our data. For social modeling, graded from 0 (=partner and friends are not smoking) to 8 (=both partner and nearly all friends are smoking), each unit increase gave 28% lower odds of being adherent. Although not previously reported as a predictor of adherence, social modeling is well known as one of the main determinants of relapse [50-52]. Apparently, patients with more smokers in their environments have a higher probability to relapse; consequently, they drop out of treatment, resulting in lower adherence. This would also be in line with the bidirectional causality between quitting and adherence mentioned above. Looking at social modeling as a relevant predictor of adherence to BSCT, as a clinical implication, the treatment could offer more normative influence (eg, showing videos of peers praising quit attempts of others to patients who report high social modeling of smoking in their environment).

Limitations
A major limitation of this study is that the results found for BSCT have not been compared with either a face-to-face only or a Web-based only treatment. Therefore, it remains undecided whether the results are specific for the blended nature of the treatment or rather for smoking cessation treatment in general.

In addition, the statistical power in this study—especially for predictor analysis—is rather low. This implies, in particular, that false-negative results may have occurred for predictors with small to medium observed effect sizes. As the purpose of this study is primarily exploratory, the risk of false-negative findings was reduced by also considering marginally significant effects as “potential” predictors. However, caution should be taken here, and replication of these findings in future studies is needed.

Furthermore, the adequacy of the adherence measure can be questioned on three aspects. First, 3 of the 10 Web-based activities, “Measure for self-control,” “Dealing with withdrawal,” and “Food for thought,” involved written messages sent by counselors prompting a response by, for example, asking a question at the end of the message. Only when a patient responded and left a traceable action, the activity was scored as completed. Yet, patients may still have read the received messages without explicitly responding to the counselor. This may have led to an underestimation of adherence because the patient may have been exposed to some components without notable traces. Second, the data from the hospital’s patient records and the Web-based treatment platform partly depend on activities of the counselors because they maintain these patients’ records and also act on the Web-based treatment platform (eg, sending messages to patients, unblocking treatment tools). One can argue, therefore, that adherence measurement is affected by treatment fidelity of counselors. Fidelity of counselors was not evaluated—a common omission in adherence studies [53]. Given that, in this particular case, BSCT was new to the counselors, and their potential unfamiliarity with BSCT may have led to not following the treatment protocol strictly. This may also be increased by therapist drift [54], a common phenomenon in face-to-face cognitive behavioral therapy, which involves a shift from “doing therapies” to “talking therapies.”

Third, although striving for objective measures, whether an activity was fulfilled by a patient was doubtful in some cases; for example, the use of the Web-based goal setting tool was questionable if only one word to set a goal (eg, “health”) was sufficient. These cases had to be discussed in the research team, which adds a subjective factor to the measurement. However, this was only the case for a very small number of participants, mainly in the starting phase of data collection.

Finally, the comparability of the observed adherence rates and thresholds across studies is limited due to variety in treatment demands and operationalizations of adherence [32].

Implication for Future Work
To assess whether the results found in this study are specific for the blended nature of BSCT, the results should be compared with either face-to-face only or Web-based only treatment. Furthermore, future adherence studies should preferably include a measure of fidelity as well, enabling analyses that control for provider-mediated effects on adherence. In addition, from a clinical perspective, the question arises as to how the low adherence rate to BSCT can be increased by, on the one hand, targeting patients to predictive characteristics at baseline or, on the other hand, redesigning BSCT to better accommodate current population characteristics and needs.
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Abstract

Background: Previous randomized controlled trials (RCTs) have shown a significant intervention effect of internet-based computerized cognitive behavioral therapy (iCBT) on improving nonclinical depressive symptoms among healthy workers and community residents in a primary prevention setting. Time preference is one’s relative valuation for having a reward (eg, money) at present than at a later date. Time preference may affect the effectiveness of cognitive behavioral therapy.

Objective: This RCT aimed to test the difference of intervention effect of an iCBT program on improving nonclinical depressive symptoms between two subgroups classified post-hoc on the basis of time preference among workers in Japan.

Methods: All workers in one corporate group (approximate n=20,000) were recruited. Participants who fulfilled the inclusion criteria were randomly allocated to either intervention or control groups. Participants in the intervention group completed 6 weekly lessons and homework assignments within the iCBT program. The Beck Depression Inventory-II (BDI-II) and Kessler’s Psychological Distress Scale (K6) measures were obtained at baseline and 3-, 6-, and 12-month follow-ups. Two subgroups were defined by the median of time preference score at baseline.

Results: Only few (835/20,000, 4.2%) workers completed the baseline survey. Of the 835 participants, 706 who fulfilled the inclusion criteria were randomly allocated to either intervention or control group. Participants who selected irrational time preference options were excluded (21 and 18 participants in the intervention and control groups, respectively). A three-way interaction (group [intervention/control] × time [baseline/follow-up] × time preference [higher/lower]) effect of iCBT was significant for BDI-II ($t_{1147.42}=2.33$, $P=.02$) and K6 ($t_{1254.04}=2.51$, $P=.01$) at the 3-month follow-up, with a greater effect of the iCBT in the group with higher time preference. No significant three-way interaction was found at the 6- and 12-month follow-ups.

Conclusions: The effects of the iCBT were greater for the group with higher time preference at the shorter follow-up, but it was leveled off later. Workers with higher time preference may change their cognition or behavior more quickly, but these changes may not persist.
Introduction

Depressive disorder is one of the most prevalent psychiatric disorders, affecting around 340 million people worldwide [1] and is associated with a substantial deterioration in quality of life and economic loss in the community and the workplace [2,3]. The primary prevention of depressive disorder is an important strategy for global mental health. The presence of nonclinical depressive symptoms (ie, subthreshold depressive symptoms) is associated with high prospective risk of developing major depressive disorder (MDD) [4,5], and a previous meta-analysis reported that it was possible to prevent the onset of MDD using psychological interventions by targeting individuals with no diagnosed depression at baseline survey [6].

One of the most effective psychological interventions for depression is cognitive behavioral therapy (CBT) [7], and internet-based computerized CBT (iCBT) has received attention in recent years because it is less expensive, more easily administered, and potentially more accessible than conventional CBT. Previous randomized controlled trials (RCTs) have shown a significant intervention effect of iCBT for improving nonclinical depressive symptoms [8,9] and preventing the onset of new major depressive episodes (MDEs) [10] among healthy workers and community residents.

Recently, variables that might predict treatment response to CBT for depression have been investigated. Previous studies have reported that the severity of depressive symptoms at baseline and the rate of change in depressive symptom severity within 5 treatment sessions significantly predicted treatment response to CBT [11,12]. As a predictor of treatment response to iCBT, there was a significant association with pretreatment severity of depression, gender, marital status, and education [13-15]. In addition, a recent study reported that individual differences in reward processing, measured by reward positivity, contribute to the effectiveness of CBT for depression [16]. This result implies that CBT may decrease depressive symptoms by enhancing the brain’s reward function. Sensitivity for reward may be an important predictor of the effectiveness of CBT.

Time preference (or time discounting) has attracted interest in the field of behavioral economics and behavioral medicine as a potentially common factor of multiple behaviors that pose risks for health [17-19]. Time preference is one’s relative reward valuation (eg, money) at present than at a later date [20]. Frederick et al (2002) stated that time discounting means caring less about a future consequence, including factors that diminish the expected utility generated by a future consequence, and time preference refers to the preference for immediate over delayed utility [20]. Time preference can be defined as the degree to which people prefer present to future satisfaction [21]. Individuals that have a high rate of time preference or tend to prefer utility in the present are often designated as present-oriented and labeled as impatient. On the other hand, individuals with a low rate of time preference or those who tend to prefer future utilities are often designated as future-oriented and are said to be patient [22]. Time preference may affect the effectiveness of CBT for various reasons. First, people with higher time preference may be less eager to participate in a health education program for preventing future psychological distress or mental disorders, such as CBT. Second, people with higher time preference may be less willing to change their behaviors in order to improve their future health [17-19]. Third, for the same reason, the effect of CBT may not be persistent among people with higher time preference. However, no previous study has investigated the effect of time preference on the intervention effect of CBT for improving nonclinical depression. Investigating the impact of time preference on the effectiveness of CBT would contribute to the development of a theory for behavioral determinants of the effectiveness of CBT. In practice, it would also lead to identifying a subgroup for which CBT is less effective and allow us to improve interventions and treatment effects for this population.

This RCT aimed to examine whether an iCBT program was effective in improving nonclinical depressive symptoms among healthy workers in Japan, at 3-, 6-, and 12-month follow-ups, particularly to test the difference of the intervention effect between two subgroups classified post-hoc on the basis of time preference: a lower time preference subgroup and a higher time preference subgroup.

Methods

Trial Design

This study was a randomized controlled trial. The allocation ratio of the intervention group to the control group was 1:1. The Research Ethics Review Board of the Graduate School of Medicine and Faculty of Medicine, the University of Tokyo approved the study procedures (no. 3083-2). The study protocol was registered at the University Hospital Medical Information Network Clinical Trials Registry (UMIN000014146). The protocol article for this trial is available [23]. This study focused on the first-year recruitment for the planned larger study. The original protocol of this RCT aims to investigate whether an iCBT program could prevent the onset of MDE as a primary outcome. Outcomes in this study (ie, depressive symptoms and psychological distress) were collected as secondary outcomes. This manuscript was reported according to the Consolidated Standards of Reporting Trials guidelines.
Participants
All workers in one corporate group (the total employee population, approximately 20,000) were recruited from one of the major telecom carrier companies in Japan by an invitation email from their internal employee assistance program staff in March 2015. Those who were interested in participating in the study were asked to go to a research website to obtain a full explanation of the study’s aim. Consent from a respondent was obtained when he or she completed a baseline questionnaire. Before the Web-based baseline survey, participants were invited to read the explanation on the research website and asked to click on an “agree” button to show their consent to participate in the study; then they proceeded to the baseline questionnaire page. Written consent was not required by the National Ethical Guidelines for Epidemiologic Research, Japan; the Research Ethics Review Board of Graduate School of Medicine and Faculty of Medicine, the University of Tokyo, approved this procedure for obtaining participants’ consents.

The inclusion criteria at the baseline survey were as follows: (1) age 20-60 years at the study entry, (2) currently employed full-time by the company, and (3) being able to access the internet via a PC at home or at their workplace. The exclusion criteria were as follows: (1) nonregular or part-time employees, (2) having an MDE in the past month, based on the diagnostic criteria on the web version of World Health Organization Composite International Diagnostic Interview 3.0 [24], (3) having lifetime history of bipolar disorder (World Health Organization Composite International Diagnostic Interview 3.0), (4) on sick leave for 15 or more days for a physical or mental condition in the past 3 months, and (5) undergoing current treatment for a mental health problem.

Intervention
Participants assigned to an intervention group participated in the iCBT program called the Internet CBT program; useful mental health solutions series for business. Please refer for the details of this program elsewhere [23]. Briefly, the program was a 6-week, 6-lesson, Web-based training course to provide CBT-based stress management skills via one 30-minute lesson per week. The CBT components of the program included self-case formulation, cognitive restructuring, assertiveness, problem-solving, and relaxation. At the end of each lesson, the participants were asked to submit homework to facilitate their understanding, but on voluntary basis. Participants who submitted their homework received feedback from trained clinical psychologists.

Intervention Group
Participants in the intervention group completed 6 weekly lessons and homework within the iCBT program. They were allowed to complete the 6 lessons and submit their homework within 10 weeks after the baseline survey. The participants were reminded by email to complete each lesson and to submit their homework if they had not already done so. Reminders were sent from the research office to the participants every Monday.

Control Group
Participants in the control group were able to use an internal employee assistance program service, such as consulting with a physician or a psychologist, and group or Web-based education/training programs for promoting mental health as a treatment as usual. These programs contained few descriptions of CBT knowledge and skills.

Outcome
All outcomes were measured using a Web-based self-report questionnaire at baseline and 3-, 6-, and 12-month follow-ups.

Depressive Symptoms
The Beck Depression Inventory-II (BDI-II) is a 21-item self-report inventory that measures depressive symptoms such as sadness, pessimism, suicidal thoughts or wishes, tiredness or fatigue, loss of energy, and loss of pleasure, among others [25,26]. Each item was scored on a scale ranging from 0 to 3, with a higher score indicating more serious depressive symptoms.

Psychological Distress
Kessler’s Psychological Distress Scale (K6) consists of 6 items assessing the frequency with which respondents experienced symptoms of psychological distress during the past 30 days [27,28]. The response options range from 0 (none of the time) to 4 (all of the time). The internal reliability and validity found in previous studies were acceptable [27].

Time Preference
In this study, time preference was assessed by the following procedure [29,30]. The respondents were asked to choose between two options, A or B. The respondent would receive 1 million yen (approximately US $12,000) in 1 month upon choosing option A, or a different amount to be received in 13 months upon choosing option B. This question comprised 9 choices with each annual interest rate ranging from −5% to ≥10% (Multimedia Appendix 1). For instance, individuals who tended to choose option B, despite lower annual interest in 13 months, were considered more future-oriented (ie, lower time preference). On the other hand, individuals who tended to choose option A, despite higher annual interest in 13 months, were considered more present-oriented (ie, higher time preference).

In this study, we defined two subgroups according to the median time preference score at baseline because the concept of time preference has no clear cutoff point. One was the lower time preference subgroup (ie, the participants who had low levels of time preference and selected the 0.1%-6% annual interest rate), and the other was the higher time preference subgroup (ie, the participants who had high levels of time preference and selected the 10% annual interest rate or more). Participants who selected irrational options (interest rate, −5% or 0%) were excluded.

Demographic Characteristics
Demographic data such as age, gender, marital status, occupation, education, and chronic disease were also collected.

Sample Size
We determined that to detect an effect size, a minimum sample size of 4136 in each group was necessary. This calculation considered an incidence ratio of 0.62 or greater for the onset of
an MDE, at an alpha error rate of 0.05 (two-tailed) and a beta error rate of 0.20, with an expected dropout rate of 25%.

No previous study reported an effect size for a difference of intervention effect between lower and higher time preference groups. The estimated post-hoc power (1-beta) was 0.54 if the effect size was 0.2, assuming that the alpha was less than 0.05 (two-tailed), and 70% (314/448) of the initial 448 respondents in the lower time preference subgroup and 219 respondents in the higher time preference subgroup completed the follow-up using the G*Power 3 program [31,32].

Randomization

Participants who fulfilled the inclusion criteria were randomly assigned to an intervention or control group. Stratified permuted-block randomization was conducted as well. Participants were stratified into two strata according to K6 score (5 or greater or less than 5) on the baseline survey. A stratified permuted-block random table was generated by an independent biostatistician. Enrollment was conducted by a clinical research coordinator, and assignment was conducted by an independent research assistant. The stratified permuted-block random table was password protected and kept blind to the researcher. Only the research assistant was able to access it for random allocation. A prestratification for randomization by time preference was not conducted.

Statistical Methods

Primary analyses were conducted for the whole sample. For main analysis, a mixed model for repeated measures conditional growth model analysis was conducted to estimate the fixed effect of a three-way interaction as an indicator of intervention effect: group (intervention and control) × time (baseline and intervention, 1-, 6-, and 12-month follow-ups) × subgroup (lower time preference and higher time preference). For sensitivity analysis, a mixed model for repeated measures analysis of variance was conducted to estimate the fixed effect of three-way interaction as an indicator of intervention effect at each follow-up subgroup (intervention and control) × time (baseline and intervention, 1-, 6-, 12-month follow-up) × subgroup (lower time preference and higher time preference). In these analyses, two models were applied. Model 1 was crude (not adjusted). Model 2 was adjusted by the potential confounders: gender, education, and occupation. All analyses were conducted according to the intention-to-treat principles. The MIXED procedure in SPSS Statistics 21.0 (IBM Corp, Armonk, NY, USA) was used.

Secondary analyses were conducted for all respondents as well as separately for each subgroup. A mixed model for repeated measures conditional growth model analysis was conducted to estimate the fixed effect of a group (intervention and control) × time (baseline, 1-, 6-, and 12-month follow-ups) interaction as an indicator of intervention effect. As a sensitivity analysis, a mixed model for repeated measures analysis of variance was conducted to estimate the fixed effect of a group (intervention and control) × time (baseline and intervention, 1-, 6-, or 12-month follow-up) interaction as an indicator of the intervention effect at each follow-up.

In addition, the effect sizes were calculated using estimated means based on the MIXED procedure among all respondents in each subgroup. First, estimated mean differences between baseline and follow-ups of each intervention and control group were calculated. Next, the effect sizes (ESs) were calculated by dividing between differences of the intervention and control groups by pooled SDs, which were calculated using respondents who completed the questionnaire at baseline and at follow-ups. The values of 0.2, 0.5, and 0.8 were interpreted as small, medium, and large ESs, respectively [33].

As a process evaluation, the rate (percentage) of completers of lessons and submitters of iCBT program homework were calculated among participants in the intervention group, for each lower and higher time preference subgroup.

Results

Recruitment

Recruitment and the baseline survey were conducted in March 2015. The intervention and control groups were assessed at approximately 3 months (June 2015), 6 months (September 2015), and 12 months (March 2016) after the baseline survey.

The participant flowchart is shown in Figure 1. In total, 4.2% of workers (835/20,000) participated in a baseline survey. Out of those workers, 706 met the eligibility criteria of this study and 129 were excluded (39 cases fulfilled exclusion criteria 1; 9 cases fulfilled exclusion criteria 2; 16 cases fulfilled exclusion criteria 3; 87 cases fulfilled exclusion criteria 4). Out of those excluded workers, a total of 13 cases fulfilled exclusion criteria 1 and 4; 2 cases fulfilled exclusion criteria 2 and 4; 5 cases fulfilled exclusion criteria 3 and 4; and 1 case fulfilled exclusion criteria 2, 3, and 4. Seven hundred and six participants were randomly allocated to the intervention or control group (n=353 for each). Figure 1 also shows excluded participants (21 in the intervention group and 18 in the control group) after exclusion criteria 2, 3, and 4. At each follow-up, the response rate of the control group was higher than that of the intervention group. The reasons for dropping out were not assessed in this study.

Baseline Characteristics

Demographic characteristics are presented in Table 1. Compared with the lower time preference subgroup, there were more males, managers, participants with a graduate school education, and those with chronic diseases in the higher time preference subgroup. In the whole sample, most participants were married, held clerical positions, received a university or higher education, and did not report having chronic diseases.

After excluding participants who selected irrational options (interest rate, -5% or 0%), we divided the total sample into two groups of participants: one with low levels of time preference (6% or lower annual interest rate) and one with high levels of time preference (10% or higher annual interest rate). The details of the number of respondents in each group are shown in Multimedia Appendix 1.

Changing Outcomes by Groups During the Follow-Up

Tables 2 and 3 show the means and SDs of the outcome variables at baseline and 3-, 6-, and 12-month follow-ups in the
intervention and control groups. In addition, we report estimated mean differences between the intervention and control groups, pooled SDs, and ESs in each lower and higher time preference subgroup. In the lower time preference subgroup, the estimated mean differences were $-1.21$ (ES=$-0.30$) on K6 at 12-month and $-1.68$ (ES=$-0.23$) and $-2.63$ (ES=$-0.33$) on BDI-II at 6- and 12-month follow-ups, respectively. In the higher time preference subgroup, the estimated mean differences were $-1.13$ (ES=$-0.30$) on K6 at 3-month follow-up and $-2.55$ (ES=$-0.37$) and $-2.59$ (ES=$-0.41$) on BDI-II at 3- and 6-month follow-ups, respectively.

**Figure 1.** Participant flowchart. MDD: major depressive disorder.

**Interaction Effects of Internet-Based Computerized Cognitive Behavioral Therapy and Time Preference**

Table 4 shows the estimated three-way interaction effects of iCBT on the outcome variables on the basis of the mixed model analyses. iCBT showed a significant effect on BDI-II and K6 at 3-month follow-up, and only a marginally significant effect on BDI-II at 6-month follow-up. These results were consistent with the results after adjusting for gender, occupational status, and education.
Table 1. Baseline characteristics of participants in the intervention and control groups, in each of the two subgroups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Lower time preference&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Higher time preference&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=215)</td>
<td>Control (n=233)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>38.7 (8.1)</td>
<td>39.0 (7.7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>106 (49.3)</td>
<td>126 (54.1)</td>
</tr>
<tr>
<td>Female</td>
<td>109 (50.7)</td>
<td>107 (45.9)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>91 (42.3)</td>
<td>80 (34.3)</td>
</tr>
<tr>
<td>Married</td>
<td>115 (53.5)</td>
<td>146 (62.7)</td>
</tr>
<tr>
<td>Divorced or bereaved</td>
<td>9 (4.2)</td>
<td>7 (3.0)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manager</td>
<td>42 (19.5)</td>
<td>45 (19.3)</td>
</tr>
<tr>
<td>Professional</td>
<td>49 (22.8)</td>
<td>65 (27.9)</td>
</tr>
<tr>
<td>Clerical</td>
<td>101 (47.0)</td>
<td>96 (41.2)</td>
</tr>
<tr>
<td>Production</td>
<td>1 (0.5)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Sales</td>
<td>18 (8.4)</td>
<td>20 (8.6)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (1.9)</td>
<td>6 (2.6)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>9 (4.2)</td>
<td>13 (5.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>38 (17.7)</td>
<td>38 (16.3)</td>
</tr>
<tr>
<td>University</td>
<td>151 (70.2)</td>
<td>165 (70.8)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>17 (7.9)</td>
<td>17 (7.3)</td>
</tr>
<tr>
<td>Chronic disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (8.8)</td>
<td>25 (10.7)</td>
</tr>
<tr>
<td>No</td>
<td>196 (91.2)</td>
<td>208 (89.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>0.1%-6% annual percentage yield.  
<sup>b</sup>≥10% annual percentage yield.

Effects of Internet-Based Computerized Cognitive Behavioral Therapy by Time Preference Subgroups

In the whole sample (n=667), the iCBT program showed a significant pooled intervention effect on BDI-II ($t_{548.79}=-3.36, P<.01$) and K6 ($t_{551.08}=-2.70, P=.01$) at 12-month follow-up. For each follow-up, iCBT showed a significant effect on BDI-II ($t_{1238.9}=-2.61, P=.01$) at 3-months, on BDI-II ($t_{1232.1}=-3.18, P<.01$) and K6 ($t_{1253.8}=-2.36, P=.02$) at 6-months, and on BDI-II ($t_{1802.6}=-3.19, P<.01$) and K6 ($t_{1875.9}=2.37, P=.02$) at 12-month follow-up.

In the lower time preference subgroup (n=448), iCBT program showed a significant pooled effect on BDI-II ($t_{374.06}=-3.31, P<.01$) and K6 ($t_{368.30}=-3.09, P<.01$) at 12-month follow-up. For each follow-up, iCBT showed a significant effect on BDI-II ($t_{842.4}=2.25, P=.02$) at 6-month and on BDI-II ($t_{583.4}=3.32, P<.01$) and K6 ($t_{552.0}=-2.81, P=.01$) at 12-month follow-up. The other combinations were not statistically significant (data available upon request).

In the higher time preference subgroup (n=219), the pooled effects were not significant for both BDI-II ($t_{172.5}=-1.10, P=.27$) and K6 ($t_{180.1}=-0.39, P=.70$). For each follow-up, iCBT showed a significant effect on BDI-II ($t_{384.0}=-2.54, P=.01$) and K6 ($t_{426.2}=2.04, P=.04$) only at 3-months and on BDI-II ($t_{1385.6}=-2.44, P=.02$) at 6-month follow-up. The other combinations were not statistically significant (data available upon request).
<table>
<thead>
<tr>
<th>Subgroup and follow-up</th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>K6, mean (SD)</td>
</tr>
<tr>
<td><strong>Lower time preference group</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>215</td>
<td>6.3 (4.5)</td>
</tr>
<tr>
<td>T2&lt;sup&gt;c&lt;/sup&gt;</td>
<td>143</td>
<td>5.9 (4.8)</td>
</tr>
<tr>
<td>T3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>152</td>
<td>5.7 (4.6)</td>
</tr>
<tr>
<td>T4&lt;sup&gt;e&lt;/sup&gt;</td>
<td>135</td>
<td>5.6 (5.0)</td>
</tr>
<tr>
<td><strong>Higher time preference group</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>117</td>
<td>5.9 (5.2)</td>
</tr>
<tr>
<td>T2</td>
<td>78</td>
<td>4.8 (4.5)</td>
</tr>
<tr>
<td>T3</td>
<td>79</td>
<td>4.9 (4.5)</td>
</tr>
<tr>
<td>T4</td>
<td>75</td>
<td>5.9 (5.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>0.1%-6% annual percentage yield.
<sup>b</sup>T1: baseline.
<sup>c</sup>T2: 3-month follow-up.
<sup>d</sup>T3: 6-month follow-up.
<sup>e</sup>T4: 12-month follow-up.
<sup>f</sup>≥10% annual percentage yield.

Table 3. Estimated mean difference<sup>a</sup>, pooled SD<sup>b</sup>, and effect size<sup>c</sup> between groups.

<table>
<thead>
<tr>
<th>Subgroup and follow-up</th>
<th>K6&lt;sup&gt;d&lt;/sup&gt;</th>
<th>BDI-II&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated Δ&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Pooled SD</td>
</tr>
<tr>
<td><strong>Lower time preference group</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2&lt;sup&gt;e&lt;/sup&gt;-T1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.02</td>
<td>3.69</td>
</tr>
<tr>
<td>T3&lt;sup&gt;i&lt;/sup&gt;-T1</td>
<td>−0.78</td>
<td>4.16</td>
</tr>
<tr>
<td>T4&lt;sup{j}&lt;/sup&gt;-T1</td>
<td>−1.21</td>
<td>4.01</td>
</tr>
<tr>
<td><strong>Higher time preference group</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2-T1</td>
<td>−1.13</td>
<td>3.77</td>
</tr>
<tr>
<td>T3-T1</td>
<td>−0.88</td>
<td>4.38</td>
</tr>
<tr>
<td>T4-T1</td>
<td>−0.17</td>
<td>4.40</td>
</tr>
</tbody>
</table>

<sup>a</sup>Estimated means were calculated using a MIXED procedure.
<sup>b</sup>Pooled SDs were calculated using respondents those who completed the questionnaire at baseline and at follow-ups.
<sup>c</sup>Effect sizes were calculated by dividing estimated mean difference by pooled SD.
<sup>d</sup>K6: Kessler's Psychological Distress Scale.
<sup>e</sup>BDI-II: Beck Depression Inventory-II.
<sup>f</sup>0.1%-6% annual percentage yield.
<sup>g</sup>T2: 3-month follow-up.
<sup>h</sup>T1, baseline.
<sup>i</sup>T3, 6-month follow-up.
<sup>j</sup>T4, 12-month follow-up.
<sup>k</sup>≥10% annual percentage yield.
Table 4. Three-way interaction effects of the internet-based cognitive behavioral therapy, time, and time preference on Beck Depression Inventory-II (BDI-II) and Kessler’s Psychological Distress Scale (K6).

<table>
<thead>
<tr>
<th>Scale and follow-up</th>
<th>Crude Scale and follow-up</th>
<th>Gender, occupational status, and education adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effect 95% CI SE t P</td>
<td>Effect 95% CI SE t P</td>
</tr>
<tr>
<td></td>
<td>K6</td>
<td></td>
</tr>
<tr>
<td>3 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.96 0.31 to 3.61 0.84 2.33 .02 2.12 0.46 to 3.77 0.84 2.51 .01</td>
<td></td>
</tr>
<tr>
<td>6 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.98 −0.67 to 2.63 0.84 1.16 .25 1.14 −0.51 to 2.79 0.84 1.35 .18</td>
<td></td>
</tr>
<tr>
<td>12 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−0.19 −1.88 to 1.50 0.86 −0.22 .83 −0.01 −1.70 to 1.68 0.86 −0.01 .99</td>
<td></td>
</tr>
<tr>
<td>Pooled&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.06 −0.45 to 0.34 0.20 −0.27 .79 −0.02 −0.42 to 0.38 0.20 −0.11 .91</td>
<td></td>
</tr>
<tr>
<td>BDII</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.57 0.43 to 6.72 1.60 2.23 .03 3.75 0.60 to 6.91 1.61 2.33 .02</td>
<td></td>
</tr>
<tr>
<td>6 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.87 −0.28 to 6.01 1.60 1.79 .07 3.07 −0.08 to 6.22 1.61 1.91 .06</td>
<td></td>
</tr>
<tr>
<td>12 months&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.23 −2.97 to 3.44 1.64 0.14 .89 0.44 −2.78 to 3.65 1.64 0.27 .79</td>
<td></td>
</tr>
<tr>
<td>Pooled&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.01 −0.75 to 0.78 0.39 0.04 .97 0.05 −0.72 to 0.82 0.39 0.13 .90</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>A mixed model for repeated measures analysis of variance model analyses was conducted to estimate a three-way interaction effect among intervention, time, and time preference.

<sup>b</sup>A mixed model for repeated measures conditional growth model analyses was conducted to estimate a three-way interaction effect.

Table 5. Progress of learning in the internet-based cognitive behavioral therapy program in the two subgroups.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Lower time preference (n=215), n (%)</th>
<th>Higher time preference (n=117), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completers of lessons</td>
<td>Submitters of homework</td>
</tr>
<tr>
<td>Lesson (L)1: Learning about stress</td>
<td>186 (86.5)</td>
<td>124 (57.7)</td>
</tr>
<tr>
<td>L2: Knack for self-case formulation based</td>
<td>181 (84.2)</td>
<td>85 (39.5)</td>
</tr>
<tr>
<td>oncognitive behavioral model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3: Try cognitive restructuring part 1</td>
<td>167 (77.7)</td>
<td>84 (39.1)</td>
</tr>
<tr>
<td>L4: Try cognitive restructuring part 2</td>
<td>153 (71.2)</td>
<td>68 (31.6)</td>
</tr>
<tr>
<td>L5: Knack for communication</td>
<td>142 (66.0)</td>
<td>54 (25.1)</td>
</tr>
<tr>
<td>L6: How to solve your problem effectively</td>
<td>138 (64.2)</td>
<td>55 (25.6)</td>
</tr>
<tr>
<td>All 6 lessons</td>
<td>136 (63.3)</td>
<td>37 (17.2)</td>
</tr>
</tbody>
</table>

Process Evaluation

Table 5 shows the process evaluation indicators of iCBT programs for the lower and higher time preference subgroups. Most participants in the intervention group completed Lesson 1 (186/215, 86.5% in the lower time preference group and 103/117, 88.0% in the higher time preference group), and about 60% in both subgroups (124/215 in the lower time preference group and 70/117 in the higher time preference group) submitted their homework after completing this lesson. The proportion of those who completed lessons and submitted homework gradually decreased during the later lessons. About 60% in both subgroups (136/215 in the lower time preference group and 68/117 in the higher time preference group) completed all 6 lessons, while only about 17% of them (37/215 in the lower time preference group and 20/117 in the higher time preference group) submitted all 6 homework assignments. In the lower time preference group, the average number of lessons that the respondents received was 4.5 and the average number of homework assignments submitted was 2.2. Of all participants, 77.7% (177/215) completed at least 3 lessons, and 38.1% (82/215) submitted at least 3 homework assignments. In the higher time preference group, the average number of lessons that the respondents received was 4.4 and the average number of homework assignments submitted was 2.3. In total, 75.2% (88/117) participants completed at least 3 lessons, and 40.2% (47/117) participants submitted at least 3 homework assignments. There were no differences of completers of lessons or submitters of homework of the iCBT program in both subgroups.

Discussion

Principal Findings

This RCT examined the effects of iCBT on improving nonclinical depressive symptoms at 3-, 6-, and 12-month follow-ups among healthy workers by lower and higher time preference subgroups in Japan. As a result, the three-way interaction effect of iCBT was significant for nonclinical depressive symptoms at 3-month follow-up, after adjusting for
gender, occupational status, and education. In the higher time preference subgroup, iCBT showed a significant intervention effect on nonclinical depressive symptoms at 3- and 6-month follow-ups, while the pooled effect was not significant. On the other hand, in the lower time preference subgroup, iCBT showed significant ESs on nonclinical depressive symptoms at 6- and 12-month follow-ups. The iCBT program showed a significant pooled effect on nonclinical depressive symptoms at 12-month follow-up.

To our knowledge, this is the first RCT that has demonstrated the effect of an iCBT on improving nonclinical depressive symptoms, specifically targeting workers with lower or higher time preference. iCBT showed a significantly higher effect for improving nonclinical depressive symptoms in the higher time preference subgroup than the lower time preference subgroup at 3-month follow-up. Workers with higher time preference may more easily change their cognition or behavior, but these changes persisted for only a short period. The pooled effect of iCBT was significant only in the lower time preference subgroup. Workers with lower time preference may be more likely to keep their cognitive or behavioral changes for a longer period.

Comparison with Prior Work

This study showed a difference in the intervention effect of iCBT between the higher time preference subgroup and the lower time preference subgroup. However, in the process of evaluation, there were no differences between completers of lessons and submitters of homework of the iCBT program in both subgroups. Our findings caused us to reject the hypothesis that participants with higher time preference were less likely to follow the program.

Previous systematic reviews suggested that higher time preference was associated with poor responses to health promotion interventions such as dietary and weight loss programs [17,18]. However, this study showed that the higher time preference subgroup experienced a faster improvement in depressive symptoms than the lower time preference subgroup. Our study did not support the hypothesis that participants with higher time preferences were less likely to react to the program. Rather these participants exhibited significant mood improvements within a short (3-month) period. Workers with higher time preference may be more likely to change their behavior following engagement with an intervention that is immediately useful for treating their problems such as CBT, rather than an intervention that leads to long-term benefits such as healthy behaviors for preventing lifestyle-related diseases. Learning during the early period enhanced the intervention effects for the lower time preference subgroups.

The intervention effects of iCBT were less persistent among workers with higher long-term time preferences (eg, over 6 months). These findings support the hypothesis that the effect of CBT is not persistent among people with higher time preferences. Workers with higher time preferences may experience difficulty in maintaining their cognitive and behavioral changes. Workers with higher time preferences may stop using their new CBT-related perspectives or behaviors when their problems are solved (ie, improvement of nonclinical depressive symptoms). They may underestimate the future risk for a recurrence of the problems and not keep practicing a preventive effort. A follow-up program providing incentives (eg, allocating points or giving a prize as a reward) may reinforce continuing activities, making the iCBT program more effective even after 6 months for workers with higher time preferences.

These findings may contribute to further understanding of behavioral characteristics of people based on their (higher or lower) time preference. In this study, workers with higher time preferences were less likely to maintain the effects of a CBT-based program over the long-term, compared with those with lower time preference, while both groups engaged in learning to a similar extent. This pattern was consistent with previous reports on the impact of time preferences on health-related behaviors such as obesity and smoking [17-19]. This study expanded on already observed behavioral characteristics of individuals with higher time preferences, indicating that behavior patterns associated with higher time preference can be applied to the CBT-based programs. In addition, this study observed a very interesting pattern associated with higher time preference: the intervention effect was temporarily boosted among workers with higher time preferences, which was not seen for those with lower time preferences. This behavior pattern may be observed for other health-related behaviors such as diet, weight loss, and smoking cessation. Further research is warranted to examine the generalizability to other behaviors and the nature of this short-term boost effect. By utilizing the temporary boost of behavior changes to form sustainable changes it could be possible to develop an effective health promotion program especially targeting people with higher time preferences.

Limitations

There are several limitations of this study that should be considered. First, we did not conduct a prestratification for randomization by time preference. The sample may be biased between the intervention and control groups in each subgroup. Second, participants were recruited from one corporate group in Japan. The participation rate was very low (835/20,000, 4.2%). Most participants were married, working in clerical positions, and university graduates. They had their own PCs or tablet computers in their offices or homes. The participants were also supposed to have experience using a PC and studying through Web-based programs. Higher education level may also help participants learn from the iCBT program. The generalization of these findings to the general working population is limited. Third, while we excluded those who had MDE before, the scores of depressive symptoms and psychological distress of the participants at baseline were relatively high. These findings may be more applicable to respondents with mild depression. Fourth, the dropout rates in this study were 27.9% (197/706), 25.2% (178/706), and 31.6% (223/706) at the 3-, 6-, and 12-month follow-ups, respectively. The dropout rates were higher in the intervention group than in the control group during the entire follow-up period. The dropouts may have caused a selection bias, particularly if the intervention group participants with higher levels of depression were more likely to quit the program. Fifth, it is possible that

participants in the control group acquired information about the iCBT program from participants in the intervention group at the same workplace. This contamination could weaken the intervention effect. Sixth, all outcomes in this study were measured by self-report, which might have been affected by the perception of participants or by situational factors at work.

Conclusions

The iCBT program was significantly better at improving nonclinical depressive symptoms in the higher time preference subgroup compared with the lower time preference subgroup at the 3-month follow-up. Workers with higher time preferences may easily change their cognition or behavior, but the change may persist for only a short period. On the other hand, the pooled effect of iCBT during the entire follow-up period was significant only in the lower time preference subgroup. Workers with lower time preferences may be likely to keep their cognitive or behavioral changes for a longer period. A further RCT with a precise design, such as stratified permuted-block randomization, should be conducted to test the potential different intervention effects of the iCBT program on nonclinical depressive symptoms between lower and higher time preference subgroups.
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Abstract

Background: Internet- and mobile-based interventions are effective for the treatment of chronic pain. However, little is known about patients’ willingness to engage with these types of interventions and how the uptake of such interventions can be improved.

Objective: The aim of this study was to identify people’s acceptance, uptake, and adherence (primary outcomes) with regard to an internet- and mobile-based intervention for chronic pain and the influence of an information video as an acceptance-facilitating intervention (AFI).

Methods: In this randomized controlled trial with a parallel design, we invited 489 individuals with chronic pain to participate in a Web-based survey assessing the acceptance of internet- and mobile-based interventions with the offer to receive an unguided internet- and mobile-based intervention for chronic pain after completion. Two versions of the Web-based survey (with and without AFI) were randomly sent to two groups: one with AFI (n=245) and one without AFI (n=244). Participants who completed the Web-based survey with or without AFI entered the intervention group or the control group, respectively. In the survey, the individuals’ acceptance of pain interventions, measured with a 4-item scale (sum score ranging from 4 to 20), predictors of acceptance, sociodemographic and pain-related variables, and physical and emotional functioning were assessed. Uptake rates (log in to the intervention) and adherence (number of completed modules) to the intervention was assessed 4 months after intervention access. To examine which factors influence acceptance, uptake rate, and adherence in the internet- and mobile-based interventions, we conducted additional exploratory subgroup analyses.

Results: In total, 57 (intervention group) and 58 (control group) participants in each group completed the survey and were included in the analyses. The groups did not differ with regard to acceptance, uptake rate, or adherence (P=.64, P=.56, P=.75, respectively). Most participants reported moderate (68/115, 59.1%) to high (36/115, 31.3%) acceptance, with 9.6% (11/115)
showing low acceptance (intervention group: mean 13.91, SD 3.47; control group: mean 13.61, SD 3.50). Further, 67% (38/57, intervention group) and 62% (36/58, control group) had logged into the intervention. In both groups, an average of 1.04 (SD 1.51) and 1.14 (SD 1.90) modules were completed, respectively.

**Conclusions:** The informational video was not effective with regard to acceptance, uptake rate, or adherence. Despite the high acceptance, the uptake rate was only moderate and adherence was remarkably low. This study shows that acceptance can be much higher in a sample population in an internet- and mobile-based intervention efficacy trial than in the target population in routine health care settings. Thus, future research should focus not only on acceptance and uptake facilitating interventions but also on ways to influence adherence. Further research should be conducted within routine health care settings with more representative samples of the target population.

**Trial Registration:** German Clinical Trial Registration DRKS00006183: http://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00006183 (Archived by WebCite at http://www.webcitation.org/70ebHDhne)
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uptake; acceptance; adherence; eHealth; chronic pain; randomized controlled trial

**Introduction**

Chronic pain as a disease in its own right is a major global health problem [1-3]. In the Global Burden of Disease Study of 2013 [4], low back pain, neck pain, and migraine, which often take a chronic course, were found among the top 10 causes of years lived with disability in every country under investigation. This not only reflects the high prevalence of chronic pain affecting 1 in 5 adults [2,5] but also the urgent need to improve health care. A large-scale survey of chronic pain in Europe found that 40% of the participants reported that their pain was inadequately controlled and only 2% were treated by pain specialists [2].

Therefore, innovative, effective, and cost-effective health care models for chronic pain are needed. This should include a multimodal, biopsychosocial approach, considered as the gold standard in the treatment of pain [6-8], with self-management where possible. In this context, internet- and mobile-based interventions (IMIs) might be a feasible means to provide psychological interventions such as cognitive behavioral interventions [9-14]. As most IMIs provide evidence-based strategies as interactive self-help lessons on a Web-based platform, they can reach large numbers of people simultaneously, anytime and anywhere [15-17]. A rising number of studies indicate the efficacy of IMIs for a wide range of mental and physical health conditions including chronic pain, depression, and anxiety [16-21]. A recent meta-analysis by Buhrman et al [9] on IMIs for chronic pain found small but significant positive effects for interference or disability, pain intensity, catastrophizing, and depression at Hedge’s g = 0.39, g = -0.33, g = -0.49, and g = -0.26, respectively. A recent randomized controlled trial (RCT) on an IMI based on Acceptance and Commitment Therapy (ACT) showed guided, but not unguided, IMIs being effective in improving pain interference (Cohen d = 0.58 at posttreatment and follow-up, respectively [22]) in individuals with chronic, nonmalignant pain for 6 months or longer. Moreover, changes in psychological flexibility mediated all outcomes of ACT-based online treatment for chronic pain (ACTonPain) [23], and cost-effectiveness analyses revealed that ACTonPain is potentially cost-effective, depending on the amount of society’s willingness to pay [24]. In this trial, the uptake rate was 97% in both ACTonPain groups, and guided participants completed more modules (0-8) than those who were unguided (mean 5.94, SD 2.80 vs mean 4.74, SD 2.89, F1,199 = 8.92, P < .01). The overall effect sizes in pain IMIs are in line with the effects of psychological interventions in face-to-face settings [25]. Hence, IMIs have the potential to improve chronic pain health care by providing evidence-based, possibly cost-effective psychological interventions [9,16-25] with high accessibility and scalability [15-17].

Two main barriers have repeatedly been discussed to limit the full potential of IMIs when implemented in routine health care settings: low uptake rates (logging into the intervention) and low levels of adherence (completing modules of the intervention) [26,27]. Evidence from multiple pragmatic studies examining depression IMIs implemented in real-life settings under less-structured and monitored conditions indicates that uptake rates vary between 3% and 25% [28-31]. Low intervention adherence in IMIs is a frequently reported problem as it can ultimately limit the effectiveness of IMIs [26,32-35]. In an RCT on the effectiveness of an ACT-based IMI for chronic pain, Trompetter et al [36] found that participants in the intervention and waitlist control group differed in pain interference only in the analysis with treatment completers. In routine health care settings, in contrast to developer-led efficacy trials on the same IMI [37-39], the issue of adherence seems to be particularly important when IMIs are offered.

A repeatedly suggested reason for low uptake and adherence is the low level of patients’ acceptance of IMIs, conceptualized as the intention to use the intervention [40-42]. Other factors, such as internet usage and anxiety [41,43], uncertainty concerning data security, discomfort with use of IMIs and psychological interventions in general, and social influence by friends, family, and health professionals as well as a lack of trust in the effectiveness of IMIs are often reported to influence the acceptance and uptake of IMIs [40,42,44-47].

Aiming at these aspects of acceptance, acceptance-facilitating interventions (AFIs) are suggested to reduce patients’ apprehensions and misconceptions about IMIs. They provide trustworthy information on, as well as an introduction to IMIs [40,48-51]. To date, 3 RCTs have investigated the influence of a video-based [42,47] or personal [46] AFI in the clinical
population of pain [47], diabetes [46], and primary care patients with depressive symptoms [42]. All studies consistently reported low baseline acceptance and an increase in acceptance following AFI [42,46,47]. However, all three studies only examined patients’ acceptance and lack more important information on whether AFI effectively increased intervention uptake.

Only two studies have reported on the relationship between IMI acceptance and IMI usage [27,52]. In both studies, a significant association was found between IMI acceptance and usage (log-in and adherence). This finding suggests that AFIs might also influence IMI usage. However, research on the influence of an AFI on intervention uptake and adherence is missing.

Therefore, in this study we examined whether an informational video (AFI) can increase patients’ (1) acceptance of an IMI for chronic pain, (2) uptake of an IMI for chronic pain, and (3) adherence in an IMI for chronic pain.

We expected that AFI would positively increase patients’ acceptance as well as the uptake rate and adherence. In addition, we expected that AFI would increase the predictors of acceptance and have a reducing effect on internet anxiety. To examine which factors influence acceptance, uptake rate, and adherence in IMIs, we conducted additional exploratory subgroup analyses.

Methods

Study Design

This study is linked to an outcome evaluation study with the German Clinical Trial Registration (DRKS): DRKS00006183, which is approved by the Ethics Committee of the Albert-Ludwigs-University of Freiburg. This trial is reported in accordance with the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth checklist [53]. This was a two-arm pragmatic study using a parallel-group design with balanced (1:1) randomization. The intervention group (IG) received AFI with a subsequent Web-based survey (homepage provided by the University of Freiburg, Germany); the control group (CG) filled out the same Web-based survey without receiving AFI. In this RCT, randomization took place before the assessment of eligibility and inclusion of participants. We chose this procedure as it allowed us to send an invitation email providing a link to the survey in either the IG or CG condition. This is a case of randomization before data are available to confirm the individuals’ eligibility without risking bias in the analysis [54]. Therefore, postrandomization exclusions of all noneligible participants can be regarded as acceptable [54].

Reading and providing online informed consent and answering the survey took about 20–30 minutes. After completing the survey, the participants could choose to receive the unguided version of ACTonPain [22,55] by providing their email address in order to access ACTonPain.

Sample

The recruitment took place in September 2015. We sent email invitations to all individuals to participate in this study who had earlier expressed interest in participating in an evaluation study on ACTonPain [22,55]. Individuals in the following categories could not be included in the evaluation study on ACTonPain for the following reasons: (1) screening or baseline assessment not completed or no informed consent for main trial (n=332) or (2) expressed their interest in participating after the target sample size of the main trial was reached (n=157). Applicants for participation in the main trial indicating an elevated risk of suicide were not invited. We assessed the following inclusion criteria based on the Web-based self-report: (1) ≥18 years of age, (2) pain duration ≥3 months, (3) sufficient German language skills, and (4) sufficient computer and internet skills to proceed with the Web-based questionnaire. We excluded all participants with an incomplete informed consent form and those not fulfilling the inclusion criteria. The intervention ACTonPain was conceptualized for chronic pain as a disease in its own right and not as a symptom of any specific disease (eg, chronic low back pain, migraine, or fibromyalgia) [1,55]. Moreover, ACT is applicable as a general therapeutic model [56], and therefore, no further specification concerning any specific disease related to chronic pain was made. All participants had full access to treatment as usual.

This study aimed at a minimal sample size of 102 participants to detect a clinically relevant medium effect size (Cohen d=0.50) with a power of 80% and a two-sided 5% significance level.

Randomization and Allocation

For allocation to IG or CG, a computer-generated list of random numbers with randomly varying block sizes of 4, 6, and 8 was used by BF (the sealed envelope website). IG watched an AFI video before answering the Web-based questionnaire. CG filled out the questionnaire immediately. Out of 489 potential participants, 115 provided informed consent and fulfilled the inclusion criteria (Figure 1).

Sociodemographic Data, Clinical Characteristics, and Internet Usage

The questionnaire comprised sociodemographic items concerning age, sex, relationship status, education, and employment status. Moreover, we asked participants about current or past psychological pain treatment (yes or no) and how satisfied they were with it.

Pain

Participants evaluated their actual pain as well as the worst, least, and average pain during the last week on a scale from 0 to 10. Additionally, pain duration was assessed with 5 categories ranging from “1 month to 6 months” to “>5 years.”

Physical Functioning

The Interference Scale of the Multidimensional Pain Inventory (MPI [57,58]) was used to measure the degree of pain interference with regard to all-day activities. This questionnaire is a valid measure of the interference of pain with physical functioning [59]. The Cronbach alpha in this study was at .91.

Emotional Functioning

We used the Patient Health Questionnaire depression scale (PHQ-8 [60-63]) for depressive symptomatology and the Generalized Anxiety Disorder Screener 7-item (GAD-7 [64])
for symptomatology associated with generalized anxiety disorder.

**Figure 1.** Flow chart. AFI: acceptance-facilitating intervention; CG: control group; IG: intervention group.

PHQ-8 assesses all Diagnostic and Statistical Manual of Mental Disorders, fifth edition (DSM-V) symptoms of major depression with the exception of suicidal or self-injurious thoughts during the last 2 weeks. Ratings are given on a 4-point Likert scale ranging from 0 “not at all” to 3 “nearly every day.” The scores for each item are summed up to produce a total score between 0 and 24 points. A cutoff score of 5-9 represents mild depressive symptoms; 10-14, moderate; 15-19, moderately severe; and 20-24, severe [61]. The Cronbach alpha of PHQ-8 was at .81 in this study.

GAD-7 consists of 7 core symptoms of the DSM-V diagnostic criteria A, B, and C for generalized anxiety [64]. The items are scored from 0 “not at all” to 3 “more than half the days” regarding the last 2 weeks. Scores range from 0 to 21; the cutoff points of 5, 10, and 15 represent the thresholds for mild, moderate, and severe anxiety symptom levels, respectively [64]. The Cronbach alpha in this study was at .87.

**Internet Usage**

We measured internet usage using the question “How often do you surf the internet?” Answers are rated on a 5-point Likert scale ranging from 1 “seldom or never” to 5 “multiple times per day.”

**Acceptance-Facilitating Intervention**

AFI consisted of a 3-minute introductory and information video to ACTonPain with screenshots of the program in order to improve patients’ acceptance. **Figure 2** provides screenshots of AFI. We designed the content of the intervention to address the aforementioned barriers and drivers of acceptance. We conceptualized the video based on our previous AFIs that showed to be effective in increasing acceptance [42,47,65]. Our AFI is an adopted version of AFI used in a former study with individuals with chronic pain [47] with a specific introduction to ACTonPain. The content of the video comprised information on (1) the effectiveness of IMIs, (2) data security and anonymity in IMIs, (3) various advantages of IMIs (eg, ease and comfort of use, flexible time management), (4) the possibility of receiving technical support, and (5) assistance during the program. Furthermore, the video presented the process for using ACTonPain, encompassing the log-in or log-off processes and an overview of the modules and different features (audio files, video clips, and homework assignments).

**Acceptance and Commitment-Based Online Treatment for Chronic Pain**

After completing the questionnaire, participants were invited to receive ACTonPain treatment in an unguided version and without short message service (SMS) text messages (SMS
ACTonPain consists of an introduction and 7 consecutive modules. The intervention targets core change processes proposed by Hayes et al [56] and is described in more detail by Lin et al [55]. Participants were advised to complete one session per week with a completion time of approximately 60 minutes. Participants could access ACTonPain via the Web or on their mobile phone with an adapted mobile view. ACTonPain was not delivered as a mobile phone app, and AFI demonstrated the use of ACTonPain via the Web.

The effectiveness of ACTonPain was investigated in a three-armed RCT with a total of 302 participants who were randomly assigned to either ACTonPain guided, ACTonPain unguided, or waitlist control. Guidance was given by trained eCoaches (psychologists) who provided individualized standardized feedback after each module and reminded the participants to keep to the schedule of the treatment and set up deadlines. Additionally, participants could receive supportive SMS text messages (SMS Coach).

Measures

Primary Outcomes

The primary outcomes were acceptance, uptake, and adherence.

Acceptance

We operationalized acceptance on the basis of the well-established unified theory of acceptance and use of technology (UTAUT [66,67]). This framework provides a reliable theoretical basis of drivers and barriers for users’ acceptance of information technology [66-68] and has been used in numerous IMIs studies [27,47,65,69-72]. The UTAUT model postulates acceptance as the intention to use technology and the proximal predictor for actual use [73].

The items of the UTAUT acceptance were developed based on previous studies [46,47]. The sum score of the scale ranges from 4 to 20, and the 3 levels of acceptance can be categorized: low (sum score: 4-9), moderate (sum score: 10-15), and high (sum score: 16-20). The Cronbach alpha in this study was relatively low at .71. Table 1 provides an overview of the items for acceptance and predictors of acceptance (see secondary outcomes) in this study, including their scales.

Uptake

We operationalized uptake as log-in (yes or no) to IMI assessed 4 months after intervention access. The period of 4 months was chosen, as this should have been enough time for the participants to start with the intervention and work through all 8 modules. We assumed that 4 months after intervention access is a reasonable time to assess uptake and adherence.

Adherence

We operationalized adherence as the number of completed modules of the intervention assessed 4 months after intervention access.

Secondary Outcomes

The secondary outcomes were the predictors of acceptance according to UTAUT as well as internet anxiety.

Predictors of Acceptance

According to the UTAUT model, there are 4 key predictors of either the behavioral intention or usage behavior of IT:
performance expectancy, effort expectancy, social influence, and facilitating conditions [67]. The items measuring the construct’s performance expectancy and effort expectancy were drawn from Wilson and Lankton [74]. The items for social influence and facilitating conditions were adapted from Venkatesh et al [67].

**Table 1.** Items of acceptance and predictors of acceptance according to the unified theory of acceptance and use of technology model.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Items</th>
<th>Rating scale</th>
<th>Reliability</th>
</tr>
</thead>
</table>
| Acceptance           | ● If offered, I intend to try out an internet-based psychological pain intervention  
                      ● If offered, I intend to use an internet-based psychological pain intervention regularly  
                      ● I would recommend an internet-based psychological pain intervention to a friend  
                      ● I am willing to pay for an internet-based psychological pain intervention | 5-point scale (1 “does not apply at all” to 5 “applies completely”) | .71         |
| Predictors of acceptance | Performance expectancy  
                       ● Using an internet-based psychological pain intervention would increase the effectiveness of my pain treatment  
                       ● Using an internet-based psychological pain intervention would be beneficial for my health care  
                       ● Overall, an internet-based psychological pain intervention would support me in coping with my chronic pain | 5-point scale (1 “does not apply at all” to 5 “applies completely”) | .86         |
|                      | Effort expectancy  
                       ● Using an internet-based psychological pain intervention would be simple  
                       ● Using an internet-based psychological pain intervention would be an easy task for me  
                       ● An internet-based psychological pain intervention would be clear and easily comprehensible to me | 5-point scale (1 “does not apply at all” to 5 “applies completely”) | .79         |
|                      | Social influence  
                       ● People close to me would recommend me to use an internet-based psychological pain intervention  
                       ● My general practitioner would recommend me to use an internet-based psychological pain intervention | 5-point scale (1 “does not apply at all” to 5 “applies completely”) | .69         |
|                      | Facilitating conditions  
                       ● I do have all necessary technical preconditions for using an internet-based psychological pain intervention  
                       ● In case of technical problems with an internet-based psychological pain intervention, I would receive technical support | 5-point scale (1 “does not apply at all” to 5 “applies completely”) | Two separate items, not a uniform scale |

**Internet Anxiety**

Two items for internet anxiety were adapted from Venkatesh et al [67] (1) “The internet is something threatening to me” and (2) “I am afraid of making an irrevocable mistake while using the internet”). The items were rated on a 5-point Likert scale ranging from 1 “does not apply at all” to 5 “applies completely.” The Cronbach alpha in this study was at .69.

**Statistical Analyses**

We conducted data analysis using SPSS Statistics 22 (IBM Corporation, Armonk, NY, USA). Descriptive statistics are provided for sociodemographic data and functioning to describe the sample. To test for randomization imbalance between IG and CG, we employed chi-square tests and t-tests for independent samples. The descriptive statistics were based on nonimputed data, while all following analyses were conducted after multiple imputations with 20 imputations using the imputation algorithm implemented in SPSS (intention-to-treat analysis).

To detect differences between IG and CG regarding acceptance, uptake, adherence, and the predictors of acceptance as well as internet anxiety, we conducted t-tests for independent samples and chi-square tests. In case of significant group differences, standardized mean differences (Cohen d) with a 95% CI were computed to quantify the effect. As this study includes multiple primary outcomes, we used a Bonferroni adjustment for the P values of .02 (3 tests at an alpha level of .05). This procedure resulted in sufficient statistical power with the sample to detect differences between the two conditions that were larger than Cohen d=0.65.

To examine potential subgroup differences (age, gender, education, pain duration and intensity, prior or present psychological intervention, internet usage and anxiety, and physical and emotional functioning) regarding acceptance, uptake, and adherence, exploratory analyses are provided (mean, SD, t-tests, and chi-square test). For this purpose, variables were dichotomized using defined cutoffs (gender, pain duration, education, and psychological intervention) or a median split (age, pain intensity, internet usage and anxiety, physical and emotional functioning, and level of acceptance regarding uptake and adherence). Note that the results of the subgroup analyses and analysis on secondary outcomes are exploratory and
underpowered; adjusting for multiple testing would not be meaningful [75].

Results

Participants

Of 489 persons, 141 (28.8%) responded to the invitation. After we excluded those who did not provide informed consent (n=22) or did not fulfill the inclusion criteria (n=4), we included 57 and 58 participants in IG and CG, respectively. The missing value was between 0% and 5.7% per variable, and Little’s Missing Completely at Random test indicated that the data were missing at random (χ² = 45.31, P=.30).

The majority (82/115, 71.3%) of the participants were female. Ages ranged from 18 to 76 years with a mean age of 50.42 (SD 13.67) years. The majority of the sample (96/115, 83.5%) reported a pain duration of longer than 2 years, with 57.4% (66/115) suffering for more than 5 years. In addition, 86.1% (99/115) and 75.7% (87/115) of the participants reported at least mild symptomatology of depression and anxiety, respectively. Table 2 shows sociodemographic and clinical characteristics as well as internet usage in the sample. No significant differences for demographic and pain- and function-related variables were found between the two groups except in regard to employment, as more participants in CG were employed. Differences between IG and CG in all outcomes are summarized in Table 3.

Primary Outcomes

There was no significant difference between IG and CG with regard to acceptance, uptake, or adherence (P=.64, P=.56, P=.75, respectively). Among the total sample, 8.7% (10/115) showed a low, 59.1% (68/115) a moderate, and 31.3% (36/115) a high level of acceptance, with an average sum score of 13.76 (SD 3.54). Figure 3 displays the levels of acceptance in both groups. The participants who applied for access to ACTonPain numbered 48 in IG and 50 in CG.

Note that 9% (5/57) and 10% (6/58) of participants in IG and CG, respectively, did not complete the survey and therefore did not indicate whether they wanted to receive the intervention. Then, 7% (4/57) and 3% (2/58) of participants in IG and CG, respectively, did not want to receive the intervention, and 84% (48/57) and 86% (50/58) of participants in IG and CG, respectively, signed up to receive the intervention. Four months after receiving access to ACTonPain, 65.2% (75/115) of the sample had logged in. This represents an uptake rate of 68% (38/57, IG) and 62% (36/58, CG). With regard to adherence, the participants completed 1.09 (SD 1.72) modules on average. That is, the average participant only completed the introduction module. The results showed that 5.2% (6/115) participants did not complete any modules after log-in and 3.5% (4/115) completed all the modules in the study. Hence, the treatment dropout rate was at 96.5% (111/115). Figure 4 presents the number of log-ins and completed modules in each group.

Secondary Outcomes

There was no significant difference between IG and CG with regard to performance expectancy, effort expectancy, social influence, facilitating conditions, or internet anxiety (P=.88, P=.16, P=.96, P=.69, P=.68, respectively; Table 2).

Subgroup Analyses

Since there were no group effects, we conducted the subgroup analyses with no group consideration in order to increase the power of the analyses. Participants with lower internet anxiety and higher anxiety symptoms showed significantly higher acceptance than their equivalent counterparts (Table 4). With regard to uptake rates, more participants with higher depressive symptoms (45/60, 75%) and acceptance (47/59, 80%) logged into the platform than those with lower depressive symptoms (30/55, 55%) and acceptance (28/56, 50%). We also found that participants with a higher level of acceptance completed more modules compared with participants with a lower level of acceptance (1.43 vs 0.72 modules).
Table 2. Sociodemographic and clinical characteristics and internet usage.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=115)</th>
<th>Intervention group (n=57)</th>
<th>Control group (n=58)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociodemographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.42 (13.32)</td>
<td>51.65 (14.02)</td>
<td>49.21 (12.60)</td>
<td>.33</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>82 (71.3)</td>
<td>33 (57.9)</td>
<td>39 (67.2)</td>
<td>.53</td>
</tr>
<tr>
<td>Married or in a relationship, n (%)</td>
<td>77 (66.9)</td>
<td>37 (64.9)</td>
<td>40 (69.0)</td>
<td>.69</td>
</tr>
<tr>
<td>Educational level, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school-leaving qualification</td>
<td>25 (21.7)</td>
<td>13 (22.8)</td>
<td>12 (20.7)</td>
<td>.82</td>
</tr>
<tr>
<td>Lower secondary</td>
<td>10 (8.7)</td>
<td>7 (12.3)</td>
<td>3 (5.2)</td>
<td>.20</td>
</tr>
<tr>
<td>Middle secondary</td>
<td>20 (17.4)</td>
<td>8 (14.0)</td>
<td>12 (20.7)</td>
<td>.46</td>
</tr>
<tr>
<td>Higher secondary</td>
<td>6 (5.2)</td>
<td>2 (3.5)</td>
<td>4 (6.9)</td>
<td>.68</td>
</tr>
<tr>
<td>Highest secondary</td>
<td>12 (10.4)</td>
<td>6 (10.5)</td>
<td>6 (10.3)</td>
<td>.99</td>
</tr>
<tr>
<td>Vocational training</td>
<td>24 (20.9)</td>
<td>14 (24.6)</td>
<td>8 (13.8)</td>
<td>.16</td>
</tr>
<tr>
<td>University degree</td>
<td>18 (15.6)</td>
<td>5 (8.8)</td>
<td>11 (19.0)</td>
<td>.18</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Self-) Employed, n (%)</td>
<td>63 (54.8)</td>
<td>24 (42.1)</td>
<td>39 (67.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Pain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity, mean (SD)</td>
<td>4.62 (1.72)</td>
<td>4.83 (1.35)</td>
<td>4.55 (1.88)</td>
<td>.46</td>
</tr>
<tr>
<td>Duration, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-6 months</td>
<td>2 (1.7)</td>
<td>1 (1.7)</td>
<td>1 (1.7)</td>
<td>.99</td>
</tr>
<tr>
<td>1-2 years</td>
<td>17 (14.8)</td>
<td>6 (10.5)</td>
<td>11 (19.0)</td>
<td>.29</td>
</tr>
<tr>
<td>2-5 years</td>
<td>30 (26.1)</td>
<td>17 (29.8)</td>
<td>13 (22.4)</td>
<td>.40</td>
</tr>
<tr>
<td>Over 5 years</td>
<td>66 (57.4)</td>
<td>33 (57.9)</td>
<td>33 (56.9)</td>
<td>.99</td>
</tr>
<tr>
<td>Prior psychological pain treatment&lt;sup&gt;c&lt;/sup&gt; (n=111), n (%)</td>
<td>49 (42.6)</td>
<td>22 (38.6)</td>
<td>27 (46.5)</td>
<td>.41</td>
</tr>
<tr>
<td>Current psychological pain treatment&lt;sup&gt;c&lt;/sup&gt; (n=111), n (%)</td>
<td>24 (20.9)</td>
<td>13 (22.8)</td>
<td>11 (19.0)</td>
<td>.65</td>
</tr>
<tr>
<td>Physical functioning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multidimensional Pain Inventory, mean (SD)</td>
<td>3.79 (1.09)</td>
<td>3.81 (1.04)</td>
<td>3.77 (1.34)</td>
<td>.84</td>
</tr>
<tr>
<td>Emotional functioning (n=108)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-8&lt;sup&gt;d&lt;/sup&gt;, mean (SD)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>10.67 (4.86)</td>
<td>10.79 (4.79)</td>
<td>10.55 (4.97)</td>
<td>.79</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;e&lt;/sup&gt;, mean (SD)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>8.23 (4.86)</td>
<td>8.42 (5.24)</td>
<td>8.04 (4.46)</td>
<td>.69</td>
</tr>
<tr>
<td>Internet usage, mean (SD)</td>
<td>3.43 (1.21)</td>
<td>3.21 (1.18)</td>
<td>3.64 (1.22)</td>
<td>.06</td>
</tr>
</tbody>
</table>

<sup>a</sup>The P value refers to the significance level of the test on differences between the intervention and control groups on sociodemographic and clinical characteristics and internet usage.


<sup>c</sup>Incomplete data.

<sup>d</sup>PHQ-8: Patient Health Questionnaire depression scale.

<sup>e</sup>GAD-7: Generalized Anxiety Disorder Screener 7-item.
Table 3. Differences between the intervention and control groups in all outcomes (intention-to-treat analysis dataset).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Total (N=115)</th>
<th>Intervention group (n=57)</th>
<th>Control group (n=58)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance, mean (SD)</td>
<td>13.76 (3.54)</td>
<td>13.91 (3.47)</td>
<td>13.61 (3.50)</td>
<td>.64</td>
</tr>
<tr>
<td>Uptake, n (%)</td>
<td>75 (65.2)</td>
<td>39 (68.4)</td>
<td>36 (62.1)</td>
<td>.56</td>
</tr>
<tr>
<td>Adherence, mean (SD)</td>
<td>1.09 (1.72)</td>
<td>1.04 (1.51)</td>
<td>1.14 (1.90)</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Secondary outcomes, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>9.82 (2.79)</td>
<td>9.78 (3.10)</td>
<td>9.86 (2.51)</td>
<td>.88</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>10.85 (2.90)</td>
<td>10.47 (3.02)</td>
<td>11.23 (2.82)</td>
<td>.16</td>
</tr>
<tr>
<td>Social influence</td>
<td>5.88 (2.36)</td>
<td>5.89 (2.42)</td>
<td>5.87 (2.36)</td>
<td>.96</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>7.45 (2.14)</td>
<td>7.53 (2.11)</td>
<td>7.37 (2.21)</td>
<td>.69</td>
</tr>
<tr>
<td>Internet anxiety</td>
<td>3.15 (1.61)</td>
<td>3.21 (1.51)</td>
<td>3.09 (1.60)</td>
<td>.68</td>
</tr>
</tbody>
</table>

Figure 3. Level of acceptance. CG: control group; IG: intervention group.

Figure 4. Number of log-ins and completed modules. CG: control group; IG: intervention group.
### Table 4. Subgroup-specific effects on acceptance, uptake, and adherence, intention-to-treat analysis dataset.

<table>
<thead>
<tr>
<th>Subgroups</th>
<th>Acceptance</th>
<th>Uptake rate</th>
<th>Adherence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;51 (n=54)</td>
<td>13.92 (2.87)</td>
<td>38 (70)</td>
<td>1.06 (1.62)</td>
</tr>
<tr>
<td>≥51 (n=61)</td>
<td>13.62 (3.91)</td>
<td>37 (61)</td>
<td>1.11 (1.81)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n=8)</td>
<td>13.93 (3.26)</td>
<td>53 (64)</td>
<td>1.07 (1.69)</td>
</tr>
<tr>
<td>Male (n=33)</td>
<td>13.35 (4.05)</td>
<td>22 (67)</td>
<td>1.12 (1.82)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low(^a) (n=60)</td>
<td>13.61 (2.98)</td>
<td>37 (62)</td>
<td>0.98 (1.71)</td>
</tr>
<tr>
<td>High(^b) (n=55)</td>
<td>13.93 (2.80)</td>
<td>38 (69)</td>
<td>1.20 (1.87)</td>
</tr>
<tr>
<td><strong>Pain intensity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;4.50 (n=52)</td>
<td>13.65 (3.60)</td>
<td>30 (58)</td>
<td>1.04 (1.73)</td>
</tr>
<tr>
<td>≥4.50 (n=63)</td>
<td>13.85 (3.49)</td>
<td>45 (71)</td>
<td>1.13 (1.86)</td>
</tr>
<tr>
<td><strong>Pain duration</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5 years (n=49)</td>
<td>13.52 (3.57)</td>
<td>29 (59)</td>
<td>0.92 (1.60)</td>
</tr>
<tr>
<td>≥5 years (n=66)</td>
<td>13.94 (3.41)</td>
<td>46 (70)</td>
<td>1.21 (1.80)</td>
</tr>
<tr>
<td><strong>Former psychological intervention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n=52)</td>
<td>13.59 (3.97)</td>
<td>34 (65)</td>
<td>1.18 (1.80)</td>
</tr>
<tr>
<td>Never (n=63)</td>
<td>14.11 (2.86)</td>
<td>41 (65)</td>
<td>1.08 (1.75)</td>
</tr>
<tr>
<td><strong>Internet usage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;4.00 (n=56)</td>
<td>13.31 (3.67)</td>
<td>32 (57)</td>
<td>1.04 (1.75)</td>
</tr>
<tr>
<td>≥4.00 (n=59)</td>
<td>14.19 (3.30)</td>
<td>43 (73)</td>
<td>1.14 (1.71)</td>
</tr>
<tr>
<td><strong>Internet anxiety</strong></td>
<td>&lt;.001</td>
<td>.19</td>
<td>.17</td>
</tr>
<tr>
<td>&lt;3.00 (n=58)</td>
<td>15.04 (2.89)</td>
<td>40 (73)</td>
<td>1.32 (2.06)</td>
</tr>
<tr>
<td>≥3.00 (n=57)</td>
<td>12.58 (3.58)</td>
<td>35 (58)</td>
<td>0.87 (1.39)</td>
</tr>
<tr>
<td><strong>Physical functioning (Multidimensional Pain Inventory)</strong></td>
<td>.05</td>
<td>.58</td>
<td>.45</td>
</tr>
<tr>
<td>&lt;3.90 (n=57)</td>
<td>13.12 (3.40)</td>
<td>36 (63)</td>
<td>1.21 (1.85)</td>
</tr>
<tr>
<td>≥3.90 (n=58)</td>
<td>14.39 (3.47)</td>
<td>39 (67)</td>
<td>0.97 (1.58)</td>
</tr>
<tr>
<td><strong>Emotional functioning</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-8(^c)</td>
<td>.06</td>
<td>.04</td>
<td>.58</td>
</tr>
<tr>
<td>&lt;10.00 (n=55)</td>
<td>13.12 (3.32)</td>
<td>30 (55)</td>
<td>0.99 (1.83)</td>
</tr>
<tr>
<td>≥10.00 (n=60)</td>
<td>14.35 (3.54)</td>
<td>45 (75)</td>
<td>1.17 (1.63)</td>
</tr>
<tr>
<td>GAD-7(^d)</td>
<td>.02</td>
<td>.47</td>
<td>.60</td>
</tr>
<tr>
<td>&lt;8.00 (n=57)</td>
<td>13.03 (3.37)</td>
<td>35 (61)</td>
<td>1.00 (1.55)</td>
</tr>
<tr>
<td>≥8.00 (n=58)</td>
<td>14.49 (3.50)</td>
<td>40 (69)</td>
<td>1.17 (1.90)</td>
</tr>
<tr>
<td><strong>Acceptance</strong></td>
<td>—</td>
<td>&lt;.001</td>
<td>.03</td>
</tr>
<tr>
<td>&lt;14.00 (n=56)</td>
<td>28 (50)</td>
<td>0.72 (1.30)</td>
<td></td>
</tr>
<tr>
<td>≥14.00 (n=59)</td>
<td>47 (80)</td>
<td>1.43 (2.02)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Low: no school-leaving qualification-higher secondary.

\(^b\)High: highest secondary-university degree.
Action Process Approach (HAPA [77]), which disentangles the processes of intention formation and intention implementation. According to this model, a behavioral intention (ie, acceptance in the UTAUT model) is a necessary but not sufficient precondition of behavior change [78]. In HAPA, three groups of persons are differentiated: nonintenders, intenders, and actors. Each group needs specific behavioral interventions. While nonintenders profit from self-efficacy interventions and information about pros and cons of the behavior change in order to increase behavioral intention, intenders and actors must be provided with concrete help on how to implement their intentions in actual behavior [77]. This includes concrete action planning (when, where, and how to act), coping planning (how to deal with barriers), social support, and action control. By considering these postintentional tasks, HAPA extends the scope of UTAUT and explains the whole range of behavior change, along with the process of intention formation.

Applying the assumptions of HAPA to our sample, an AFI might be the wrong means to increase intervention uptake and adherence. The participants showed high intentions to use an IMI, which means they are classified as intenders in the sense of HAPA. Instead of an AFI, which provides information on efficacy, data security, etc, our participants might have profited more from concrete action and coping planning, action control, and social support. This assumption is supported by a recent study of Zarski et al [79], where planning, out of all the investigated HAPA variables, was the strongest predictor of treatment adherence in highly motivated participants in an IMI.

With most participants only completing the introduction module, adherence is substantially lower in this study than in the evaluation study of the exact same intervention [22,55]. There is little empirical evidence yet on what constitutes an optimal dose of an intervention, for either face-to-face, individual, group, or Web-based interventions. According to the framework of psychological flexibility as the theoretical basis of ACT, the 6 underlying subprocesses are hypothesized to promote higher psychological flexibility as the main goal in ACT [56]. Regarding ACTonPain, this would implicate that participants should have worked on modules 1-6 in order to benefit from ACTonPain. In comparison to this study, participants in the ACTonPain evaluation study completed 5.94 (SD 2.80) and 4.74 (SD 2.89) modules in the guided and unguided groups, respectively. Only 3.5% (4/115) participants completed all 8 modules in this study. In the ACTonPain evaluation study, 60 and 40 participants completed all modules in the guided and unguided groups, respectively. These differences in completion rates are another indicator that participants profit from support in implementing their behavioral intentions. In the ACTonPain evaluation study, participants were enrolled in a broad study procedure, received support from the study team on how to create an account, and were asked to fill out all assessments, including two after randomization. The whole trial procedure might have supported intention implementation via strategies such as reminding prompts or social support [80].

In conclusion, AFI had no effects in a sample with high initial acceptance. This is in line with the assumptions of the Health Action Process Approach (HAPA [77]), which disentangles the processes of intention formation and intention implementation. According to this model, a behavioral intention (ie, acceptance in the UTAUT model) is a necessary but not sufficient precondition of behavior change [78]. In HAPA, three groups of persons are differentiated: nonintenders, intenders, and actors. Each group needs specific behavioral interventions. While nonintenders profit from self-efficacy interventions and information about pros and cons of the behavior change in order to increase behavioral intention, intenders and actors must be provided with concrete help on how to implement their intentions in actual behavior [77]. This includes concrete action planning (when, where, and how to act), coping planning (how to deal with barriers), social support, and action control. By considering these postintentional tasks, HAPA extends the scope of UTAUT and explains the whole range of behavior change, along with the process of intention formation.
The different findings concerning adherence and dropout not only highlight the influence of guidance and SMS but also the importance of the setting in which participants receive IMIs. Guidance and prompts (eg, through SMS text messages) are two of the most investigated adherence facilitating factors in the research on IMIs, ultimately increasing the effect of the respective IMI [35,81-86]. However, the absence of guidance and SMS Coach alone cannot fully explain the difference in adherence and dropout between the two studies. As there were no following assessments and further administrational contact in this study like in efficacy evaluation trials on IMIs, this study likely imitates a real-life setting. Hence, this finding is consistent with a number of effectiveness trials indicating that the actual use of IMIs is substantially lower when IMIs are implemented in real-life settings [28-31]. Should such findings be replicated in future studies, this could indicate that effect sizes for unguided interventions found in clinical RCTs might be substantially overestimated for what can be expected when embedded in routine health care settings [38]. In conclusion, the findings on adherence and dropout in this study provide an estimate on the use of IMIs when offered in routine health care settings.

In addition to the abovementioned high baseline acceptance, the rather general content of AFI might also explain why AFI was not effective in this study. As discussed in a previous study on acceptance of IMIs in patients with diabetes [65], AFIs tailored to the specific concerns and needs of the respective population might be more effective. The exploratory subgroup analyses in this study showed a trend wherein less anxious (GAD-7<8.00) participants with higher internet anxiety had lower acceptance. Therefore, an AFI with information that is more specific to the characteristics of individuals with lower acceptance might have been more effective. However, as this study was not designed and sufficiently powered to reliably detect heterogeneity in various subgroups, these findings need to be interpreted with caution.

Limitations

Several limitations in this study are noteworthy. First, the recruiting strategy might have influenced the way the participants filled out the survey, and their answers might have been more socially desirable. Consequently, the results on acceptance and uptake might not be representative for the population of patients with chronic pain, but they are likely to be representative for the population of patients with chronic pain in previous efficacy trials on IMIs for chronic pain. Hence, this study provides information on participants’ acceptance in efficacy studies that can be useful for the interpretation of their respective results. This is especially the case regarding their generalizability to routine clinical practice given that most of these studies are conducted under ideal circumstances with highly specified inclusion and exclusion criteria [76].

In connection with the abovementioned lack of implementation facilitating factors in our AFI, a further limitation of this study is that it is only based on the UTAUT model. The UTAUT model and other equivalent models on the acceptance of IMIs as evaluated in a previous study [74], as well as in some empirical studies [27,52], suggest a relationship between acceptance and IMI use but might not consider sustained use, which is required in IMIs. Therefore, the findings of our study indicate that adherence facilitating factors are crucial even when acceptance is high. Hence, future research is needed to test interventions aimed at increasing adherence. HAPA can serve as an intervention model.

Finally, the reliability of the acceptance scale was relatively low at .71 compared with previous studies (Cronbach alpha ranged from .84 [42] to .87 [46,47]). However, the Cronbach alpha in this study is still in an acceptable range, especially as the scale consists of only 4 items [87].

Conclusions

Overall, this study yields evidence that patients’ uptake and adherence to an IMI for chronic pain is low, despite high acceptance. The first main contribution of this study is that it shows how acceptance rates can differ between a sample participating in an IMI efficacy trial as represented in this study and a sample collected from a routine health care setting, represented in our previous studies [42,47,65]. This discrepancy should be kept in mind when efficacy trials are interpreted and also when IMIs should be implemented in routine health care settings. In the context of routine health care settings, educational level and motivation are likely to differ from IMI efficacy trial settings [76]. Therefore, effectiveness studies aimed at the clinical target groups in the respective health care settings are needed. As an example, in two studies on an IMI for the treatment [88] and prevention [89] of depression in patients with back pain, recruitment took place following orthopedic rehabilitation. These studies were designed to reach the entire potential target population within a naturalistic setting where the aftercare IMI was implemented. The results of these studies can therefore provide more generalizable results on the effectiveness of IMIs than most of the efficacy trials.

This study also indicates that high acceptance does not guarantee sustainable use of IMIs. Further models, such as the HAPA model, need to be used in order to develop strategies to increase adherence in IMIs. Equivalent to the discussion on acceptance rates, the different settings of efficacy trials and routine health care settings appear to play a crucial role for adherence in IMIs. This might explain the high discrepancy between adherence in this study and the evaluation study of the same intervention [22,55], as well as in a recent meta-analysis on adherence in IMIs for depression [90]. In this review, Van Ballegooijen et al concluded that adherence to guided IMIs (81% of IMI was completed on average) appears to be equal to adherence to face-to-face therapies (84%). Similarly, Christensen et al [91] found dropout rates in IMIs for anxiety and depression to be similar to dropout rates reported in the context of noninternet-based treatments. The findings of this study, however, indicate that when IMIs are offered in routine health care settings, attrition rates might be higher and be a problem specific for IMIs. This is especially the case when guidance as the most important adherence facilitating factor [82] is not provided. Apart from guidance and prompts, it is unclear what specific technological features improve adherence and outcome. Therefore, investigations on attrition and adherence and their underlying mechanisms are needed. In addition to AFIs, engagement facilitating interventions to increase the continuous
use of IMIs need to be developed and evaluated. This should comprise constant support systems during the beginning and throughout the use of IMIs, such as continuous monitoring of patients’ health care providers [42]. At this point, it becomes evident that not only IMI users but also their developers and providers need to become involved in order to maximize the acceptance, adherence, and eventually the effectiveness of evidence-based IMIs.

In conclusion, this study shows that acceptance can be much higher in a sample participating in an IMI efficacy trial than in the target population in routine health care settings. Therefore, future research should be conducted within naturalistic settings with more representative samples. Further, strategies to increase adherence in IMIs need to be developed involving IMI users, developers, and providers.
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Abstract

Background: The development and evaluation of digital interventions aimed at preventing or treating substance use–related problems and disorders is a rapidly growing field. Previous reviews of such interventions reveal a large and complex picture with regard to targeted users, use, and efficacy.

Objective: The objective of this review was to investigate the feasibility and effects of interventions developed specifically for digital platforms. These interventions are focused on supporting people in recovery from substance use disorders by helping them achieve their substance use goals and develop a more satisfying life situation.

Methods: The review is based on a systematic search in MEDLINE, Embase, PsycInfo, and Cochrane Library databases. Of the 1149 identified articles, 722 were excluded as obviously not relevant. Of the remaining articles, 21 were found to be previous reviews, 269 were on interventions aimed at reducing hazardous alcohol or cannabis use, and 94 were on digitized versions of standard treatment methods. The remaining 43 articles were all read in full and systematically scored by both authors.

Results: The 43 articles cover 28 unique interventions, of which 33 have been published after 2013. The interventions are aimed at different target groups (defined by age, substance, or comorbidity). Based on the number of features or modules, the interventions can be categorized as simple or complex. Fourteen of the 18 simple interventions and 9 of the 10 complex interventions have been studied with quantitative controlled methodologies. Thirteen of the 18 simple interventions are integrated in other treatment or support systems, mainly delivered as mobile phone apps, while 6 of the 10 complex interventions are designed as stand-alone interventions, most often delivered on a platform combining desktop/Web and mobile phone technologies. The interventions were generally easy to implement, but in most cases the implementation of the complex interventions was found to be dependent on sustained organizational support. Between 70% and 90% of the participants found the interventions to be useful and easy to use. The rates of sustained use were also generally high, except for simple interventions with an open internet-based recruitment and some information and education modules of the complex interventions. Across all interventions, slightly more than half (55%) of the studies with control groups generated positive findings on 1 or more substance use outcomes, with 57% of the interventions also found to be efficacious in 1 or more studies. In the positive studies, effects were typically in the small to moderate range, with a few studies yielding larger effects. Largely due to the inclusion of stronger control conditions, studies of simple interventions were less likely to produce positive effects.

Conclusions: The digital interventions included in this review are in general feasible but are not consistently effective in helping people in recovery from substance use disorder reduce their substance use or achieving other recovery goals.

(J Med Internet Res 2018;20(8):e255) doi:10.2196/jmir.9873
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Introduction

Treatment for substance use disorders (SUD) can be effective. However, individuals who enter treatment often struggle with factors that are slow to change or do not change at all, placing them at heightened risk for relapse for considerable lengths of time [1]. These include genetic factors, interpersonal problems, co-occurring psychiatric disorders, employment problems, and various neurocognitive conditions [2-6]. Moreover, most positive factors associated with recovery, such as the development of supportive social networks, interests and passions that reinforce abstinence, improved coping responses, employment, and other activities that provide a sense of worth and self-esteem, are slow to change and require ongoing support to prevent deterioration [7-9].

These findings may explain why treatments derived from an acute care model are of limited effectiveness in the long-term management of SUD. Specifically, vulnerability to relapse remains relatively high for significant periods after standard treatment protocols of 3 to 6 months have ended [10,11]. Better management requires longer periods of continued contact with the patient [9,12-14] to address flagging motivation, increased craving, diminished participation in self/mutual help, limitations in neurocognitive function, continued biological vulnerability to stress, and various other problems that arise. Therefore, extended treatment, otherwise known as continuing care, is often recommended to patients.

In addition to continuing care interventions focused on substance use, there are additional sources of long-term recovery support including mutual help programs such as Alcoholics Anonymous. Individuals who attend these programs often have good substance use outcomes, but only a minority of people who might benefit actually attend any meetings and very few continue to participate at a high level over long periods of time [15,16].

There is some evidence that interventions to improve housing and employment status produce improved substance use outcomes. For example, work by Silverman and colleagues [17] has shown that a therapeutic workplace intervention improves substance use outcomes and employment status over periods as long as 5 years for homeless individuals with SUD. Milby and colleagues [18] found that adding abstinence-contingent housing and work therapy to standard care improved short-term substance use and housing outcomes for homeless cocaine-dependent individuals but not 12-month outcomes [19]. In a second study, Milby et al [20] found that housing, whether contingent on abstinence or not, produced better substance use outcomes than no housing out to 6 months. However, providing housing did not improve housing or employment outcomes over 12 months relative to the no-housing condition.

Evidence from well-done randomized studies also supports the efficacy of recovery check-ups and case management in the longer term management of SUD. Brief quarterly check-ups designed to identify individuals with out-of-control drug use following treatment and quickly re-engage them in SUD care have improved substance use outcomes over 4 years relative to standard care, although the magnitude of the effects was small [21]. Intensive case management provided over 12 months has been shown to improve substance use outcomes and employment in welfare recipients [22,23].

Although extended treatment for SUD is effective [24], the magnitude of the effects is often not large and tends to decrease over time [9]. There are several reasons for this:

- Information on relapse risk is only obtained during treatment sessions. Some relapse vulnerability factors can change rapidly—over periods as short as a few hours—often with little or no warning. A continuing care intervention in which data on relapse risks are obtained only during treatment sessions cannot be responsive to sudden shifts in risk level between sessions.
- Counselor availability is limited. Patients are urged to contact their counselors if they experience increases in relapse risk in between regularly scheduled sessions. However, such increases often come during evenings and weekends or when therapists are not available for other reasons.
- Procedures for marshaling other recovery supports are slow and cumbersome. Patients are urged to call peers in recovery and other supports when they feel at risk for relapse. However, patients may not have the necessary information when they most need it. They may also hesitate to reach out due to embarrassment or shame.

In the search for solutions to these challenges, digital interventions have become increasingly popular. Previous reviews of such interventions [25,26] reveal a large and complex picture with regard to targeted users, use, and efficacy. For example, these interventions have been developed for 3 distinct groups: those with hazardous alcohol or drug use, those currently in treatment for SUD, and those in recovery from SUD after undergoing treatment.

The concept “digital” also covers a variety of methodological strategies and elements. These interventions may contain a single element or a more complex collection of elements that build on digitized methods previously used in face-to-face interventions or methods uniquely developed for the current digital intervention. They may be meant to function as a stand-alone intervention or as an element in a larger intervention/support program. They may contain no interactive elements or different interactive elements in the form of automated responses or online real-time communication.

The technological solutions and platforms also vary. Some interventions are delivered on computer-based platforms (desktop or Web-based applications), while others are based on mobile phone technology platforms. Interventions feature a range of technological platforms, such as information websites or apps, assessment and monitoring technologies, automated or interactive voice response, text messaging, and chat rooms.

Papers on digital interventions for hazardous or risky alcohol use have been reviewed several times in the last 3 years, and papers on interventions for cannabis use were reviewed by Tait et al [27] in 2013. Dedert et al [26] describe these kinds of interventions as brief normative feedback on self-reported alcohol consumption, much in line with what is known as...
Screening and Brief Intervention (SBI). Dedert et al [26] found that the results of these kinds of interventions are much the same as found in non-digital SBI; a small short-term effect (consumption at 6 months follow-up) but no long-term effects. These results are confirmed in a newly published Cochrane review by Kaner et al [28]. In a meta-analytical comparison of digital and in-person delivered interventions, Cadigan et al [29] found no difference between the 2 modalities on short-term effect (less than 4 months), while the in-person interventions had stronger long-term effects. The same conclusion was drawn in the reviews conducted by Dotson et al [30] and Leeman et al [31], while Huh et al [32] even questioned the short-term effect of digital SBI. Tait et al [27], in their review of interventions for cannabis use, describe both the content of the interventions and the results regarding reduction in cannabis use, arriving at the same results as found in reviews of interventions for alcohol use.

In a review of 7 recent studies using more technologically developed program elements, Berman et al [33] were not able to find more positive results than in the traditional interventions. Interactive voice response interventions showed some short-term positive results on consumption, while text messaging and mobile phone apps showed no significant effects. A study by Cunningham et al [34] compared a brief with an extended intervention (AlcoholHelpCentre.net) and found that the extended intervention did not increase the effect. In recent studies, however, promising results have been obtained from adding new elements to standard interventions, such as gamification [35], booster email sessions [36,37], skills training via mobile phone apps [38], individually tailored text messaging [39], and Facebook delivery of personalized normative feedbacks [40].

Studies have also been done to evaluate digitized versions of existing interventions such as cognitive behavioral therapy (CBT) [41], motivational interviewing (MI) [42], and cognitive enhancement therapies such as cognitive training [43] or mentalization-based therapy [44]. None of the previous reviews on digital interventions report on results from these kinds of interventions, and it is outside the scope of this paper to do so. With the large number of interventions of this kind now developed and researched, such a review would be welcomed.

In this review, our prime interest is in new interventions developed specifically for digital platforms focused on supporting people in recovery from SUD by helping them achieve their substance use goals (e.g., stay abstinent, using less or having a less damaging use pattern) and develop a more satisfying life situation. The review will cover the whole variety of interventions with regard to methodological strategies and technological solutions. In the review, we are interested in the feasibility of the interventions and effects on substance use and other aspects of recovery.

Methods

Search and Evaluation Criteria

In this review, our aim is to synthesize results on feasibility and effects found in primary study reports on digital interventions focused on supporting people in recovery from SUD. The concept “digital interventions” covers a range of intervention methods delivered through digital channels, and therefore a traditional meta-analytic review of the results of a specific method is not possible. However, a systematic approach was taken to identify relevant publications for our review of feasibility and effects. First, this review was based on a systematic search for studies in several databases using specific criteria on target groups, types of interventions, and outcomes. Second, the studies found in the search were systematically evaluated based on criteria relevant to the aims of the review. For example, in addition to reviewing quantifiable effects on substance use outcomes, we address feasibility features including patterns of use and user satisfaction. Third, all studies included in the review were systematically scored on specific features and effects of the interventions. The presentation and discussion of results is based on these scorings.

Search and Exclusion History

Previous reviews on digital alcohol and drug interventions have shown that this is a large and complex research field, often with an imprecise use of concepts and descriptions regarding target groups, methods, and outcomes. In this review, we focus on digital interventions aimed at supporting a specific target: people with SUD who are working to achieve their long-term goals regarding substance use and the achievement of a more satisfying life through recovery.

To be sure that we did not exclude any relevant papers, we started with as wide a search strategy as possible. To this end, we adopted the strategy used by Dedert et al [26] as our starting point. These authors also conducted a comprehensive review, and their strategy is presented in detail in an appendix in their paper. Our first step was to implement the same search strategy as Dedert et al [26] and expand the search period to our current search date (November 2017). As they only searched for alcohol interventions, our next step was to conduct the same search, replacing the search term “alcohol” and its National Library of Medicine Medical Subject Headings terms with “drugs” and its Medical Subject Headings terms. The search was done in the following databases: MEDLINE, Embase, PsycINFO, and Cochrane Library. Together these searches (after excluding doublots) came up with a list of 1147 papers. The final step was to add additional papers from reference lists in the most recent of these papers. This resulted in adding 2 more papers.

We then started the process of excluding papers with no relevance to the aim of our review. This process was conducted in stages.

After a quick reading of titles and abstracts, the first author excluded 457 articles that were not about substance use/disorders and/or not about digital interventions. Based on a more thorough reading of the abstracts, the first author then excluded 265 articles found to be protocols, short intervention descriptions, editorials, notes, or comments. Based on the title and a thorough reading of the abstracts, both authors cooperated in dividing the remaining 427 articles into 4 categories: (1) reviews on different kinds of digital interventions (n=21), (2) interventions aimed at reducing...
hazardous alcohol use (or, in a few cases, cannabis or other drug use) (n=269), (3) digitized versions of standard treatments such as CBT (n=94), and (4) unique digital interventions aimed at helping or supporting persons in recovery from SUD with or without co-occurring physical or psychiatric disorders (n=43).

The 43 articles on unique digital intervention were all read in full and scored by both authors. The scoring categories are shown in Multimedia Appendix 1 [45-86] and 2 [45-86]. Due to the wide range of retention, feasibility, and efficacy variables employed across the studies, it was not possible to score studies using the same set of variables. Therefore, outcomes were described in the appendices as reported in the articles reviewed. The lack of consistency across studies is most apparent in the data presented in the Retention/Feasibility column in the appendices. In the Effects column, findings from the main outcome variables of the studies are presented. Studies were categorized as positive when there was a statistically positive effect favoring the experimental intervention on at least one of the primary outcomes with no significant findings in the other direction on any other primary outcomes. Agreement between the 2 authors was very high with the few disagreements easily resolved through discussion. It is these 43 papers that form the basis for this review.

Results

Overview

The tables in Multimedia Appendix 1 present our review of 43 articles on 28 unique digital interventions meant to support people in recovery from SUD. Articles presenting different studies of the same unique intervention are grouped together for ease of interpretation of the full set of findings pertaining to each intervention.

The interventions are varied when it comes to methodological strategies and technological platforms and solutions. One of the primary distinctions pertains to their degree of complexity. We have chosen to divide the interventions into 2 categories based on complexity. Eighteen interventions are defined as simple in the sense that they consist only of 1 or 2 elements. They may contain only text messaging or only online counseling, or they may contain some sort of self-monitoring and brief feedback (text messaging or online counseling). Ten interventions are defined as complex in the sense that they consist of more than 2 elements. These digital support programs typically contain several functions.

In Multimedia Appendix 1, information is provided on the 3 other criteria we used to describe and categorize studies: age of participants, gender, and substance used. With regard to age, 65% (28/43) of articles focused on adults, 23% (10/43) on adolescents, and 12% (5/43) on both age groups. With regard to gender, 91% (39/43) studies included both men and women, 2% (1/43) included men only, and 7% (3/43) were unclear on the gender of participants. With regard to substance(s) used, 40% (17/43) studies focused on alcohol, 33% (14/43) on mixed substances, 9% (4/43) on alcohol and cannabis, 5% (2/43) on opioids, 7% (3/43) on stimulants, and 2% (1/43) on cannabis.

One article [45] reports on a survey to assess patient preferences on content in text messaging interventions but addresses no specific intervention. Another article [46] describes results from a survey about the general acceptance of different kinds of digital aftercare interventions among inpatients. These articles are therefore not included in the review of outcome effects.

Publication Year

The rapid increase in development and research on the kind of digital interventions of interest to this review is clearly demonstrated when one looks at the publication year of the included articles. Even with the search spanning the 17 years, from 2000 to 2016, only 2 of the included articles were published before 2010, and 32 of the 43 included articles were published in the last 3 years, 2014 to 2017.

Country

About half of the studied interventions are from the United States (16/28, 57%), 8 are from Europe (3 from Germany, 3 from Switzerland, 1 from Ireland, and 1 from Norway), 3 are from Australia, 1 is from Canada, and 1 is from Brazil.

Types of Interventions

Only 6 of the 18 simple interventions were presented with a brand name. The most common element in these interventions was a 1-way or interactive text message service. One-way solutions typically consisted of a series of text messages with informative or supportive content delivered each day or less often for a fixed period of time. Interactive solutions typically contained standardized self-assessments of substance use, life situations, relapse risk factors, or medication compliance that were delivered as text messages and triggered automated responses or text messages from a counselor. Some simple interventions contained an online counseling service or online counseling in addition to monitoring.

Only 5 of the 18 simple interventions were meant to be stand-alone interventions (ie, without any other contact with the professional support system). All others were integrated in a larger support system that most often offered other kinds of face-to-face counseling or support services.

A clear majority of the simple interventions (12/18, 67%) were delivered on a mobile platform, and mobile phones are now the dominant device used in these kinds of interventions. Four interventions were delivered on a desktop or Web-based platform while 2 interventions used both platforms.

Nine of the 10 complex interventions were presented with a brand name. Six of the interventions are meant to be stand-alone interventions, while 4 are integrated with other treatment or aftercare services. Three of the interventions used a mobile platform such as a mobile phone, while 3 used a desktop or Web-based platform. Six interventions used a combination of desktop/website and mobile technologies.

The complex interventions contained a number of elements in different combinations. The most common features were systems for monitoring or check-ups, and some also included a Global Positioning System–based warning system. Other features included information and education modules; exercise modules...
for better concentration and relaxation; and modules to foster more effective coping strategies for harm avoidance, relapse prevention, and dealing with stress. Most of these interventions also contain interactivity modules such as feedback on monitoring results, delivery of supportive messages, online counseling and contact with peers, and chat rooms or digital self-help groups. Several programs have some kind of panic button, making it possible to reach counselors or peers in situations of urgent need for support.

Some of the interventions, such as Addiction Comprehensive Health Enhancement Support System (A-CHESS), have a clear theoretical foundation. A-CHESS is based on self-determination theory (SDT) and the relapse prevention model developed by Marlatt et al [87]. Consistent with SDT, the intervention program is designed to meet 3 fundamental needs: developing perceived competence, relatedness, and internal motivation. Consistent with the relapse prevention model, the program is meant to address and offer support in high-risk situations where relapse vulnerability is high.

Other interventions build on established nondigital support programs or borrow elements from treatment methods. Overcoming Addictions [70] builds on a support program developed and implemented by the Smart Recovery organization. Location-Based Monitoring and Intervention System for Alcohol Use Disorders (LBMI-A) is an example of an intervention borrowing principles or elements from different treatment methods, in this case CBT. Principles and elements from CBT and MI were also the basis for development of the Snow Control [83] and Can Reduce [84] interventions and the intervention (no brand name) studied by Tait [85,88]. However, these interventions are not strictly digitized versions of existing CBT or MI protocols; rather, they incorporate some of these features or elements within their own unique frameworks.

Target Groups

Twelve of the simple interventions had adults as their target group, while 4 were intended for adolescents, and 2 did not discriminate their target group by age. None of the simple interventions discriminated their target group by gender, but it seems like 1 of the interventions only targeted men and it is uncertain if 1 other did the same. Nine of the simple interventions targeted people who had used or were using alcohol as their main substance, while 1 targeted stimulant users, 1 targeted cannabis users, 1 targeted opioid users (in maintenance treatment), 1 targeted alcohol and cannabis users, and 5 targeted those with mixed substance use patterns.

With regard to the complex interventions, 4 of 10 had adults as their target group while 2 had adolescents and 2 targeted both. Two of these interventions were not discriminating their target groups by age. None of these interventions discriminated their target group by gender, but 2 may have only reached men. Two of the interventions had people who had used or were using alcohol as their target group, while 2 were focused on cannabis users and 2 targeted both groups. Two interventions targeted stimulants users, and 1 addressed opioid users in maintenance treatment.

Types of Studies

Fourteen of the 18 simple interventions had been studied with quantitative controlled methodologies while 3 had been studied quantitatively without control groups. In addition, 3 interventions had been studied with qualitative methodologies while 1 had been studied both quantitatively with a control group and qualitatively. One paper presented results from a survey on preferred text message content without referring to a specific intervention. The number of participants in the quantitative studies varied from 54 to 408, while the qualitative studies were smaller (eg, from 16 to 80 participants). The follow-up periods varied from 1 to 12 months.

Nine complex interventions had been studied with quantitative controlled methodologies and 1 quantitatively without a control group. The number of participants in these studies varied from 50 to 84, and the follow-ups varied from 2 to 12 months in duration. In addition, 2 complex interventions had been studied with mixed methods research designs and 1 intervention (A-CHESS) has been studied with several designs: controlled, uncontrolled, and mixed methods. These studies had from 29 to 349 participants and 2 to 12 months follow-up.

The last paper in Multimedia Appendix 1 was based on a survey of 374 inpatients about the feasibility of digitized aftercare interventions without referring to a specific intervention.

Implementation

Overall, it appeared that the interventions were implemented successfully (without technical difficulties), although there was not a lot of information on this. The interventions were made available to eligible participants in the studies by forwarding links to internet sites or via mobile phone apps. The interventions in our review are generally not made accessible through an open app store download. A new commercial version of A-CHESS is, however, made available through the app stores. On the other hand, many recovery apps, not supported by research, are openly available in app stores. It is outside the scope of this review to make any evaluation of such interventions.

There was only 1 study focusing explicitly on prerequisites for a successful implementation of digital interventions. In a study on the implementation of A-CHESS, Ford [74] found that the following factors were important for a successful and sustained implementation of the intervention: strong leadership support, a staff that is passionate about the intervention, interpreting user feedback to re-engage users who had dropped out, including the intervention in meetings with staff and users, developing internal guidelines for using the intervention, and developing sustainable strategies for financing the intervention.

In 2 of the studies of complex interventions, participants were offered free phones and offered replacement phones if the first ones were lost, broken, or stolen. In the Check-In Program [79], 44% returned their first phone after the end of the 3-month study while 44% needed a replacement phone. In the first study of A-CHESS [76], 170 participants needed 116 replacement phones during the 8-month trial. In the other papers, there is no information about whether the participants were offered free phones or used their own phones.
Rates of Sustained Use of the Interventions

The information in the papers on the simple interventions suggests that rates of use of the app or intervention were fairly uneven across the studies. If recruitment to the intervention (and study follow-up) took place through open websites, there was a large drop in the number of participants from those who accessed the site to those who registered in the intervention and those who accessed the first module (eg, first assessment) [51]. The same was seen in a study where possible participants were screened by general practitioners [54]. Among those who screened eligible for the intervention, only 50% accessed the first module and only 50% of those accessed the next module. Conversely, in studies where participants were recruited from patients in SUD treatment programs and where this information is reported, the rate of sustained use of the intervention seems to have been as high as 75% at the end of the study [50].

In the complex interventions, rates of use seemed to be fairly high at the beginning, typically around 90% in the first few weeks. But rates of use of the interventions dropped very quickly; for example, from a mean of 7.3 to a mean of 1.3 log-ins each week during the first 3 months in the intervention studied by Campbell [70] or to 18% after 6 weeks in the interventions studied by Schaub [83,89]. Two interventions had higher rates of use; 1 reported a drop from 63% completing the first module to 48% completing the last module during the 3-week intervention [85] and a second reported that on average the participants completed 7 of the 8 sessions in the intervention [57]. Two of the complex interventions seem to have had overall high rates of use. In the My First Year of Recovery (MyFYR) intervention [82], 78% completed the 1-year-long program and 70% of those who relapsed during the intervention remained engaged or re-engaged and were able to complete the intervention. In the case of the A-CHESS intervention, 78% of the sample was still using the intervention after 4 months [71]. The intervention Check-In Program was combined with a computer-based psychoeducative program (Therapeutic Education System) in one of the study conditions [79]. In the combined condition, the retention rate was 84% by the end of the study, compared to 56% in the uncombined condition (P=.031).

Intensity and Duration of the Interventions

The simple interventions varied quite a bit in intensity and duration. The most intense intervention was studied by Reback et al [65]. In this intervention, the participants received on average about 10 messages each day and sent as many replies over the 2-month duration. The participants received additional support feedback in response to about a third of their messages. The shortest intervention was 2 weeks in duration [64]. The intensity was also very high in this intervention; on average the participants received 8 and sent 4 messages each day. The rest of the interventions were less intense and had a longer duration. In these, participants typically received and sent 2 messages each day for 3 months [48] or 10 months [63], 1 message each day for 2 to 4 months [52,55,58,67,68], or 1 each week for 6 months [62]. There is not much information in the papers documenting whether the participants actually read the messages they received. There are 2 papers reporting on this; in Agyapong [49], participants read 67% of the received messages, and in Haug [90], participants responded to 88% of the messages.

The complex interventions were generally more intense than most of the simple interventions. In most interventions, it was possible for participants to log in to several elements or modules each day, making the interventions more or less intense based on how many modules the participants accessed each day. In studies of the complex interventions, the duration of the interventions varied between 2 and 12 months.

Intervention Content and Use of Features

The text messages in the simple interventions covered a large range of topics. One article [49] reported on which topics were of greatest interest to the participants. Among those were messages on motivation for recovery and relapse prevention and reminders on why and how to stay abstinent. The same kinds of topics were recommended by participants in Gonzales [78] and in the survey by Tofighi [45].

Use of different kinds of modules varied between interventions and during the intervention in the 3 complex interventions for which information on this was provided. None of the participants in the LBMI-A intervention [78] used the skill modules for resisting urges to drink or drink refusals and very few used the psychoeducational modules after week 2 of the intervention, while most of the participants continued using the monitoring modules. The 25 participants in the experimental condition of the study of the Check-In Program [79] completed, on average, 21 self-management modules and 9 functional analysis modules during the 3-month intervention. Several of the studies on A-CHESS present information on the use of the different modules of the intervention over time. The study by Dennis [73] showed that adolescent participants using the intervention completed 89% of the assessments in the ecological momentary assessment module and accessed the ecological momentary intervention module 78% of the days of intervention. The most used ecological momentary interventions were recovery support, motivation, relaxation, and social networking. In Gustafson [76], it was reported that the participants, on average, used the intervention 41 days during the 8-month trial and that 72% of the participant pressed the panic button at least once. McTavish [77] presents the use of different modules of the intervention during the first 4 months of the first trial and relates it to the theoretical principles of the intervention (SDT). McTavish [77] found that the percentage of participants using the intervention dropped from 94% the first week to 78% the fourth month. Use of modules related to perceived competence dropped from 80% to 39%, modules related to autonomous motivation from 84% to 66%, and modules aimed at increasing the feeling of relatedness from 91% to 76%.

User Satisfaction

The articles reported high satisfaction with the simple interventions. For example, some studies reported that the participants were generally highly satisfied [49,56] or that they “felt connected” via the intervention [55]. Bradford [56], Gagnon [58], and Ingersoll [63] reported that 80% to 90% of participants were satisfied, finding the interventions easy to use and being confident and comfortable in using them, while
Gonzales [60] found that 70% were positive about the intervention (20% were ambivalent and 10% negative). In the intervention studied by Haug [90], the overall satisfaction was a bit lower: 63% of participants found the intervention generally helpful, but 75% wanted to do the program again, which suggests a somewhat higher level of satisfaction.

Three of the papers reported on the participants’ expressed satisfaction and the usefulness of the complex interventions. Guarino [79] reported that participants found the Check-In Program intervention highly acceptable and useful (75 to 80 points on a 100-point scale). Hasin [80] reported that 80% or more of the participants in the Health Call intervention gave very positive feedback on user interface and satisfaction with the content. Campbell [91] reported that the participants in the Overcoming Addictions intervention found the social support and awareness reminders to be the most helpful element.

### Intervention Effects on Substance Use Outcomes

Of the 24 studies of 18 simple interventions included in this review, 7 featured a control condition and produced positive effects on substance use outcomes. These were a stepped care intervention that included computerized feedback [92]. My Assessment by Bradford et al [56], 2 HIV risk reduction interventions [58,65], ESQYIR by Gonzales et al [61,93], an in-home messaging device by Santa Anna et al [67], and an internet-based relapse prevention program [69]. Three of these interventions were delivered by text messaging [59,61,65]. Other positive interventions consisted of an integrated psychosocial assessment delivered through an app [56], a website that provided tailored audiovisual messages regarding safer injection practices [58], and 20 online lessons that provided information on addiction and relapse prevention skills for adolescents [69].

Conversely, 8 studies of simple interventions with control conditions found no positive effects on substance use outcomes. The interventions tested in these studies were a text messaging system [47,48], integrated online counseling intervention [50], computerized intervention for anger management [57], integrated text messaging systems that included online counseling [62-64], and a text messaging intervention that included medication monitoring and support [94]. Another 9 studies either did not include a control condition or did not examine substance use outcomes. By a simple box score calculation, these results indicate that 7 of 15 studies with control conditions (47%) produced positive effects on substance use outcomes. When considered at the level of the interventions, 7 produced positive results in at least 1 study, whereas 7 produced negative results in 1 or more studies with no positive results in other studies (ie, 50% of interventions positive).

The interventions in the 7 positive studies all had moderate effect size advantages over the control conditions on 1 of the primary outcomes. The control conditions were bona fide interventions, usually treatment as usual without the digital component, except in the Bischof study [92], which employed an untreated control condition, and Trudeau et al [69], which used a wait list control. Five of the interventions addressed drugs, and 2 focused on alcohol. Five interventions were integrated, while 2 were stand-alone. The studies with interventions that did not produce positive effects over control groups look similar to those that did on strength of the control groups, targeted substance, and stand-alone versus integrated format. All of the negative studies included bona fide control conditions, primarily behavioral treatment as usual. Three studies focused on alcohol only, while 4 addressed mixed or poly substance use. Finally, most of the interventions were integrated, with 2 stand-alone. It should be noted that 2 studies were likely underpowered [50,64], as they produced positive but nonsignificant effects on primary SUD outcomes.

The 10 complex interventions were evaluated in a total of 19 publications included in the review. The A-CHESS intervention was studied in 7 reports; only 2 other interventions were examined in more than 1 report [85,88]. The Hasin et al [80] and Aharonovich et al [81] publications were of the same intervention in 2 separate studies, whereas the 2 Tait et al [85,88] publications reported results from different follow-ups in the same study. Of the studies included, 9 yielded positive results, 5 produced negative results, 2 did not include control conditions, and 3 did not examine SUD outcomes. Four of the 9 positive studies were of the A-CHESS system. In the one large scale A-CHESS randomized controlled trial, those randomized to A-CHESS reported fewer heavy drinking days over a 12-month follow-up than those who did not receive A-CHESS: 1.39 versus 2.75 out of the prior 30 days [76]. A second study showed that ecological momentary assessment data gathered on A-CHESS could predict upcoming relapse episodes [71]. A third study indicated that adolescents who accessed 2 or more supportive functions on A-CHESS within 1 hour after reporting elevated relapse risk were less likely to go on to relapse in the next 7 days that those who used fewer supportive A-CHESS functions [73]. It should be noted that the positive results in this paper could have simply reflected self-selection, with more motivated participants both accessing A-CHESS more frequently and having better outcomes. Finally, a fourth study found that the effects of A-CHESS on the risky drinking days outcome was mediated by participation in outpatient SUD treatment [75].

Other complex interventions that generated SUD outcomes superior to comparison conditions were a mobile phone–delivered CBT-like intervention that consisted of 7 modules [78], a mobile phone–based monitoring program (HealthCall) that graphs results and arranges for contact with a counselor [80], a mobile phone–based treatment extender compatible with the computerized Therapeutic Education System [79], a Web-based self-help intervention that included chat counseling [95], and a Web-based intervention that included self-monitoring and weekly feedback from counselors [86].

Complex interventions that did not produce positive effects on SUD outcomes were a Web application based on Smart Recovery [70], a study of A-CHESS where there was no difference in A-CHESS use between lapsers and nonlapers [71], an initial pilot study of HealthCall [80], an 8-module Web-delivered self-help intervention based on CBT and MI [96], and a Web intervention based on CBT, MI, and harm avoidance approaches [85,88]. According to a simple box score calculation, these results indicate that 9 of 14 controlled studies (64%) produced positive effects on substance use outcomes. When considered at the level of the interventions, 6 produced

positive results in at least 1 study, whereas 3 produced negative results in 1 or more studies with no positive results in other studies (67% of interventions positive). There was 1 negative A-CHESS study but 4 positive ones, and 1 negative study of Healthcall but 1 positive one.

In the studies with positive effects, 6 featured integrated interventions and 3 stand-alone interventions. Four of the studies focused on alcohol, 2 on cannabis, 1 on both alcohol and cannabis, and 2 on mixed substance use. Four of the studies featured no treatment or waitlist control conditions, 1 included another online intervention, 1 included an active behavioral intervention control condition, and 1 had a standard methadone maintenance control condition (2 studies did not include a treatment control condition but rather focused on the ability of the A-CHESS system to predict relapse and deliver just-in-time interventions). Effect sizes were generally in the moderate range, although the major A-CHESS trial [76] produced a smaller effect ($d=0.18-0.25$) and the Tossman et al [86] study produced a large effect ($d=0.75$). In the studies that did not produce positive treatment effects, 2 interventions were integrated and 3 were stand-alone. Two studies focused on alcohol, 1 on cannabis, 1 on alcohol and cannabis, and 1 on stimulants. The control conditions were generally fairly weak, including a waitlist control, psychoeducation, historical interactive voice response intervention group, and Smart Recovery.

**Intervention Effects on Other Outcomes**

There was not much information in the papers on effects on outcomes other than substance use. Four of the papers on simple interventions reported on changes in use of other services. Gonzales [61] reported significantly higher attendance at self-help meetings and recovery-oriented activities among those in the experimental condition compared to controls, and Ingersoll [63] reported that adherence to antiretroviral treatment increased by 19 percentage points in the experimental condition compared to a 9 percentage point increase in the treatment as usual condition. Bischof [92] reported a drop in face-to-face counseling time of 50% in the experimental condition, while Lucht [64] reported that the participants in the experimental condition spent significantly more days than the controls in psychiatric hospital. While the results in the first 3 of these articles may be evaluated as positive results, we are not sure that the result reported by Lucht could be evaluated in this way.

Only 1 of the articles on the complex interventions reported on changes in use of other services. Tait [97] reported that those in the experimental condition significantly increased their general help seeking compared to controls.

Three of the articles on simple interventions also reported on other outcomes. Cougle et al [57] reported that hostile interpretation training led to greater improvements in interpretation bias, trait anger, and anger expression. Reback et al [65] reported that the participants in the experimental condition significantly reduced their risky sexual behavior, while Rook [66] reported a significant reduction in depression in those in the experimental condition compared to controls. Four of the articles on complex interventions also reported some information on effects on outcomes other than substance use. Gustafson [76] found that A-CHESS had no impact on negative consequences of drinking, Glass et al [75] reported that A-CHESS increased participation in outpatient treatment following rehabilitation, Schaub [95] found that Can Reduce did not affect mental health measures, and Tait [97] found that the intervention they studied made no difference on psychological distress. On the other hand, Tait found that the intervention led to a significant reduction in days of general impairment.

**Discussion**

**Principal Findings**

The development and evaluation of digital interventions aimed at preventing or treating substance use–related problems and disorders is a rapidly growing field. A large number of articles were identified on this topic, and most of these reports focus on interventions developed and studied in the last few years. The concept of digital interventions includes such a wide variety of interventions with regard to aims, target groups, methods, and technological solutions that it is impossible to cover them all in one review. In this review, we therefore focused more narrowly on unique interventions aimed at supporting people in recovery from SUD. But as we did not want to miss any studies due to imprecise use of concepts in relevant studies, we started out with a wide collection of search terms. We found a large number of papers on interventions for hazardous or risky drinking and digital interventions in the SUD field that were not relevant to the aim of this review. However, including them in the first stage of the evaluation process gave us the opportunity to suggest a categorization of interventions, created specifically for digital platforms, that may become useful in further development, research, and review of such interventions.

Although not the focus of this review, it is clear that the field of digital interventions aimed at hazardous but not disorder-level alcohol or drug use is a large and well-reviewed area but with relatively modest results. Digitizing existing treatment such as CBT has also become an important and promising area, but to our knowledge without any systematic review done so far. Our quick reading of these studies gave us an impression that these kinds of interventions could make an important contribution to the development of more available and effective treatment of SUD.

The 43 articles that reported on the studies that were evaluated as relevant to the aim of this review seemed to cover a larger variety of interventions then the 235 and 87 articles in the other categories. This made it important to define scoring criteria so as to conduct a review as systematically as possible. Two of these criteria—integrated versus stand-alone in relation to other services and substances of abuse—did not appear to have a significant impact on the feasibility or efficacy of the interventions. There was insufficient variation in 2 of our other criterion—gender and age of the participants—to draw any conclusions regarding their impact on outcomes. Finally, the categorization of the interventions that was based on their complexity (number of elements or modules) did appear to make a difference on both feasibility and effects on substance use. However, the more positive substance use outcomes for the complex interventions may have been due to differences in the
strength of the control conditions used in these studies, which was another criterion examined in the review.

**Feasibility Strengths and Weaknesses**

International market figures show that smartphones have become the dominant digital device in the Western world, with an 80% to 90% share of the total mobile phone market, and are quickly also becoming the dominant device in the rest of the world, passing 50% of the market [98]. Mobile phones are also quickly replacing other digital devices, such as laptops and tablets, as the device most likely to be used daily. It is therefore understandable that mobile phones are becoming the dominant technological platform for digital interventions, making it even more appealing as a tool for offering effective and flexible solutions for recovery support. The simple interventions seemed relatively easy to develop and implement, especially those using standard text messaging and mobile phone apps. Complex interventions seemed also relatively easy to implement, but the study by Ford [74] showed that there are many organizational prerequisites to achieving a sustainable implementation of such interventions over time. In addition to addressing questions about the feasibility of various technical solutions, it is important to determine whether the organizational prerequisites are in place to sustain the implementation over time before implementing a digital intervention.

Another challenge in the implementation of digital interventions is, of course, that the participants need the required technical equipment. The initial cost of buying such equipment may be too high for many people with SUD, and mobile phones may easily be broken, lost, or stolen. Buying and replacing phones for participants may be a solution in a research project but appears not to be a sustainable solution in real-life contexts. Our impression is that owning a mobile phone, which increasingly means a smartphone, is regarded by people in recovery from SUD as highly desired and even viewed as an essential expense. Smartphones are not only replacing ordinary mobile phones but also personal computers. This means that interventions have to be built on mobile platforms, using the flexibility and technological possibilities of modern smartphones. But developers of digital interventions also need to adjust their methodological and design strategies to the particularities of modern mobile phone technology and user interface designs [99]. Interventions based on traditional desktop, website, or mobile phone technologies may already be out of date, as they may not contain the functionalities and user interface designs required to reach potential intervention participants and keep them engaged with the program.

Rates of sustained use of the apps and interventions varied to a considerable amount. Access to simple interventions via websites or mobile phone apps made it possible to reach many potential participants, but retention in most interventions dropped quickly. This is a method often used in interventions aiming at hazardous but not disorder-level substance use. However, if the goal is to offer recovery support, it appears to be more effective to recruit people in treatment or self-help group/network settings to both reach the most relevant participants and keep rates of intervention use high over time.

In the complex interventions, retention was generally high both in the beginning and over time. Here it seems that the challenge was more that the frequency of use was very different for different kinds of elements or modules. Generally, the information and educational modules appeared to be most frequently used in the beginning of the intervention, while modules supporting continuous monitoring and communication with counselors and peers retained higher rates of use over time. Instead of evaluating this as a weakness of the intervention program, these findings could lead to the development of interventions in which different kinds of modules are presented to the participants in a planned “tunneled” sequence [100]. Or it might be advantageous to divide some interventions into separate modules, making it possible to directly access each module.

**Effects**

In formulating the aim of this review, we were interested in how digital interventions could support people in recovery from SUD with regard to their goals for achieving abstinence or reduced substance use as well as better health and life situations and use of other services. The review showed, however, that few studies reported on anything other than changes in substance use.

Across simple and complex interventions, slightly more than half (55%) of the studies with control conditions generated positive findings on 1 or more substance use outcomes, with 57% of the interventions also found to be efficacious in 1 or more studies. In the positive studies, effects were typically in the small to moderate range, with a few studies yielding larger effects. At first glance, the simple interventions appeared to be somewhat less effective than the complex ones. In studies of simple interventions that employed control groups, 47% yielded positive findings on 1 or more of the primary substance use outcomes, with 50% of the interventions producing positive results in at least 1 study. Studies testing complex interventions, on the other hand, generated positive effects in 64% of studies with control groups, with 67% of the interventions producing positive effects in 1 or more studies. However, studies of simple interventions were more likely to include stronger control conditions than studies of complex interventions. As was noted earlier, this might explain why simple interventions were less likely to produce positive effects. In addition, 2 studies of simple interventions appeared to be underpowered and might have shown positive effects with larger samples. It did not appear that the substance targeted in the study or whether the intervention featured a stand-alone versus integrated format accounted for the results.

Overall, these results do not provide consistent, strong support for the efficacy of these interventions. However, the heterogeneity in results, with some interventions appearing to be more promising than others, indicates that more work is needed to better understand the characteristics of efficacious digital recovery support interventions. Further research should also shed light on the kinds of individuals most likely to benefit from different digital interventions and at what points in their recoveries the largest effects are obtained.
In the scoring of the studies, we systematically searched for other outcomes than changes in substance use such as psychological health, medication, housing, employment, social functioning, and criminality. But as the articles in this review contained little information on such effects, it is not possible to draw strong conclusions on this issue. We have, however, the impression that the interventions had no or only modest effects on such outcomes. As recovery should focus on many more issues than just changes in substance use, it is a weakness in the studies that they did not focus more on such outcomes and a weakness in the interventions that they either are not aiming at contributing to such changes or that they have no effect when they try to do so.

Conclusions
The digital interventions included in this review are in general feasible but are not consistently effective in helping people in recovery from SUD reduce their substance use. It is questionable whether they are effective in supporting people to achieve other recovery goals, given the relative lack of information on this in the studies. Mobile phones appear to be the most feasible technological platform for such interventions. Single interventions, such as 1-way or interactive text messaging or text messaging in combination with a simple monitoring module are relatively easy to develop, implement, and sustain and can be an effective supplement in continuing care and support programs. Complex interventions appear to be feasible and some of them are also modestly effective. They require, however, more technological and organizational resources to develop, implement, and sustain. It also appears that they could benefit from being developed into more sequentially and individually tunneled programs or being divided into single, directly accessible interventions.

Participants’ general satisfaction with the studied interventions should be regarded as the best inspiration to develop even more feasible and effective digital interventions, using all the technological possibilities and appealing user interface designs of modern mobile technologies. However, these technological solutions are only relevant if they are adjusted to the life situation of potential users and the organizational and knowledge-based framework of the support systems they are meant to be a part of and they make a difference in helping participants reach their recovery goals.

Acknowledgments
We thank Kari Hølland for her invaluable help in the search process and retrieval of relevant papers.

Conflicts of Interest
JRM is currently collaborating with the developers of the A-CHESS intervention in an National Institute on Alcohol Abuse and Alcoholism–funded grant. He also receives salary support from Caron Treatment Centers, the developer of My First Year in Recovery. SN reports no conflicts.

Multimedia Appendix 1
Intervention and study characteristics.
[PDF File (Adobe PDF File), 56KB - jmir_v20i8e255_app1.pdf ]

Multimedia Appendix 2
Intervention retention, feasibility, and effects.
[PDF File (Adobe PDF File), 63KB - jmir_v20i8e255_app2.pdf ]

References


[FREE Full text] [doi: 10.1080/15504263.2016.1145312] [Medline: 26829356]

[FREE Full text] [doi: 10.1080/15504263.2014.962336] [Medline: 25391277]


**Abbreviations**

- **A-CHESS**: Addiction Comprehensive Health Enhancement Support System
- **CBT**: cognitive behavioral therapy
- **LBMI-A**: Location-Based Monitoring and Intervention System for Alcohol Use Disorders
- **MyFYR**: My First Year of Recovery
- **MI**: motivational interviewing
- **SBI**: Screening and Brief Interaction
- **SDT**: self-determination theory
- **SUD**: substance use disorders

©Sverre Nesvåg, James R McKay. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 23.08.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Participant Recruitment and Retention in Remote eHealth Intervention Trials: Methods and Lessons Learned From a Large Randomized Controlled Trial of Two Web-Based Smoking Interventions

Noreen L Watson¹, PhD; Kristin E Mull¹, MS; Jaimee L Heffner¹, PhD; Jennifer B McClure², PhD; Jonathan B Bricker¹,3, PhD

¹Fred Hutchinson Cancer Research Center, Seattle, WA, United States
²Kaiser Permanente Washington Health Research Institute, Seattle, WA, United States
³University of Washington, Seattle, WA, United States

Corresponding Author:
Noreen L Watson, PhD
Fred Hutchinson Cancer Research Center
1100 Fairview Avenue North, M3-B232
Seattle, WA, 98109
United States
Phone: 1 2066672942
Email: nlw atson@fredhutch.org

Abstract

Background: Despite having many advantages, online eHealth trials are not without challenges—notably, participant recruitment, and outcome data retention. Moreover, publications from these trials rarely provide detailed information on the methods used for recruitment and retention or discuss implications of the methods for future studies.

Objective: To address this need for empirical guidance regarding recruitment and outcome data retention planning, we aim to describe the methods and lessons learned from the recruitment and retention procedures used in a large randomized trial of 2 Web-based smoking cessation interventions.

Methods: To ensure a demographically and geographically diverse participant sample, we used the recruitment strategies (1) traditional, (2) Web-based, and (3) online survey panel methods and adaptively modified each in response to recruitment success. At baseline, participants indicated how they heard about the study and answered demographic questions. To maximize trial retention at each of the 3-, 6-, and 12-month assessment points, 4 survey modalities (first Web, followed by phone, mail, and postcard) were sequentially timed over a 30-day period. Participants received US $25 for submitting their responses, regardless of modality, and received an additional US $10 bonus for completing the Web survey within 24h of electronic notification.

Results: We randomized 2637 smokers in 16 months and achieved 88% retention at 12-months. Participants (79.26% female, 72.60% Caucasian) were recruited from all 50 states. The majority of participants were recruited through Facebook (49.43%), followed by the survey panel (20.85%), free internet sources (14.54%), traditional media (11.34%), and Google ads (3.84%). Descriptively, participant demographics varied by recruitment source. Of the completed follow-up surveys, most were completed by Web (92%). Retention rates did not vary by recruitment source.

Conclusions: Continuous monitoring and refinement of multiple recruitment methods, particularly of online advertising campaigns, allowed us to maximize the effectiveness of recruitment strategies in recruiting a large, diverse sample of smokers. Likewise, offering multiple follow-up survey modalities in sequential order along with time-dependent bonus incentives enabled us to obtain outcome data from a very high level of enrolled participants for the duration of the trial protocol. These strategies may be similarly useful in other trials.


(J Med Internet Res 2018;20(8):e10351) doi:10.2196/10351
Introduction

In recent years, access to the internet has climbed exponentially worldwide [1]. In parallel with this global trend, more eHealth interventions are being developed and tested in online trials. In fact, as of June 2018, searching “eHealth” in PubMed yields over 29,000 results. Considering the potential for high reach and opportunity to provide low-cost interventions, one of the prominent allurels of eHealth interventions is the possibility for them to make population-level health impacts. Moreover, conducting eHealth intervention research online offers a multitude of advantages including automated data collection, high control over intervention content and format, low cost, maximizing external validity, and potential for rapid recruitment of large numbers of participants [2,3]. However, online eHealth trials are not without challenges—most notably, recruitment of research participants and outcome data retention.

Although not unique to online trials [4,5], many online eHealth studies have difficulty obtaining adequate sample size [2,6-9] and recruiting a representative sample of their target population [10-12]. Such difficulties with participant recruitment can result in extended recruitment time, increased costs for recruitment, as well as inadequate statistical power if accrual targets are not met [13]. In fact, failure to meet accrual targets is the primary reason for premature trial termination [4,14,15].

Another major methodological challenge faced by online eHealth trials is keeping participants engaged in the study protocol and achieving adequate rates of outcome data retention [2,9,16-19]. Low retention rates increase the risk of selection bias (particularly if there are differential retention rates between arms), threaten validity, and lead to loss of statistical power [5,17,20]. Moreover, using tobacco treatment studies as an example, methods commonly used to address issues of low retention (eg, imputing all missing outcome data as smoking) are also problematic in that they can lead to inflated type-I and type-II errors [21]. For these reasons, drawing conclusions from studies with low retention rates, even when using conventional methods of imputation [21], can be misleading.

At present, best-practice standards do not exist for how to recruit or retain participants in remotely conducted eHealth intervention trials and most trials do not detail their recruitment and retention methods sufficiently so that others can learn from their successes or mistakes. Among the remotely conducted trials of eHealth interventions that report a more significant amount of detail, there is considerable variability in the amount and type of information provided on the trial recruitment and retention strategies [3,22-26]. As a result, much of the information is not generalizable, it is difficult to determine which methods are most effective under what circumstances, and little is known about how recruitment sources might affect participant characteristics or data retention. Greater transparency of these issues has, therefore, been strongly encouraged in the existing literature [6,11,14,27,28] as detailed reports could inform plans for recruitment and retention in future trials of eHealth interventions.

Thus, the primary aim of this paper is to provide a detailed description of the recruitment and outcome data retention methods used in a successful online eHealth trial (WebQuit), including lessons learned that might be useful for future eHealth trials. The WebQuit trial compared the effectiveness of 2 online smoking cessation programs in a diverse sample of smokers (N=2637) recruited across the US; 88% of participants completed the one-year follow-up survey [29]. To inform future strategies, we also examine the effects of recruitment source on participant characteristics and outcome data retention as well as the effects of participant characteristics on data retention.

Methods

Overview of WebQuit Trial Design

The WebQuit trial was conducted to compare the effectiveness of 2 Web-based interventions for smoking cessation among adult smokers [29]. The websites evaluated in the trial were (1) a Web intervention based on Acceptance and Commitment Therapy (WebQuit.org), and (2) the National Cancer Institute’s Smokefree.gov website, which is the most accessed cessation website worldwide. The interventions were designed to be stand-alone interventions. Thus, the trial involved minimal contact with study personnel and did not provide pharmacotherapy to study participants. In addition, to access to their randomly assigned program, participants in both arms could receive up to four messages per day (via text or email) designed to encourage engagement with their assigned website, unless they opted out. These messages were sent for the first 28 days after randomization. Participant follow-up data were collected at 3, 6, and 12 months after randomization.

Target Population.

Participants (N=2637) were adult smokers living in the US. The eligibility requirements for the study included: (1) ≥ 18 years old, (2) smoke ≥5 cigarettes per day for the last year, (3) desire to quit smoking within 30 days, (4) have access to high-speed internet and email, (5) not participating in other cessation interventions or treatment, (6) never having used Smokefree.gov, (7) never having participated in one of our previous studies, (8) have no other household member participating in the study, (9) willingness to be randomized to treatment, complete 3 outcome surveys, and to provide contact information for themselves and 2 relatives, (10) live in the US, and (11) the ability to read in English. To recruit a diverse sample with adequate representation of smokers identifying as racial and ethnic minorities, we aimed to recruit a sample comprised of at least 25% smokers identifying as racial/ethnic minority (ie, smokers who do not identify as non-Hispanic Caucasian). The target sample size for the study, which was based on having 80% power to detect a two-tailed significant difference between quit rates estimated for the 2 arms from our pilot study and relapse rates [29], was met.
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Recruitment Strategy

We recruited participants for 18 months, from March 2014 to August 2015. We implemented a multi-pronged recruitment strategy that encompassed traditional, Web-based, and online survey panel methods (detailed below). Recruitment methods were monitored on an ongoing basis and modified as needed based on recruitment success. Our recruitment strategy was based on methods used in the pilot trial of WebQuit [23,30]. Also, we consulted with the Dana-Farber/Harvard Cancer Center Health Communication Core (DF/HCC) to develop advertisements, a recruitment website, and logo that would be relevant, sensitive, and appealing to our target population and distinguishable from other tobacco cessation websites. The DF/HCC also provided ongoing consultation regarding online advertising strategies for Facebook and Google. To ensure that our data retention operations team would have the capacity to handle the procedures for collecting follow-up data (discussed below), we limited the number of participants able to enroll in the study per month. We were able to closely monitor the study flow and ensure data quality by putting restraints on how quickly we recruited participants. All sources of recruitment directed interested individuals to a study website. The purpose of the website was to establish the credibility of the study and communicate the purpose of the study, how to enroll, and what would be asked of participants. Individuals who consented to be screened for the study were directed to a short screening survey to determine basic eligibility criteria. Individuals deemed eligible by the screening survey were immediately sent an email directing them to an online informed consent.

Traditional Recruitment Methods

Traditional methods for recruitment included press releases as well as newspaper, radio, and television interviews with the principal investigator (JBB). Participants recruited through targeted mailed invitations to known smokers within a large regional health plan (approximately 10,000 letters mailed in batches from December 2014 to August 2015), hospitals, or word of mouth by friends, family, or health care providers were also considered as being recruited through traditional methods.

Free Internet Methods

Participants were recruited through several free Web-based sources including Craigslist, Reddit, visibility of our recruitment website on search engines, and information about the study seen or shared on local and national websites (eg, news websites, fredhutch.org, the Penny Hoarder, Twitter). For recruitment on Craigslist, 296 advertisements were made throughout the recruitment period, with most posts made during the first 10 months. Two advertisements were made per day until all predetermined areas across 18 states were posted in. Predetermined areas were selected based on smoking prevalence [31], economic status, and rural areas (Alaska, Arizona, Arkansas, Indiana, Kentucky, Louisiana, Michigan, Mississippi, Missouri, Nevada, North Dakota, Ohio, Oklahoma, South Carolina, South Dakota, Tennessee, Virginia, and West Virginia). Additional postings were made in 18 cities with high concentrations of smokers [32] (eg, Wilkes Barre-Scranton, PA; Birmingham, AL; Grand Rapids, MI) and in 24 cities with high percentages of Black and African American populations (eg, Miami Gardens, FL; Birmingham, AL; Baltimore, MD). Some areas received up to three posts over the recruitment period.

In addition to a general study advertisement, a season-specific advertisement was placed in several cities around January 2015. Ads were placed in the “Community” tab under both the “General Community” and “Volunteers” subsections of all cities. An example of the wording used in the Craigslist ads can be found in Figure 1. For recruitment on Reddit, 9 posts with similar wording were made throughout the recruitment period in different Reddit subgroups (eg, SampleSize, stopsmoking, addiction).

Facebook Advertisements

In consultation with the DF/HCC, 17 Facebook ads were created that varied in the images and wording used (see Figure 2 for an example ad) to be relevant to our target population. Most images were of cigarettes, the Fred Hutchinson Cancer Research Center logo, or people. Images of people varied by gender, race/ethnicity, the age of the person/people in the photo, and in how many people were pictured (1 to 3). Wording varied around eight content categories: (1) health (“You heard your doctor. And you’re ready to quit smoking.”), (2) readiness to quit (“You’re ready to quit smoking and we’re ready to help!”), (3) relationships (“You cherish your time with your children. So you’re going to quit smoking.”), (4) freedom from cigarettes (“You’re ready to be free, You’re ready to quit smoking.”), (5) research (“Earn up to $105 to quit with us—free, online quit smoking study from the Fred Hutchinson Cancer Research Center!”), (6) financial (“You’re ready to spend money on what YOU want, not on cigarettes!”), (7) appearance (“You’re ready to look better, smell better—BE better! Are you ready to quit smoking?”), and (8) help/altruism (“You’re ready to quit smoking. We’re ready to share free skills and support to help you quit!”).

Creating multiple ads allowed us to determine which were most effective in real time. For the first 16 days of the ad campaign, advertisements were run in two-day intervals to determine which permutations of images and wording were most successful.

Afterward, the top 3 ads were run one at a time so that Facebook’s embedded algorithm could optimize ad performance. One of the most successful ads read, “You heard your doctor. And you’re ready to quit smoking. We have a great opportunity—earn up to $105!” Ads were turned on and off in response to which were yielding the highest rates of randomization into the trial at the lowest cost per randomization. To increase the likelihood of reaching our desired population, we set several targeting parameters including ages 18-65 or older, English speaking, US, and people who identified relevant interests (eg, cigarette, quit smoking, electronic cigarette). Facebook ads ran from March 2014 until April 2015. Per recommendations from the DF/HCC and Facebook, we continued to monitor the performance of the ad campaign as response drop-offs are common over time. Minor adjustments were made as needed to boost ad performance.
Figure 1. Content used for general Craigslist advertisements.

**Ad Title: Quit smoking and earn up to $105**

Do you want to quit smoking in the next 30 days, start living a smoke-free life and earn up to $105?

Fred Hutchinson Cancer Research Center is testing two methods to help daily smokers quit in a study called WebQuit. Participants in the WebQuit study will be randomly assigned to one of two online programs. The goal is to learn which program is most useful for helping people quit smoking.

Participants in either program will receive:
- Tools for dealing more effectively with urges to smoke
- A step-by-step guide for quitting smoking
- Help staying motivated while you are quitting

Both programs are free. Participants can earn up to $105 for filling out three brief follow-up surveys over the next 12 months.

**Participants must:**
- Be willing to complete all three follow-up surveys
- Provide email, phone, and mailing address
- Provide contact information for two relatives

For more information, visit [http://webquit.org](http://webquit.org) or email [webquit@fhcrc.org](mailto:webquit@fhcrc.org).

Figure 2. Example Facebook ad with image.
Google Advertisements

Google ads were created with the same wording as the Facebook ads. Twenty keywords determined by the study team and DF/HCC that were associated with the study theme (eg, “quit smoking,” “help to quit smoking,” “stop smoking,” “how do I stop smoking,” “tips to quit smoking”) were rotated through to optimize response. Similar to the strategy used for Craigslist postings, we set parameters to target areas based on high prevalence of smoking, economic status, and rural areas. However, in monitoring conversions from Google ads, it quickly became apparent that the ads were not performing as well as Facebook ads (ie, lower rates of randomization). As a result, and to maximize recruitment efforts and resources, we discontinued the Google ads after approximately two months (March-May 2014).

Online Survey Panel

To help boost recruitment of minority smokers, we utilized the online survey panel company Survey Sampling International (SSI) [33] beginning in April 2015. Such companies can send study announcements to members of their online panels who meet specific criteria. For this study, we requested that they recruit racial/ethnic minority smokers living in the US. The panels are comprised of verified individuals who have voluntarily signed up to participate in online surveys and research in exchange for incentives. SSI was able to identify members of their panel who were likely to be eligible for the study and targeted the audience based on behavioral and demographic characteristics. Respondents recruited from the survey panel answered a brief screener to ensure they were the target audience before being directed to the study website.

In addition to utilizing SSI to boost enrollment of minority smokers, we also limited enrollment on non-minority smokers beginning in February 2015 because we would otherwise not have reached our goal of enrolling at least 25% minority smokers. Specifically, the screening survey was programmed with an algorithm that would randomly reject a set proportion of non-Hispanic Caucasian smokers that were otherwise eligible. For example, if the rejection rate was 30%, non-minority smokers were randomly assigned a number between 0 and 1. If that number were less than 0.30, they would be ineligible. To ensure we met our recruitment goal, the rate of rejection varied over time.

All activities for participant recruitment were coordinated by our project manager in consultation with the study team. On average, the project manager spent an estimated hour per day on recruitment activities throughout the recruitment period, with more time spent at the beginning of the recruitment period. Primary recruitment-related activities included communicating with outside vendors (DF/HCC, SSI, media) and setting up contracts as necessary, reviewing enrollment reports and communicating the enrollment status to key stakeholders, making daily posts to Craigslist (as discussed above), monitoring and tweaking Google and Facebook ads, and communications with our data retention operations team.

Enrollment

All enrollment procedures occurred online by way of the study website noted above. Interested individuals completed a screening survey to assess eligibility criteria. Antifraud measures were also implemented to decrease the likelihood of fraudulent participation (eg, enrolling more than once, changing survey responses to become eligible). Specifically, these measures included reviewing internet protocol addresses for duplicates or non-US origin, CAPTCHA authentication, and review of survey logs for suspicious response times (ie, completing the screening assessment in <90 seconds or completing the baseline survey in <10 minutes). Study staff contacted individuals with suspicious responses to confirm their information. If their information could not be confirmed, they were not enrolled in the study [29]. Eligible individuals were sent an e-mail from the study inviting them to return to the study website to provide informed consent, complete a baseline survey, and provide contact information. Eligible individuals had 14 days to complete the online enrollment process. Automated reminder emails were sent to eligible individuals on days 5 and 11 if they had not returned to the website. On day 7, a personalized email from study staff was sent in case the emails from the study email address were sent to participants’ spam folder. After completing the baseline assessment, participants had 30 days to return to the study website for randomization. Up to three weekly email reminders were sent from the study email address to participants who had not returned to the website. Ultimately, 2637 participants were randomized into the trial.

Measures

In the initial screening survey, participants reported how they learned about the study by selecting from one of 13 response options, including an “other” category in which they were able to write out an answer. For this manuscript, response options were grouped into the 5 recruitment methods described above: (1) traditional, (2) free-internet, (3) Facebook ads, (4) Google ads, and (5) online survey panel. We were able to classify all but 9 participants into 1 of the recruitment categories. While we were able to confirm participants recruited through the survey panel, all other responses are self-reported, which is typical for research on recruitment methods [22,34,35]. The baseline assessment also included questions about demographic characteristics and validated self-report screening measures of the following mental health conditions: depression (Center for Epidemiologic Studies Depression scale) [36], generalized anxiety (Generalized Anxiety Disorder 7-item scale) [37], panic disorder (Autonomic Nervous System Questionnaire) [38], posttraumatic stress disorder (PTSD; PTSD Checklist) [39], and social anxiety disorder (Mini-Social Phobia Inventory) [40]. A geographic classification of participants was determined by linking the participants’ zip codes to Rural-Urban Commuting Area (RUCA) codes [41]. There are 10 primary classifications based on population density, urbanization, and daily commuting. Definitions of the 10 RUCA codes can be found on the US Department of Agriculture website [41]. Zip codes associated with RUCA codes 1–6 were classified as metropolitan/micropolitan while those associated with RUCA codes 7–10 were classified as small town/rural areas.
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Retention Strategy

Follow-up data were collected at 3, 6, and 12 months after randomization. To maximize data retention at each follow-up assessment, participants had up to 30 days to complete the assessments. Four survey modalities were sequentially timed until the survey was completed. Sequentially timing survey modalities has been shown to improve response rates compared to offering multiple survey modalities in parallel [42]. The modalities were (1) Web, (2) telephone, (3) mailed survey, and (4) a postcard with selected outcomes.

For each follow-up assessment, we utilized the following strategy until participants completed the survey. Two weeks before the Web-based follow-up survey was available participants were mailed a survey invitation with a US $2 preincentive. Participants were then sent up to three automated emails with a link to the Web version of the survey on days 0 (exactly 3, 6, or 12 months after randomization), 5, and 9. Afterward, participants had the opportunity to complete the survey via phone. Study staff called participants up to eight times, once per day on days 10-17. On day 18, if participants had not completed the survey, study staff mailed a paper version of the survey with a prestamped and addressed return envelope. If participants did not respond to any of the previous modalities by day 30, they were mailed a postcard that only inquired about primary outcomes and a few selected secondary outcomes.

We incentivized participants with US $25 for completing a survey, regardless of modality. Additionally, to encourage timely responses, participants who completed the Web-based survey within 24 hours of any email received a US $10 bonus. Thus, participants received up to US $105 in incentives for completing follow-up surveys.

Analyses

Descriptives regarding participant demographics across recruitment sources are reported. To examine the association between participant characteristics and recruitment source and 12-month data retention, we used logistic regression models with a covariate for treatment arm and accounted for multiple comparisons by adjusting P values to control the false discovery rate [43]. To assess differences in data retention across recruitment sources, we conducted chi-square tests for total response rates at the 3-, 6-, and 12-month follow-up assessments.

Results

Participants

We recruited and randomized 2637 smokers. Of these, 2628 could be classified into 1 of the 5 recruitment categories and were thus retained for these analyses. The mean age of the sample at baseline was 46.15 (SD 13.36) years, and most of the sample was female (2083/2628, 79.26%). A large proportion of participants identified as Caucasian (1908, 72.60%), 278 (10.58%) identified as Black or African American, and 442 (16.82%) identified as another race (Asian, Native American, Native Hawaiian, or more than one race). A total of 222 (8.44%) identified their ethnicity as Hispanic. The remaining demographic characteristics of the overall sample can be found in Table 1.

Recruitment and Demographic Variation by Recruitment Source

Most of the sample was recruited from Facebook (1299/2628, 49.43%), followed by the survey panel (548, 20.85%), free internet sources (382, 14.54%), traditional methods (298, 11.35%), and Google ads (101, 3.84%). Using these recruitment channels, we recruited participants from all 50 states (Figure 3).

Most demographic characteristics of the participants varied across recruitment sources (Table 1). Facebook advertisements recruited the oldest smokers with a mean of 52.87 (SD 10.54) years of age, while the survey panel recruited the youngest with a mean of 35.67 (SD 9.81) years of age. Although most smokers from all recruitment sources were women, traditional recruitment sources yielded the highest percentage of males (85/298, 28.52%), while Facebook ads resulted in the lowest (198/1299, 15.24%). The highest proportion of Black and African American smokers were recruited by both Google ads (18/101, 17.82%) and the online survey panel (98/548, 17.88%). As in the targeted recruitment plan, the online survey panel recruited the highest proportion of smokers identifying as Hispanic ethnicity (11/548, 20.26%) and as a race other than Caucasian or Black/African American (196, 35.77%). Google ads recruited the highest proportion of smokers with a high school education or less (37/101, 36.63%) while traditional recruitment sources recruited the highest proportion of smokers with a bachelor’s degree or more (77/298, 25.84%). Free internet sources recruited the highest percentage of participants who identified as lesbian, gay, or bisexual (56/382, 14.66%); with the lowest percentage recruited from Facebook (84/1229, 6.83%). Regarding income, participants recruited from Google ads were most likely to report an income that is greater than US $20,000 (36/101, 35.64%) while participants recruited from the survey panel were most likely to report their income as higher than US $20,000 (432/548, 78.83%). Although most participants in the study lived in metropolitan or micropolitan areas, Facebook recruited the highest proportion of participants from small towns or rural areas (155/1299, 11.93%), whereas traditional methods recruited the lowest proportion from these areas (15/298, 5.03%). All recruitment sources yielded similar proportions of smokers who screened positive for one or more mental health conditions.
Table 1. Demographic characteristics by recruitment source.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Total (N=2628), n (%)</th>
<th>Recruitment source</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Traditional&lt;sup&gt;b&lt;/sup&gt; (n=298), n (%)</td>
<td>Free internet&lt;sup&gt;c&lt;/sup&gt; (n=382), n (%)</td>
</tr>
<tr>
<td>Age, (years), mean (SD)</td>
<td>46.15 (13.36)</td>
<td>46.29 (12.93)</td>
<td>39.56 (12.97)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>145 (5.52)</td>
<td>9 (3.02)</td>
<td>42 (10.99)</td>
</tr>
<tr>
<td>25-44</td>
<td>984 (37.44)</td>
<td>117 (39.26)</td>
<td>204 (53.40)</td>
</tr>
<tr>
<td>45-64</td>
<td>1312 (49.92)</td>
<td>148 (49.66)</td>
<td>125 (32.72)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>187 (7.12)</td>
<td>24 (8.05)</td>
<td>11 (2.88)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>545 (20.74)</td>
<td>85 (28.52)</td>
<td>108 (28.27)</td>
</tr>
<tr>
<td>Female</td>
<td>2083 (79.26)</td>
<td>213 (71.48)</td>
<td>274 (71.73)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>1908 (72.60)</td>
<td>229 (76.85)</td>
<td>246 (64.40)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>278 (10.58)</td>
<td>22 (7.38)</td>
<td>56 (14.66)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;e&lt;/sup&gt;</td>
<td>442 (16.82)</td>
<td>47 (15.77)</td>
<td>80 (20.94)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>222 (8.45)</td>
<td>18 (6.04)</td>
<td>40 (10.47)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>2406 (91.55)</td>
<td>280 (93.96)</td>
<td>342 (89.53)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>733 (27.89)</td>
<td>67 (22.48)</td>
<td>99 (25.92)</td>
</tr>
<tr>
<td>Some college or junior college</td>
<td>1363 (51.86)</td>
<td>154 (51.68)</td>
<td>205 (53.66)</td>
</tr>
<tr>
<td>≥Bachelor’s degree</td>
<td>532 (20.24)</td>
<td>77 (25.84)</td>
<td>78 (20.42)</td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>2375 (90.37)</td>
<td>264 (88.59)</td>
<td>326 (85.34)</td>
</tr>
<tr>
<td>LGB&lt;sup&gt;f&lt;/sup&gt;</td>
<td>253 (9.63)</td>
<td>34 (11.41)</td>
<td>56 (14.66)</td>
</tr>
<tr>
<td>Mental health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screened positive for MHC&lt;sup&gt;g&lt;/sup&gt;</td>
<td>1930 (73.44)</td>
<td>209 (70.13)</td>
<td>273 (71.47)</td>
</tr>
<tr>
<td>Did not screen positive</td>
<td>574 (21.84)</td>
<td>72 (24.16)</td>
<td>92 (24.08)</td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20,000</td>
<td>735 (27.97)</td>
<td>83 (27.85)</td>
<td>95 (24.87)</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>1892 (71.99)</td>
<td>215 (72.15)</td>
<td>287 (75.13)</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan or micropolitan</td>
<td>2365 (89.99)</td>
<td>280 (93.96)</td>
<td>356 (93.19)</td>
</tr>
<tr>
<td>Small town or rural</td>
<td>246 (9.36)</td>
<td>15 (5.03)</td>
<td>24 (6.28)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for false discovery rate.

<sup>b</sup>All advertisements were designed to be culturally sensitive and appealing to our target population; however, no unique population targeting was used for traditional recruitment sources or Facebook ads.

<sup>c</sup>Minimal targeting was used for Craigslist and Google ads in that some locations for posts were chosen to encompass areas with greater smoking prevalence, greater rural areas, and lower economic status. Craigslist ads were also posted in cities with high proportions of Black and African American populations.

<sup>d</sup>The online survey panel was used specifically to boost recruitment of minority (non-Caucasian) smokers.
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In assessing baseline participant characteristics associated with data retention (see Table 2), only gender emerged as a significant predictor, with males being less likely to complete the 12-month follow-up assessment than females (81% versus 89%, respectively; OR=0.52, 95% CI 0.40-0.67, \( P < .001 \)). Data retention rates did not differ by recruitment sources at any follow-up assessment (\( P > .05 \), data not shown).

### Costs for Participant Recruitment Advertisements

Excluding costs for personnel, the total cost (US $) of recruitment was approximately $84,083.59, or $31.89 per randomized participant. These costs included $1,995.00 for press releases, $4,054.00 for costs associated with mailed letters (ie, postage, printing, mailing supplies, graphic design), $49,791.49 for Facebook ads, $3,506.00 for Google ads, and $7,644.00 for services provided by SSI. The cost per randomized participant for each recruitment source from highest to lowest was $40.51 for Facebook, $34.71 for Google, $20.30 for traditional sources, and $13.95 for the survey panel.

### Rates of Participant Recruitment

Collapsing across all recruitment sources, we enrolled an average of 146 participants per month for the 18-month recruitment period. Recruitment sources varied in rates of participant recruitment (see Table 3).

### Outcome Data Retention

Outcome data retention rates for all assessment points and modalities can be found in Table 4. Overall, data retention rates were 88.85%, 89.16%, and 88.17% for the 3-, 6-, and 12-month follow-ups, respectively.

Collapsing across follow-up assessments and assessment modality, a total of 6995 follow-up assessments were completed. The majority of surveys (6386/6995, 91.29%) were completed online. Of the surveys completed online, most (4261/6386, 66.91%) were completed within 24 hours of an email, earning the US $10 bonus incentive. An additional 894 (14.04%) of online surveys were completed prior to any phone calls; the remaining 1231 (19.33%) were completed after phone calls that began on day 10 of the follow-up period. Of the surveys not completed online, (160/609, 26.27%) were completed by phone, 289 (47.45%) were completed via mailed paper versions, and 160 (26.27%) by postcard. In other words, paper surveys accounted for 289/6995 (4.13%) of all survey responses and the phone and postcard surveys each accounted for 160 (2.28%).
Table 2. Baseline predictors of 12-month data retention.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Baseline (n)</th>
<th>Not retained (n=327), n (%)</th>
<th>Retained (n=2301), n (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>145</td>
<td>24 (16.55)</td>
<td>121 (83.45)</td>
<td>Reference group</td>
<td>0.18</td>
</tr>
<tr>
<td>24-44</td>
<td>984</td>
<td>121 (12.30)</td>
<td>863 (87.70)</td>
<td>1.41 (0.87-2.27)</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>1312</td>
<td>151 (11.51)</td>
<td>1161 (88.49)</td>
<td>1.52 (0.93-2.39)</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>187</td>
<td>31 (16.58)</td>
<td>156 (83.42)</td>
<td>1.00 (0.55-1.79)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>545</td>
<td>103 (18.90)</td>
<td>442 (81.10)</td>
<td>0.52 (0.40-0.67)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2083</td>
<td>224 (10.75)</td>
<td>1859 (89.25)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Caucasian</td>
<td>1908</td>
<td>255 (13.36)</td>
<td>1653 (86.64)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>278</td>
<td>21 (7.55)</td>
<td>257 (92.45)</td>
<td>1.88 (1.18-3.00)</td>
<td></td>
</tr>
<tr>
<td>Other&lt;sup&gt;b&lt;/sup&gt;</td>
<td>442</td>
<td>51 (11.54)</td>
<td>391 (88.46)</td>
<td>1.18 (0.86-1.62)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Hispanic</td>
<td>222</td>
<td>27 (12.16)</td>
<td>195 (87.84)</td>
<td>1.02 (0.67-1.55)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>2406</td>
<td>300 (12.47)</td>
<td>2106 (87.53)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>≥High school</td>
<td>733</td>
<td>108 (14.73)</td>
<td>625 (85.27)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Some college or junior college</td>
<td>1363</td>
<td>161 (11.81)</td>
<td>1202 (88.19)</td>
<td>1.29 (0.99-1.67)</td>
<td></td>
</tr>
<tr>
<td>≥Bachelor’s degree</td>
<td>532</td>
<td>58 (10.90)</td>
<td>474 (89.10)</td>
<td>1.42 (1.01-1.99)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>2375</td>
<td>286 (12.04)</td>
<td>2089 (87.96)</td>
<td>1.42 (1.00-2.04)</td>
<td></td>
</tr>
<tr>
<td>LGB&lt;sup&gt;c&lt;/sup&gt;</td>
<td>253</td>
<td>41 (16.21)</td>
<td>212 (83.79)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Screened positive for MHC&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1930</td>
<td>251 (13.01)</td>
<td>1679 (86.99)</td>
<td>1.43 (1.05-1.95)</td>
<td></td>
</tr>
<tr>
<td>Did not screen positive</td>
<td>574</td>
<td>54 (9.41)</td>
<td>520 (90.59)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>≤20,000</td>
<td>735</td>
<td>85 (11.56)</td>
<td>650 (88.44)</td>
<td>0.89 (0.69-1.16)</td>
<td></td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>1892</td>
<td>242 (12.79)</td>
<td>1650 (87.21)</td>
<td>Reference group</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Metropolitan or micropolitan</td>
<td>2635</td>
<td>293 (12.39)</td>
<td>2072 (87.61)</td>
<td>0.94 (0.64-1.39)</td>
<td></td>
</tr>
<tr>
<td>Small town or rural</td>
<td>246</td>
<td>32 (13.01)</td>
<td>214 (86.99)</td>
<td>Reference group</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for false discovery rate.

<sup>b</sup>Asian, Native American, Native Hawaiian, more than one race.

<sup>c</sup>LGB: lesbian, gay, or bisexual.

<sup>d</sup>MHC: mental health condition.

Table 3. Rates of recruitment by source.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Recruitment source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional (n=298)</td>
</tr>
<tr>
<td>Duration of use (months)</td>
<td>18 months</td>
</tr>
<tr>
<td>Recruitment rate (persons per month)</td>
<td>16.56</td>
</tr>
</tbody>
</table>
Table 4. Outcome retention rates at 3-, 6-, and 12-month follow-ups by survey modality.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Follow-up assessmenta</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-month, n (%)</td>
</tr>
<tr>
<td>Online</td>
<td></td>
</tr>
<tr>
<td>≤24 hours of an email</td>
<td>1290 (49.09)</td>
</tr>
<tr>
<td>Before any calls</td>
<td>290 (11.0)</td>
</tr>
<tr>
<td>After 1-2 calls</td>
<td>292 (11.04)</td>
</tr>
<tr>
<td>After ≥3 calls</td>
<td>237 (9.02)</td>
</tr>
<tr>
<td>Online total</td>
<td>2109 (80.25)</td>
</tr>
<tr>
<td>Phone</td>
<td></td>
</tr>
<tr>
<td>Within 1-2 calls</td>
<td>34 (1.29)</td>
</tr>
<tr>
<td>After ≥3 calls</td>
<td>28 (1.07)</td>
</tr>
<tr>
<td>Phone total</td>
<td>62 (2.36)</td>
</tr>
<tr>
<td>Paper</td>
<td>111 (4.22)</td>
</tr>
<tr>
<td>Postcard</td>
<td>53 (2.02)</td>
</tr>
<tr>
<td>Total number of surveys completed</td>
<td>2335 (88.85)</td>
</tr>
</tbody>
</table>

aData include all randomized participants except for nine that we were unable to classify into one of the five recruitment strategies.

Discussion

Study Objectives

Despite the growing popularity of remotely conducted eHealth trials and difficulties regarding participant recruitment and data retention, most studies do not provide detailed accounts or implications regarding such methodologies. As a result, researchers are left with little guidance when planning these methods for eHealth trials. We sought to add to the literature by explicating the recruitment and retention methods used in the WebQuit trial and discussing implications for future online eHealth intervention trials.

Recruitment and Implications

By implementing a flexible, multi-modal strategy, we recruited and randomized 2637 geographically and demographically diverse adult smokers across the US into a Web-based smoking cessation trial in 18 months. This strategy enabled us to: (1) reallocate resources to methods that were most effective (eg, discontinuing Google ads when Facebook ads were performing better), (2) choose which advertisements to use by monitoring advertisement performance (eg, comparing response rates to Facebook ads), and (3) implement alternative strategies as needed (eg, using an online survey panel to boost recruitment of racial/ethnic minorities).

Unlike findings from our pilot trial [23], participant characteristics varied across recruitment sources. While some differences were intended (eg, a higher proportion of racial and ethnic minority smokers from the online survey panel), other differences were not expected (eg, a more significant proportion of sexual minority smokers from free internet sources; a greater proportion of Black and African American smokers from Google ads). Other studies (eHealth and otherwise) have also found sources of recruitment to be differentially associated with demographic characteristics [22,34,35,44-46]. However, not all studies found the same differences, which may be attributable to differences in recruitment sources used, target population, type of research, and more granular details of recruitment methods (eg, images and words used in advertisements). The variability in participants’ demographic characteristics by recruitment source has implications worth considering for future trials and suggests that restricting recruitment to a single recruitment source may limit the sample diversity and, therefore, the generalizability of trial findings.

A further examination of the recruitment methods lends useful insights for future eHealth trials. For example, although previous studies, including the WebQuit pilot [23], have successfully recruited participants with Google ads [30,47,48], relative to Facebook ads with the same text, Google ads significantly underperformed in terms of the number of participants recruited into the present study, leading to our decision to stop implementing these ads early on. Others have also reported poorer performance of Google relative to Facebook ads [49]. Interestingly, however, Google ads recruited the highest proportions of smokers with lower education, income, and higher proportions of smokers who identified as Black or African American, even though only minimal targeting parameters were used to display some ads in areas based on smoking prevalence, economic status, and rural areas. This suggests that while non-targeted Facebook ads may recruit more substantial numbers of people in shorter amounts of time, Google ads may be more effective at recruiting specific subgroups of individuals with only minimal targeting. Future studies should compare these methods systematically to determine if unique targeting strategies can be used to make the platforms equally effective regarding the rate of recruitment and participant demographics.
Nearly half of the participants in this study were recruited from Facebook. Participants recruited from Facebook were predominantly Caucasian (1116/1299, 85.91%), and female (1101, 84.76%)—characteristics also found in other studies of Facebook-recruited participants [10,12,50]. However, relative to our other sources, Facebook recruited the lowest proportion of young adults aged 18-24 years (24, 1.85%), the highest proportion of older participants aged 45-64 years (902, 69.43%) those aged greater than 65 years (144, 11.09%), and the largest proportion (155, 11.93%) of participants living in small towns or rural areas. Contrary to previous reports that Facebook (and other social media platforms) tends to recruit younger samples [11,50,51], these findings add further support [10,52] that Facebook can recruit older participants, even without targeting for specific age groups. In the context of smoking cessation research, this suggests that, without targeting younger age groups, Facebook ads may be more effective for recruiting an older demographic of smokers wanting to quit. It may also be that Facebook’s algorithm for optimizing ad performance detected that ads worked best among people aged 45-64, then displayed ads to this group more frequently. These findings also suggest that, even without unique targeting parameters, Facebook may effectively reach some hard-to-reach populations, such as the 19% of the US population living in rural areas [53]. Although not done for this study, research suggests that further targeting and adjusting Facebook ad campaigns may increase the likelihood of reaching the desired population [49,54]. For example, different targeting parameters, advertisement images, and wording may be used strategically to recruit highly-specific subsets of participants [27].

Our original sources of recruitment were not recruiting enough racial/ethnic minority smokers, prompting decisions to use an additional source to recruit minority participants (ie, online survey panel) and program our recruitment website to limit enrollment of non-minority smokers. By implementing this combination of strategies, we met our goal of recruiting at least 25% racial/ethnic minority smokers. A closer look at the other characteristics of participants recruited by the survey panel indicates that they tended to be younger and more likely to have an income higher than US $20,000 relative to participants from other sources. This may be due to the nature of individuals who participate in online survey panels. However, since the only specifications we provided SSI were smokers who identified as a racial/ethnic minority, it is possible that providing additional specifications regarding whom we were seeking to recruit would have produced a different sample.

Most participants in this trial were women. Although some studies have successfully recruited samples comprised entirely of males for eHealth research through targeted advertisement campaigns [27,49,54], it is quite common among eHealth intervention trials to have a greater proportion of women compared to men [3,9,24,25,30,55-58]. This is not surprising as women are more likely to utilize eHealth programs [59]. Future studies, particularly those in which specific demographic variables (eg, gender) are deemed essential, should carefully monitor enrollment of participants with selected demographics to help ensure the desired sample is recruited. Much as we limited enrollment of Caucasian participants in this study, future studies might consider limiting enrollment of participants with certain demographics and creating targeted advertising campaigns to recruit participants meeting specific demographic criteria (eg, males). In making decisions regarding which demographic variables to monitor closely and put enrollment limitations on, we encourage researchers to determine who their target population is because a sample’s representativeness is dependent on the characteristics of the target population. For example, characteristics of a representative sample would be different for each of the following target populations: the US adult population, the population of adult smokers, the population of adult smokers who are interested in quitting, and the population of adult smokers interested in quitting with an eHealth intervention.

Overall, when selecting methods for recruitment, researchers should consider many factors including target population, cost, level of reach, targeting abilities, level of ongoing effort required, possible rate of recruitment, and demographic characteristics likely to be recruited from a particular source. For example, in the current study, although the cost per participant enrolled from traditional and free internet sources was relatively low, these methods had limited reach and targeting ability and relatively slow rates of recruitment. In contrast, advertisements through Facebook and Google had a much broader reach, greater ability to target certain populations, faster rates of recruitment, and required low levels of ongoing effort after an initial learning curve. In summary, we highly recommend not only implementing a multi-modal recruitment plan to increase sample diversity, but also monitoring enrollment of participants with characteristics deemed essential for the research question(s). Such practices will not only help ensure that the desired sample is recruited, but can also help researchers determine when alternative recruitment strategies should be implemented to obtain the desired sample.

Retention Strategy and Implications

Yielding an 88.17% 12-month outcome data retention rate, our sequential, multi-modal participant retention strategy was highly effective at obtaining participant follow-up data. We believe 2 key factors contributed to the high rates of data retention. The first is offering bonus incentives for participants who complete their survey early on. Offering a US $10 bonus to the base incentive resulted in 60.91% (4,261/6,995) of all surveys being completed within 24 hours of receiving 1 of the 3 emails for the Web-based survey. The second is sequentially offering different survey modalities [42], thereby offering multiple opportunities and alternative ways of completing the follow-up surveys. Although very few participants completed the surveys via phone, phone calls appear to have prompted many participants to complete their survey online. Interestingly, of the surveys not completed online, more were completed by mail (the third modality offered) than by phone (the second modality). Future research should empirically examine the possibility of reducing participant- and personnel-related costs associated with these methods (eg, reducing the number of phone calls; sending paper versions of the surveys earlier), and still achieve the high rates of data retention found in this study.
Data retention was not related to recruitment source or participant characteristics measured, with the exception that men were less likely to provide outcome data than women. This gender difference in outcome data retention is consistent with some previous eHealth studies [26,60], though results are mixed [3,57,61]. Reasons for this discrepancy are unclear and are beyond the scope of the present study. Despite this difference, 81.10% of men were retained in the present study at 12-months, which is still quite high for remotely conducted eHealth intervention trials. Future research is needed to understand under what conditions men might be less likely to complete follow-up assessments in eHealth intervention trials and to empirically test strategies to improve their retention rates under those conditions.

Limitations
The key limitation of these findings is that the study was not designed to compare the effectiveness or cost-effectiveness of the recruitment or retention strategies. Thus, the findings here are meant to describe the methods we used to recruit and retain adult smokers in the WebQuit trial [29], as well as discuss possible methodological implications for future studies. The field would greatly benefit from empirical research designed to test the efficacy and necessity of different recruitment and retention strategies for remotely conducted eHealth trials as well as from more detailed reports regarding recruitment and retention methods to provide generalizable knowledge. Second, online recruitment methods are rapidly evolving. Thus, it is essential to keep in mind that recruitment for this study occurred from 2014-2015. Higher demand for and advancements in technology-based advertising campaigns may limit the generalizability of these findings in the market today. Differences in recruitment data from the WebQuit pilot study conducted in 2010 [23,30] as compared to the present study help emphasize this point. For example, in contrast to the present study, Google ads outperformed Facebook ads in our pilot study. This change may, in part, be due to updates in Facebook advertising options and their proprietary targeting algorithm between the two studies, which have been updated in many ways since this study was completed and can change without notice. Relatedly, our findings regarding Facebook recruitment may not generalize to future trials as user demographics and use trends evolve. Third, because we recruited adult smokers ready to quit smoking, the findings presented here may not generalize to other eHealth trials seeking to recruit other populations. Fourth, although we were able to validate participants recruited from the online panel, all other reports of recruitment source were self-reported, which is subject to recall bias. Finally, as discussed above, despite being diverse in many other ways, our sample was predominately female, which is consistent with a pattern in eHealth trials overall. While our sample may be representative of the population of smokers interested in quitting with an eHealth intervention, it may not be representative of the entire population of smokers.

Conclusions
Continuous monitoring and refinement of multiple recruitment methods, particularly of online advertising campaigns, was key to our success in recruiting a large, diverse sample of smokers from across the US. Relatedly, offering multiple follow-up survey modalities in sequential order along with time-dependent bonus incentives enabled us to retain most enrolled participants for the duration of the 12-month protocol. Our findings suggest that recruitment sources are associated with demographic differences among participants, but not with differential rates of outcome data retention. Based on the overall success of our participant recruitment and data retention efforts, our experience may serve as an example to others interested in conducting randomized, online clinical intervention trials.

Acknowledgments
We would like to thank the study participants, the invaluable involvement of our study staff at the Fred Hutchinson Cancer Research Center, and the staff at the Kaiser Permanente Washington Health Research Institute for their assistance in recruiting participants. We also thank the National Cancer Institute (R01CA166646 to JBB; R01CA192849 to JBB) and the National Institute on Drug Abuse (R01DA038411 to JBB). NLW’s work on the project was supported by a grant from NIDA (F32 DA041100-02). We would also like to thank the Dana-Farber/Harvard Cancer Center for the use of the Health Communication Core, which provided design services for the trial recruitment website. Dana-Farber/Harvard Cancer Center is supported in part by an NCI Cancer Center Support Grant (# NIH 5 P30 CA06516). Funders had no role in the trial conduct or interpretation of results.

Conflicts of Interest
In July 2016, JBB was a consultant to Glaxo Smith Kline, the makers of a nicotine replacement therapy. He now serves on the Scientific Advisory Board of Chrono Therapeutics, the makers of a nicotine replacement therapy device. JLH has received research support from Pfizer, the makers of a smoking cessation medication. Other authors have no declarations.

References


52. Cowie JM, Gurney ME. The Use of Facebook Advertising to Recruit Healthy Elderly People for a Clinical Trial: Baseline Metrics. JMIR Res Protoc 2018 Jan 24;7(1):e20 [FREE Full text] [doi: 10.2196/resprot.7918] [Medline: 29367186]


Abbreviations
DF/HCC: Dana-Farber/Harvard Cancer Center Health Communication Core
LGB: lesbian, gay, or bisexual
MHC: mental health condition
RUCA: Rural-Urban Commuting Area
SSI: Survey Sampling International

Edited by G Eysenbach; submitted 08.03.18; peer-reviewed by C Short, N Chavannes; comments to author 29.03.18; revised version received 25.07.18; accepted 01.08.18; published 24.08.18.

Please cite as:
Watson NL, Mull KE, Heffner JL, McClure JB, Bricker JB
Participant Recruitment and Retention in Remote Health Intervention Trials: Methods and Lessons Learned From a Large Randomized Controlled Trial of Two Web-Based Smoking Interventions
J Med Internet Res 2018;20(8):e10351
URL: http://www.jmir.org/2018/8/e10351/
doi:10.2196/10351
PMID:30143479

http://www.jmir.org/2018/8/e10351/
The Influence of Technology Delivery Mode on Intervention Outcomes: Analysis of a Theory-Based Sexual Health Program

Nicole Levitz1*, MPH; Erica Wood1*, MPH; Leslie Kantor1,2*, MPH, PhD

1Planned Parenthood Federation of America, New York, NY, United States
2Rutgers School of Public Health, Rutgers University, Newark, NJ, United States
*all authors contributed equally

Abstract

Background: There are few studies on the role of technology delivery mode on health intervention outcomes. Furthermore, the opportunity to examine potential mode effects on a program that is theory-based and integrates principles of communication and decision-making science to influence sexual and reproductive health outcomes is a new contribution to the literature.

Objective: Planned Parenthood Federation of America’s national Chat/Text program can be accessed via short message service (SMS; more commonly referred to as text messaging), Web-based desktop chatting, and mobile phone chatting. The program has been in existence since 2010 and has conducted over 1,000,000 conversations. In this study, we examined whether the mode used to access the program (SMS text, desktop chat, or mobile phone chat) affected program users’ intention to act on the action plan established in their conversation.

Methods: Data were examined for a 6-month period from January 2016 to June 2016. The data were collected as a part of the monitoring and evaluation of an ongoing program. We limited our sample to the program’s priority audience of 15-24 years residing within the United States, which resulted in a sample of 64,939 conversations. Available data items for analysis included user demographics, delivery mode, topic discussed, helpfulness rating (on a 4-point scale), user confidence in following through on the intentions made during the conversation (on a 4-point scale), and educator confidence in whether the user would follow through on the stated intention. Linear and multinomial robust regression analyses were conducted to examine the relationships between conversation delivery mode and confidence.

Results: No significant relationships between users’ confidence to carry out their intentions and gender or race were found. None of the 3 modalities (SMS text, desktop chat, or mobile phone chat) were significantly associated with user confidence. All the 3 modalities had significant associations with educator confidence and showed similar effect sizes to those of user confidence. Educator confidence was significantly associated with all the topics discussed.

Conclusions: The Planned Parenthood Chat/Text program was designed as a tool to improve access to sexual and reproductive health care among young people. The mode of intervention delivery was not associated with users’ confidence in their ability to carry out their stated intention, suggesting that all modes are legitimate for delivering this intervention. Furthermore, each mode worked across gender and race or ethnicity, indicating that this is a modality that can work across groups.

(J Med Internet Res 2018;20(8):e10398) doi:10.2196/10398
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Introduction

The nearly ubiquitous use of the internet among adolescents and young adults in the United States has created a potential platform for health programs to reach these populations. Over 75% of teenagers have a smartphone, and an estimated 93% of teenagers in the United States are users of the internet [1]. Many of these adolescents and young adults use Web and mobile phone technology to find health-related information. Northwestern University found that 84% of teenagers searched health information on the Web [2] and that 34% of these individuals reported a change in health behavior because of Web-based health information [3]. However, many digitally-based health programs to date lack a theoretical structure despite evidence that greater effect sizes are observed on intended populations from interventions with a theoretical underpinning as compared with those without one [3-6]. Including behavioral theory within program design helps to address the complex psychological processes that underlie the execution of behavior and is important for the creation of health programs that contribute to sustainable behavioral change. One theory, in particular, that has been underutilized in Web- and mobile phone-based program design is the unified theory of behavior (UTB) [7,8].

The UTB provides a valuable framework for conceptualizing the complex pathway that underlies behavior. This theory emphasizes the determinative role that intention plays in the execution of behavior and draws on several interconnected constructs that affect the formation of intention and that mediate the relationship between intention and behavior [9]. The key constructs that influence the formation of intention are (1) the perceived advantages and disadvantages of performing the behavior, (2) social norms surrounding the behavior, (3) social image repercussions (ie, does this behavior align with the view people hold of themselves?), (4) emotions and affect toward the behavior, and (5) self-efficacy. However, a set intention does not always translate into behavior. Rather, it is mediated by the (1) knowledge and skills needed to carry out the behavior, (2) environmental constraints or facilitators, (3) salience of the behavior, and (4) automatic and habitual psychological processes [7-9]. Altogether, these variables interact to facilitate or hinder one’s ability to transform intention into behavior.

Planned Parenthood Federation of America’s national Chat/Text Program (the program) incorporates behavioral science by honing in on several of the key UTB constructs that contribute to the formation of intention and by using communication theory to structure conversations to encourage healthy sexual and reproductive health behaviors. Elements of the communication theory included in the program focus on establishing trustworthiness, expertise, and accessibility by the health educators; these elements have a long history in the communication literature and have been found to influence attitude change [10]. Trustworthiness is established through a name exchange; a statement showing expertise is shared immediately following the name exchange, and accessibility is demonstrated by sharing local health center information and proactively inviting users to come back whenever they want.

The program is staffed by trained health educators who freely tailor scripted message library health information to individual user’s needs. The scripted message library is a tool for educators to rely on to ensure the accuracy and consistency of health information shared. Educators are trained on health content and how to apply communication and behavioral science, initially with a robust, in-person 40-hour training and then quarterly booster trainings thereafter or more frequently if the quality assurance process identifies a gap or need.

Program conversations are structured to begin with the health educator establishing trustworthiness, expertise, and accessibility with the user and then working with the user to explicitly identify their health concerns and goals. These concerns and goals are then incorporated into the construction of a personalized action plan to address their specific sexual and/or reproductive health concerns. Within each conversation, health educators typically address several UTB constructs, including (1) beliefs surrounding the health behavior in discussion, (2) emotions related to this behavior, (3) self-image, and (4) self-efficacy. In addition, the program incorporates measures that capture users’ intentions to act on action plans discussed in conversations. At the end, health educators have the option to ask users to state their intended action plan for addressing their specific health concerns and how confident they are in executing this plan. Once the intention is affirmed by the user, the program helps the user to make a plan that will help ensure that intentions are translated into behavior by working with the user through habits and environmental constraints while addressing knowledge and obstacles. Obstacles that are frequently reported by users are transportation or cost, and health educators can typically assist users with addressing these concerns. Knowledge and skills are generally addressed with how to execute the intention, such as how to take birth control pills at the same time each day. Using the UTB as a framework, confidence in the intention to act on the personalized plan is used as a proxy for behavior because intention is theorized to be its strongest predictor [7-9].

Each month, the program conducts approximately 20,000 conversations with users, most of whom find the program using search and come through the organization’s website. The average user identifies as an 18-year-old female, and about half of the users identify as people of color. Each conversation takes an average of 15 min (mean, median, and mode), and there is no time constraint placed on the conversations. Quality assurance is conducted on an on-going basis to assure that educators follow the behavioral science-informed protocol consistently. A team of 5 experienced educators score 3% of all conversations each month on a 19-point metric that includes all key elements of the protocol.

There has been little focus on the impact of the mode of a digitally-based health intervention (eg, text messaging vs Web-based design) on health programs’ intended outcomes. Because the program can be accessed via text messaging or short message service (SMS), Web-based desktop chatting, or mobile phone chatting, we sought to examine how a user’s choice of mode for accessing the program affected their intention to act on the action plan established in their conversation. In this study, we examined the effects of mode of delivery on both
the user’s and the health educator’s confidence in executing the user-determined intention set during the course of the conversation. Asking more probing questions to hit on all 5 intention factors may lead to improved outcomes. Adherence to theory within the intervention via content analysis and reviewing differences in effects may clarify how theory can translate into the digital sphere and how it can translate back into outcomes. In addition to examining intentions, we looked at the effects that confidence had on moderating the relationship between mode of delivery and perceived helpfulness by the user.

Methods

Data Collection

Data were collected over a 6-month period from January 2016 to June 2016 as part of the monitoring and evaluation of the ongoing program. Three surveys were the main sources of data for this study. Pre- and postconversation surveys were filled out by the users and a postsurvey was filled out by the health educators. The presurveys gathered users’ demographic information and were required for all Web-based users but were optional for text users. The user postsurvey is optional and asks the user to evaluate how helpful the program was. The educator postsurveys included measures for educators to capture the level of confidence the user expressed in executing the discussed action plan when users were asked about it explicitly during the course of the conversation. If users did not share a response about confidence, their data were excluded. Educators also had to indicate how confident they were in the user’s ability to act on their plan. In addition, health educators were required to indicate the sexual and reproductive health topics discussed throughout the course of each chat in the postsurvey. As the data were deidentified and did not contain personal health information, this study did not undergo review by an institutional review board.

Measures

Demographic information was obtained from the user prechat surveys. However, demographic data collection varied according to the mode of delivery. Desktop and mobile phone users were required to complete these prechat fields before speaking to a health educator, whereas SMS (text) users were asked for this information but it was not compulsory to provide it before using the service.

Educators recorded the topics discussed during the conversation in their postsurveys. Topics included birth control, emergency contraception, sexually transmitted infection (STI) testing, pregnancy testing, abortion, and other. All topics except for other were categorized as dichotomous (yes discussed and no not discussed). The other selection was collected via a qualitative open field, but the specific entries were not analyzed in this study.

Confidence in the intention to follow through with personalized action plans was measured during and after the conversation by both the user and the educator, respectively. A 4-point Likert scale ranging from not at all confident to very confident was sent to users by the health educator before the conclusion of the conversation. Users directly indicated to the educator their level of confidence, and the educator then reported their response in their postsurvey. This measure was not used in the final model because of missing data. The educator’s confidence scale that measured perceived confidence in the user’s intention of acting on the plan discussed was the same 4-point Likert scale. These confidence scales were reverse coded so that higher scores reflected greater confidence (ie, not at all confident had a value of 0 and very confident had a value of 3). There were also options included for the health educators to indicate if no next steps [were] discussed and if the message was not sent but were not excluded from these analyses. The measures of intention were designed for this study.

Analysis

The sample was limited to the program’s target audience of 15-to 24-year-olds residing in the United States and excluded users identifying as genders other than male or female, as they made up less than 0.50% (328/65,627) of users. The sample consisted of 64,939 conversations between January and June 2016.

Descriptive statistics, bivariate analyses, and linear regression models were all conducted using IBM SPSS (SPSS Inc, Chicago, IL) Version 21. Correlations were run between demographic variables, topic discussed, user confidence, educator confidence, mode of delivery, and helpfulness. The linear models regressed topics discussed and delivery modes used onto confidence and were created for both user confidence in the execution of their behavioral intention set during the course of conversation and educator confidence in the user executing this behavioral intention. Linear models were adjusted for user age, gender, and race or ethnicity.

Figure 1. Mediation model examining the path from modality to helpfulness. Note that 0.989 is the disturbance term for educator-rated intention, and 0.919 is the disturbance term for helpfulness.
MPlus (Muthén & Muthén, Los Angeles, CA) Version 7.11 was used to conduct the multinomial robust regression analyses. We wanted to see if the topic of conversation moderated the level of confidence an individual user felt by delivery mode (see Figure 1 for path model). This modeling also provided the ability to connect helpfulness and examine its interplay with confidence as a consecutive sequence. First, the user chooses a mode of delivery, and then, they have a conversation about a given topic, establish an action plan, and identify a certain level of confidence in that plan and the degree of helpfulness overall.

Results

Sample
Table 1 displays details about the demographic composition of the sample. Demographic data are sorted by modality to further explicate the factors that contribute to setting a behavioral intention in the course of a conversation. The 3 modes of delivery to use the program are SMS text message, desktop Web-based chat, and mobile phone Web-based chat.

Bivariate Analysis
Correlations were run between demographic variables, topic discussed, user confidence, educator confidence, mode of delivery, and helpfulness. Most of the observed relationships were close to zero and only a few were significant. Significant relationships were observed between user confidence and educator confidence \((r=.82, P<.001)\) and between user confidence and helpfulness \((r=.39, P<.001)\). Users who identified as female constituted the vast majority of the user base during this period; however, there were no significant gender differences by mode of delivery. Users who identified as Hispanic or Latino were 1.8 times more likely to access the program via mobile phone messaging as compared with users who identified as white. Similarly, users who identified as black were 1.6 times more likely to access the program via mobile phone than whites. Users who identified as Asian were 1.8 times more likely to be desktop users as compared with whites. Users who identified as American Indian or Alaska Native or as other race or ethnicity category were over 5 times more likely to be text users as compared with users who identified as whites. No other significant demographic distinctions by mode of delivery were observed.

Observed correlations between age groups and topics discussed were close to zero and nonsignificant. There were no significant differences in the observed relationships for each of the 5 main sexual health topics the health educators discuss (ie, birth control, pregnancy testing, abortion, STI testing, and emergency contraception) by age, gender, and race or ethnicity and user confidence, educator confidence, mode of delivery, and helpfulness. These correlations were also all close to zero.

Linear Regressions
No significant relationships between user confidence and gender or race were found (see Table 2 below). However, there were statistically significant differences in educator confidence by both user race and gender. Educators had minimally higher confidence in users who identified as Hispanic \((\text{beta}=.043, P=.002)\) and multiracial \((\text{beta}=.065, P=.003)\) as compared with whites.

Age did have a small but significant effect on both user and educator confidence. The older the user, the higher the confidence in executing the intention from both the user’s \((\text{beta}=.28, P<.001)\) and educator’s perspective \((\text{beta}=.27, P<.001)\).

Table 1. Background data for respondents by modality.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Number of users by modality, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile phone Web-based chat (n=34,136)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30,841 (90.35)</td>
</tr>
<tr>
<td>Male</td>
<td>3295 (9.65)</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>15,621 (47.37)</td>
</tr>
<tr>
<td>African American or black</td>
<td>4670 (14.16)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>8291 (25.14)</td>
</tr>
<tr>
<td>Asian</td>
<td>1546 (4.69)</td>
</tr>
<tr>
<td>Hawaiian Islander</td>
<td>188 (0.57)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>174 (0.53)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>2487 (7.54)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
</tr>
<tr>
<td>15 to 19</td>
<td>22,479 (65.85)</td>
</tr>
<tr>
<td>20 to 24</td>
<td>11,657 (34.15)</td>
</tr>
</tbody>
</table>
Table 2. Multivariate regression models predicting user and educator confidence.

<table>
<thead>
<tr>
<th>Mode of interventiona</th>
<th>User Beta</th>
<th>Standard error</th>
<th>Margins of error</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile phone chat (compared with text)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>−.210</td>
<td>0.130</td>
<td>±0.25</td>
<td>.11 (NSb)</td>
</tr>
<tr>
<td>Educator</td>
<td>−.226</td>
<td>0.065</td>
<td>±0.13</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Text (compared with desktop)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>.255</td>
<td>0.130</td>
<td>±0.25</td>
<td>.05 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>.159</td>
<td>0.065</td>
<td>±0.13</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Desktop chat (compared with mobile phone)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>.045</td>
<td>0.028</td>
<td>±0.05</td>
<td>.10 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>.067</td>
<td>0.011</td>
<td>±0.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Abortion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>.070</td>
<td>0.042</td>
<td>±0.08</td>
<td>.10 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>.212</td>
<td>0.018</td>
<td>±0.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Birth control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>.171</td>
<td>0.031</td>
<td>±0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Educator</td>
<td>.171</td>
<td>0.012</td>
<td>±0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Emergency contraception</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>−.016</td>
<td>0.032</td>
<td>±0.06</td>
<td>.67 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>.036</td>
<td>0.014</td>
<td>±0.03</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Pregnancy testing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>−.026</td>
<td>0.027</td>
<td>±0.05</td>
<td>.34 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>.058</td>
<td>0.012</td>
<td>±0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>STIc testing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>.070</td>
<td>0.029</td>
<td>±0.06</td>
<td>.02</td>
</tr>
<tr>
<td>Educator</td>
<td>.171</td>
<td>0.014</td>
<td>±0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>−.024</td>
<td>0.054</td>
<td>±0.11</td>
<td>.66 (NS)</td>
</tr>
<tr>
<td>Educator</td>
<td>−.103</td>
<td>0.021</td>
<td>±0.04</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aModels above control for age, race or ethnicity, and gender.
bNS: not significant.
cSTI: sexually transmitted infection.

About half of the users selected to access the program via mobile phone chat and the other half by desktop. Only 0.70% (475/64,939) of users accessed the program via SMS. All 3 modes were not significantly associated with user confidence. Desktop chat had a nonsignificant negative effect on confidence compared with mobile phone (beta=−.210, P=.11), and mobile phone chat was marginally significant with a positive effect (beta=−.255, P=.05). All 3 modes of delivery had significant associations with educator confidence and showed similar effect sizes as user confidence. All effects were very small changes on the 4-point Likert scale.

Across all 3 modes, helpfulness gives a sense of overall program satisfaction, 52.44% (4914/9371) strongly agreed and 31.35% (2938/9371) agreed the conversation was helpful. In addition, 7.50% (703/9371) disagreed it was helpful and 8.70% (815/9371) strongly disagreed it was helpful. User confidence in executing the action plan they came up with as part of the conversation was generally high. Overall, 63.99% (1964/3069) of users were very confident, 23.17% (711/3069) were somewhat confident, 12.09% (371/3069) were little confident, and 0.75% (23/3069) were not at all confident. Educators’ confidence in user execution of their action plan was lower than that of the users’ own evaluation of confidence. Among educators, 18.02% (3943/21,877) were very confident, 45.7% (10,005/21,877) were somewhat confident, 30.51% (6674/21,877) were a little confident, and 5.74% (1255/21,877) were not at all confident. Only 33.69% (21,877/64,939) of conversations got to the end of the protocol so that educators could evaluate confidence.
Birth control and STI testing were the only topics that significantly affected user confidence. Educator confidence was significantly associated with all of the topics discussed. However, none of these associations were very strong. Users were less confident about next steps after emergency contraception and pregnancy testing conversations, but this relationship was not observed among the educators’ responses. Both users and educators had reduced confidence in conversations that discussed topics outside the program scope (i.e., other topics).

**Mediation Model**

To take these analyses one step further, we explored a model that regressed mode of delivery onto confidence and confidence onto helpfulness. The addition of helpfulness was to help further assess intention as a proxy of behavior to see whether the theory-based protocol supported users in achieving their immediate goals with the program. As we found with the regressions, there was a great deal of missing data on user intention. We first tried the model using user intention, but there were insufficient data to complete the covariance matrix, and hence, we moved to relying on the educator-reported intention. The covariance matrix needs to be at 0.5 or above to invoke full information maximum likelihood, and user confidence was below this threshold at 0.05. We found the user and educator intention measures to be correlated 0.95 and as such felt comfortable with the use of this proxy. Unfortunately, there was a similar problem with the helpfulness measure and missing data, but there was no logical proxy for helpfulness, so we ran the model with it (see Figure 1 for the final model).

We found a just identified model in which the number of free parameters exactly equals the number of known values (i.e., a model with 0 degrees of freedom). As such, no assessment of model fit is possible. In addition, the joint significance test failed for mobile phone and desktop, so we could not move forward with the interpretation of these paths. Text use did pass the joint significance test. The total effect size was 0.857, but these results must be interpreted with a high level of caution given the missing data.

**Discussion**

**Principal Findings**

The vast use of the internet and mobile devices has allowed for the creation of health interventions and programs designed to increase health-promoting behaviors among the most vulnerable populations in need of health care access, such as youth of color living in economically disadvantaged areas [3,11]. This program was designed as a tool to improve access to sexual and reproductive health care among young people, and we were eager to see if it could be used as a tool to promote health equity. The equality effects indistinguishable by identity seen among the observed relationships between confidence and across racial and ethnic groups indicate that it can be used as a tool to promote health equity. Previous research conducted by the Pew Research Center found differences in the use of internet and mobile technology by race and ethnicity [1]. African-Americans and Latinos are more likely to rely on their mobile phones for internet access as compared with whites [1]. These differences are further supported by a process evaluation of this program conducted by Giorgio et al, who found that there are significant demographic differences between those using mobile phone chat and SMS versus desktop chat to access the program [12]. Although we did not see significant differences here in the demographics accessing the program by mode, it is important to consistently monitor and assure that this program is equally accessible to help assure greater access to the populations that need it most.

The lack of effects from these analyses tells an important story. Most of the observed relationships between mode of delivery and intention were close to zero. The strongest observed relationships were between user and educator confidence in following through on intentions and how helpful the user perceived the program to be. This association indicates that intention setting can help meet users’ needs. Small, negative correlations were observed among user confidence and the following 3 topics: birth control, STI testing, and pregnancy testing. However, these correlations fall out with more rigorous analysis. In addition, race and gender do not appear to play a significant role in how intention setting works for users.

In general, the older the user, the higher their confidence in executing intention. However, the program leads to essentially the same confidence in intention to follow through on their action plan no matter the user’s gender or race or ethnicity. This equality observed by race or ethnicity and gender in user confidence and the minimal effects of these variables on educator confidence indicate that program protocol resonates with users and helps them set an intention they believe they can execute across gender and race or ethnicity. The program was designed for young people aged 15 to 24 years of all identities.

Mode of delivery led to minimal changes on the 4-point Likert scale, indicating that mode does not significantly affect user confidence. Although there were small associations with Hispanic users using text more and Asian users using desktop chat more, mode did not appear to play a role in how the intervention was received. No matter which mode a user came through, they were just as likely to set an action plan that they intended to execute. This finding adds to a limited literature and is important in a world where there is increasing interest in developing digital interventions. This investigation suggests that program developers need to focus on the underlying theoretical approach of interventions and not simply on the mode of delivery when creating interventions.

**Limitations**

Use of existing program data comes with limitations. We would have liked to examine confidence with more nuance and consistency, but the measures are preset. Although the 4-point metric is considered sufficient for quality assurance, the models here may require scales with more points to illuminate other differences. Furthermore, users often exit the program before making their way through the entire program protocol. Only approximately 60% of users make it all the way. Thus, many users have not had the opportunity to set an intention, build an action plan, and discuss obstacles and are therefore
never asked about their confidence after the conversation has ended. In addition, as the educator sees the user’s response to the confidence question before entering their own, it is inherently biasing their response.

In addition, there were several technological limitations that affected the data collection process. The SMS platform used did not require that SMS users complete survey questions before or after entering a conversation, leaving us with even more missing data for this mode than the other modes. The postchat survey for desktop and mobile phone users was also not mandatory, and users had to opt in for completion, leaving us with another significant source of missing data. We were also limited to the existing cross-sectional data and could not follow-up with users to check if they executed their intended health behaviors. More robust analyses are required using a more complete dataset to further examine the relationships between these variables.

Generalizability of these findings is limited to only the program itself. Mode of delivery and topic may play a different role in other digital health programs using different protocols, theory-based or not.
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Abstract

Background: There is strong evidence for the effectiveness of addressing tobacco use in health care settings. However, few smokers receive cessation advice when visiting a hospital. Implementing smoking cessation technology in outpatient waiting rooms could be an effective strategy for change, with the potential to expose almost all patients visiting a health care provider without preluding physician action needed.

Objective: The objective of this study was to develop an intervention for smoking cessation that would make use of the time patients spend in a waiting room by passively exposing them to a face-aging, public morphing, tablet-based app, to pilot the intervention in a waiting room of an HIV outpatient clinic, and to measure the perceptions of this intervention among smoking and nonsmoking HIV patients.

Methods: We developed a kiosk version of our 3-dimensional face-aging app Smokerface, which shows the user how their face would look with or without cigarette smoking 1 to 15 years in the future. We placed a tablet with the app running on a table in the middle of the waiting room of our HIV outpatient clinic, connected to a large monitor attached to the opposite wall. A researcher noted all the patients who were using the waiting room. If a patient did not initiate app use within 30 seconds of waiting time, the researcher encouraged him or her to do so. Those using the app were asked to complete a questionnaire.

Results: During a 19-day period, 464 patients visited the waiting room, of whom 187 (40.3%) tried the app and 179 (38.6%) completed the questionnaire. Of those who completed the questionnaire, 139 of 176 (79.0%) were men and 84 of 179 (46.9%) were smokers. Of the smokers, 55 of 81 (68%) said the intervention motivated them to quit (men: 45, 68%; women: 10, 67%);
41 (51%) said that it motivated them to discuss quitting with their doctor (men: 32, 49%; women: 9, 60%); and 72 (91%) perceived the intervention as fun (men: 57, 90%; women: 15, 94%). Of the nonsmokers, 92 (98%) said that it motivated them never to take up smoking (men: 72, 99%; women: 20, 95%). Among all patients, 102 (22.0%) watched another patient try the app without trying it themselves; thus, a total of 289 (62.3%) of the 464 patients were exposed to the intervention (average waiting time 21 minutes).

Conclusions: A face-aging app implemented in a waiting room provides a novel opportunity to motivate patients visiting a health care provider to quit smoking, to address quitting at their subsequent appointment and thereby encourage physician-delivered smoking cessation, or not to take up smoking.

(J Med Internet Res 2018;20(8):e10976) doi:10.2196/10976
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Introduction

There is strong evidence for the effectiveness of addressing tobacco use in health care settings [1-11]. However, few smokers receive cessation advice when visiting a hospital [12,13] which is caused by many different reasons [14] and is therefore difficult to change.

Face-aging interventions, in which a photograph of the user is altered to predict the user’s future appearance, have been shown to motivate healthier behavioral choices in adiposity prevention, skin cancer prevention, and smoking cessation settings [15-35]. These preliminary results can be explained by the high importance of appearance for a person’s self-concept, particularly during adolescence [36].

However, to the best of our knowledge, the only completed prospective randomized trial to investigate the effectiveness of a face-aging intervention on actual behavior (smoking) was that of Burford et al [37]. Burford and her team recruited 160 participants (80 allocated to the control group and 80 to the intervention group) from 8 metropolitan community pharmacies located around Perth city center in Western Australia. All the participants received standardized smoking cessation advice, but those in the intervention group were also digitally photoaged by the internet-based APRIL Face Aging software to show images of what they might eventually look like as a lifelong smoker and as a nonsmoker. At the 6-month follow-up, 5 (6%) of the 80 control group participants suggested they had quit smoking, although this was confirmed by carbon monoxide validation in only 1 of them. In contrast, 22 (27%) of the 80 intervention group participants reported quitting, with 11 confirmed by carbon monoxide testing, a statistically significant difference in confirmed quitting ($\chi^2=9.0; P=.003$; test power=80%). However, the study had several limitations: the photographs now appear technologically outdated, they were taken in an over-the-counter setting that always required the time of another person, they were not available for free, and the approach did nothing to address the poor initiation of smoking cessation by doctors as recommended by guidelines [38].

We have developed a 3-dimensional face-aging, tablet-based app, Smokerface, that alters a self-taken image of the user’s face to simulate what the user would look like in 1 to 15 years’ time as either a smoker or a nonsmoker [39]. In this study, we hypothesized that hospital waiting rooms provide an effective setting for encouraging smoking cessation via the app because this would allow most patients visiting a health care provider to be passively exposed without the need for preluding action by health care personnel. To the best of our knowledge, no previous interventions in the field have implemented new technology for behavioral change in waiting rooms. We chose an HIV outpatient clinic for piloting our intervention, because HIV-positive patients are approximately twice as likely to smoke as the general population [40-45], ensuring that a comparably high number of the sample exposed to the intervention would be current smokers.

Therefore, the aim of this study was to develop an intervention that would make use of the waiting time of patients for smoking cessation by exposing them to the face-aging app and to measure the perceptions of smokers and nonsmokers after using the app.

Methods

Ethical Considerations

We planned this study at the University Hospital of Essen in Germany in early 2017 and implemented it in October 2017. All the participants were adults, and participation in the intervention and questionnaire survey was voluntary. The questionnaire was anonymous, and no personal data were stored. All images were instantly deleted automatically by the kiosk version of the app. We considered oral consent to be sufficient for participation in the survey. Before participants could use the app, they were informed about the screen-mirroring procedure by an information board placed adjacent to the tablet. The ethics committee of the Essen University Hospital, Essen, Germany, approved the study.

Experimental Setup

We developed a kiosk version of the Smokerface app (Figure 1). We placed an Apple iPad (iOS) tablet (Apple Inc, Cupertino, CA, USA) on which this version of the app was running on a table in the middle of the waiting room of our HIV outpatient clinic and connected it to a large monitor attached to the opposite wall, which mirrored the screen of the iPad (Figure 2). An explanatory note was displayed on a board next to the tablet.

http://www.jmir.org/2018/8/e10976/
**Figure 1.** Start screen of the kiosk version of our face-aging app Smokerface, running on an Apple iPad (iOS).

The tablet screen displayed the instruction “Tap ‘Start’ to see how smoking affects your face!” (written in German) and was in guided access mode to ensure that patients could not quit the app. The app then displayed images of the patient’s face simulating their appearance after 1 to 15 years of not smoking (Figure 3) or smoking (Figure 4).

**Figure 2.** Setup of the smoking cessation face-aging intervention in the waiting room of our HIV outpatient clinic. After the home screen, users were instructed to “Tap ‘Start’ to see how smoking affects your face!” The original setup was in German.

**Procedure**

A researcher counted all the patients who visited the waiting room, noted their sex, and timed their total time spent in the waiting room. If a patient did not try the app within 30 seconds of starting their wait, the researcher encouraged the patient to use the app, following a standardized protocol. Patients who
used the app were then asked whether they were smokers or nonsmokers and were asked to complete, voluntarily, the appropriate one of 2 paper-and-pencil questionnaires. Both smoking status–specific questionnaires captured the age and sex of the participant, as well as the participant’s perceptions of using the app, on 4-point Likert scales (from “absolutely true” to “absolutely false”). In addition, the participant was asked about the number of other patients in the room during the use of the app, the reactions of the other patients, and how the participant perceived those reactions (on 4-point Likert scales).

**Figure 3.** Example image of the user simulating how she might look after 9 years of aging without smoking. The screenshot was taken directly from the iPad.

**Figure 4.** Example image of the user simulating how she might look after 9 years of aging with smoking a pack of cigarettes a day. The screenshot was taken directly from the iPad.
The smokers’ questionnaire additionally included 2 standard Fagerström items to calculate the Heaviness of Smoking Index (HSI), a validated measure of smoking dependence that has also been shown to predict quit success [46]: “How many cigarettes do you smoke per day?” and “When do you smoke the first cigarette after waking up?” Prior to the study, we tested the questionnaires in a small subsample of 32 patients to ensure that the questions were understandable and to measure the time needed to complete them (approximately 4 minutes).

Data Analysis
We performed descriptive analysis of data with IBM SPSS Statistics version 25 (IBM Corporation). We undertook no tests for significance due to the explorative nature of the study.

Results
Sample Characteristics
The sample consisted of 464 patients (male: 355/464, 78.7%), of whom 179 filled out a questionnaire (male: 79.0%; median age 42 years; range 23-76 years). Of the 179 patients who completed the questionnaire, 84 (46.9%) smoked; of the smokers, 66/82 (80.5%) were men and 16/82 (19.5%) were women (2 smokers did not indicate their sex).

Among the 84 smokers, 25/83 (30%) had a low HSI, 43/83 (52%) had a medium HSI, and 15/83 (18%) had a high HSI. One participant did not answer both Fagerström items; therefore, we could not calculate the HSI for that person.

Participation
The intervention was implemented in our waiting room for 19 days, and Figure 5 illustrated study participation. The average waiting time for all patients was 21 minutes.

Perceptions About the Intervention
Among the 84 smokers, 55 of 81 (68%) reported that the intervention motivated them to quit (men: 45, 68%; women: 10, 67%, with 3 smokers not answering this question), 41 (51%) reported that it motivated them to discuss quitting with their doctor (men: 32, 49%; women: 9, 60%), and 72 (91%) perceived the intervention as fun (men: 57, 90%; women: 15, 94%). Of the nonsmokers, 92 of 94 (98%) reported that it motivated them to never take up smoking (men: 72, 99%; women: 20, 95%).

Other Patients in the Waiting Room
The numbers of other patients in the waiting room at the time a participant tried the app were as follows: no other patients, 30 (17%) cases; 1 to 3 other patients, 86 (49%) cases; 4 to 6 other patients, 56 (32%) cases; 7 to 10 other patients, 3 (2%) cases; 11 or more patients, 1 (0.6%) case.

Table 1 summarizes the participants’ descriptions of the reactions of the other patients in the waiting room (in answer to the question “How did the other people in the room react to your public selfie?”). In a considerable proportion of cases (48/132, 36.4%), 1 or more of the other patients reacted by trying the app themselves.

Figure 5. Levels of participation, sex, and smoking status of the waiting room visitors.
Table 1. Reactions of other patients in the waiting room when a participant tried the app (only the cases where there was at least one other patient in the waiting room).

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Others tried the app themselves, n (%)</th>
<th>Quitting was a topic of discussion afterward, n (%)</th>
<th>They encouraged me to quit or stay a nonsmoker, n (%)</th>
<th>They were astonished, n (%)</th>
<th>Their reactions were very strong, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=132</td>
<td>N=138</td>
<td>N=126</td>
<td>N=132</td>
<td>N=131</td>
</tr>
<tr>
<td>All patients</td>
<td>False/absolutely false 84 (63.6)</td>
<td>61 (44.2)</td>
<td>70 (55.6)</td>
<td>81 (61.4)</td>
<td>90 (68.7)</td>
</tr>
<tr>
<td></td>
<td>True/absolutely true 48 (36.3)</td>
<td>77 (55.8)</td>
<td>56 (44.4)</td>
<td>51 (38.6)</td>
<td>41 (31.3)</td>
</tr>
<tr>
<td>Smokers</td>
<td>N=63</td>
<td>N=64</td>
<td>N=77</td>
<td>N=64</td>
<td>N=60</td>
</tr>
<tr>
<td></td>
<td>False/absolutely false 40 (63)</td>
<td>23 (36)</td>
<td>24 (41)</td>
<td>39 (61)</td>
<td>42 (70)</td>
</tr>
<tr>
<td></td>
<td>True/absolutely true 23 (36)</td>
<td>41 (64)</td>
<td>53 (59)</td>
<td>25 (39)</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Nonsmokers</td>
<td>N=69</td>
<td>N=74</td>
<td>N=67</td>
<td>N=68</td>
<td>N=71</td>
</tr>
<tr>
<td></td>
<td>False/absolutely false 44 (64)</td>
<td>38 (51)</td>
<td>46 (69)</td>
<td>42 (62)</td>
<td>48 (68)</td>
</tr>
<tr>
<td></td>
<td>True/absolutely true 25 (36)</td>
<td>36 (49)</td>
<td>21 (31)</td>
<td>26 (38)</td>
<td>23 (32)</td>
</tr>
</tbody>
</table>

Table 2. Participants’ perceptions of other patients’ reactions to the participant’s use of the app (only the cases where there was at least one other patient in the waiting room).

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Motivated me to quit or remain a nonsmoker, n (%)</th>
<th>Helpful, n (%)</th>
<th>They gave me quitting advice, n (%)</th>
<th>There were no reactions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smokers</td>
<td>N=49</td>
<td>N=47</td>
<td>N=42</td>
<td>N=15</td>
</tr>
<tr>
<td></td>
<td>False/absolutely false 19 (48)</td>
<td>14 (30)</td>
<td>19 (45)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>True/absolutely true 30 (61)</td>
<td>33 (70)</td>
<td>23 (55)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Nonsmokers</td>
<td>N=51</td>
<td>N=42</td>
<td>—</td>
<td>N=19</td>
</tr>
<tr>
<td></td>
<td>False/absolutely false 11 (22)</td>
<td>15 (36)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>True/absolutely true 40 (78)</td>
<td>27 (64)</td>
<td>N/A</td>
<td>19 (100)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

In most cases (77/138, 55.8%), the participant’s use of the app initiated a discussion on quitting in the waiting room; this was even more the case (41/64, 64%) when the participant was a smoker. In addition, 59% (53/77) of the participants were encouraged to quit by the other patients in the waiting room after using the app, which appeared to be often accompanied by quit advice (23/42, 55%; Table 2).

Table 2 summarizes how the participants perceived the reactions of the other patients, answering the question “How did you perceive those reactions?” The reactions were largely perceived as helpful (by 33/47, 70% of smokers and 27/42, 64% of nonsmokers). Indeed, the reactions provided motivation for 61% (30/49) of the smokers to quit, with advice on quitting offered to 55% (23/42) of the smokers.

Discussion

Principal Findings

The face-aging app setup was successful in exposing the majority of patients visiting our HIV outpatient clinic to a smoking cessation intervention. The face-aging procedure itself and the public nature of the face-aging procedure that triggered reactions of other waiting patients were perceived as motivating to quit smoking and helpful by the majority of smoking as well as nonsmoking patients.

To the best of our knowledge, this is the first study to implement new technology in a waiting room in order to use the patients’ waiting time to encourage smoking cessation. The results suggest a huge potential for the large-scale exposure of patients visiting health care providers to the technology. The effectiveness of this study remains subject to further study, and we aim to test the effectiveness in promoting smoking cessation in a randomized controlled trial. Further long-term studies should also examine the effects of group interactions and changes in the subjective norm because of setting the intervention in a waiting room.

Patients who are positive for HIV are approximately twice as likely to smoke as the general population (46.9% of our sample were smokers, compared with 23.9% in the general population) [40-45]. Effective interventions for this patient group remain scarce [4,47-55], and the population-attributable risk of death associated with smoking is double that of the general population [56]. In countries such as Germany where HIV care is well organized and antiretroviral therapy is free of charge, HIV-infected smokers lose more life-years to smoking than to HIV [56]. Hence, while our intervention is not specifically tailored to any patient group and could be applied in any patient...
waiting room, an HIV outpatient clinic provided an ideal setting for piloting the intervention.

The nonadherence of physicians to smoking cessation guidelines is a situation that is prevalent in many countries because of role incongruence and a lack of time, financial reimbursement, and appropriate training [14,38]. Being a physician can be an extremely stressful occupation in modern times, with increases in the level of bureaucracy required and the number of patients per doctor. Interventions that help a physician identify and motivate smokers willing to quit have the potential to increase population health and thereby reduce the workload for the medical profession, helping in the fight against tobacco-attributable diseases. Our approach shows promise as a possible simple solution to help physicians meet their smoking cessation obligations without placing too great a burden on them. However, our results also point to limitations and raise questions that need to be addressed in future research.

Initiation of the Use of the App

In this study, the researcher intervened by inviting patients to try the app if they did not do so spontaneously within 30 seconds of starting their wait in the waiting room. We decided on this approach for 3 reasons: (1) the HIV waiting room is particularly busy, with an average waiting time of only 21 minutes; (2) the number of patients waiting there tends to be low, with just 24 patients per day on average between 7:30 AM and 4:45 M; and (3) HIV patients tend to be rather shy in health care settings, as described by the experienced head of our HIV outpatient clinic. Nevertheless, 34 (7.3%) of the 464 patients tried the app within 30 seconds without prompting, indicating the likelihood of successful passive exposure with more time or in settings with higher patient density and longer waiting times. However, it is possible that other patient groups are even more reluctant to have their photograph transmitted to a publicly visible screen, and there might be barriers to the use of such a technology, especially with older patients. In this study, 48 of 132 (36%) participants reported that another patient tried the app straight after seeing them use it, which further strengthens the hypothesis that there would be less need of external prompting in fuller waiting rooms.

Short- and Longer-Term Implications

We received no complaints about patients feeling bullied, according to the physicians who worked in our outpatient clinic at the time of the study, and a great majority of the smokers perceived the intervention as fun. However, the question of feeling bullied could be addressed more explicitly in future research because of the nature of the intervention. We observed that the intervention resulted in interaction between patients where there had been none. Usually, patients waiting in this waiting room sit silently using their mobile phones, reading a newspaper, or just staring at the ground. When the intervention was implemented, patients began talking to each other about the intervention and smoking cessation, finding a common topic they could discuss. Our researcher reported that the overall atmosphere of these conversations was encouraging and positive, and this was reflected in the questionnaire data. Those who had already quit smoking shared their advice and even encouraged addressing the topic at the participant’s subsequent appointment; this was reported by 19 of 42 (45%) of the smokers in the questionnaire. In addition, 41 of 81 (51%) of the smokers reported that the intervention itself motivated them to address the topic at their upcoming appointment. Future studies should obtain information from the physicians treating those patients about whether smoking cessation was raised. Following this study, clinicians reported an increased rate of questions on how to quit, but this was not recorded in an objective fashion.

According to our data, 48 of 132 (36.4%) patients tried the app immediately after watching another person do it. In addition, it is reasonable to speculate that simply watching the intervention and perhaps engaging in a conversation arising from it in a full waiting room would motivate a patient to start quitting smoking due to a potential change in their subjective norm [57].

Projection of Potential Effects

During the 19 days of the study, a total of 289 patients in 1 waiting room used or were exposed to the smoking cessation app. This is equivalent to approximately 5500 patients per waiting room per year or to 176,000 patients per year if implemented in all 32 waiting rooms at our hospital. If we assume that the prospective effects measured by Burford et al (that 21.2% of smokers aged 18 to 30 years quit following the use of a similar method [37]) can be transferred to our intervention and that the prevalence of smoking among this hospital’s patients is approximately 30%, then approximately 11,000 smoking patients would quit per year. In our sample, the median age was 42 years, meaning that 9 life-years would be saved per patient on average, equivalent to 99,000 saved life-years in total each year [58]. The total cost was US $1500 for 1 waiting room, equivalent to US $0.48 per saved life-year. However, transferability has not been proven, and the prospective effects might be weaker for older patients. In our sample, just 22 (12.3%) of the 179 participants who completed the questionnaire were aged 18 to 30 years. Thus, if the intervention had no effect at all for any patient other than those aged 18 to 30 years, the cost per saved life-year would be US $3.90, 1.320 patients would quit, and 13,200 life-years would be saved per year of implementation.

As for any smoking cessation intervention that has not yet been evaluated in large randomized trials, health systems and insurance companies may be hesitant to reimburse clinics for implementation of this technology. Funding opportunities for health care providers will improve with prospective research on the technology’s influence on smoking behavior.

Study Limitations

This study had several limitations. Many of the participants were called by the nurse while still completing the questionnaire. We anticipated this problem and put the questions about individual perceptions of the intervention and important sociodemographic data and smoking status at the start of the questionnaire. The loss of data for these initial items was relatively low. Our study reported only cross-sectional data, and we could only estimate the influence on actual behavior. However, behavioral predictors, such as the behavioral intention to perform a certain behavior, indicate effectiveness in accordance with the theory of planned behavior [57]. In addition,
although anonymity decreases social desirability bias, the participants completing the questionnaires may nevertheless have felt pressure to answer in a socially desirable way because the researcher was present in the room. To minimize this, the participants were left to themselves for completing the questionnaire, which they could then drop into a sealed box to further reduce the risk of bias.

Other Studies That Help Physicians Identify Unhealthy Behaviors

It should be noted that other eHealth interventions can be found in the literature that at least help physicians to identify unhealthy behaviors of patients while only indirectly influencing that behavior [59-76]. These mostly comprise digitized screening and early detection tools. The majority of this work focuses on mental health or the prediction of mental disease [59,64-66,68,69,74,77], and only a few publications have focused on predictors of chronic disease in general, including substance abuse [63,65,68,70,77]. However, helping physicians to identify smokers is only one aim of the intervention presented here; we think it is at least likewise important to investigate its direct effect on quitting behavior in future studies.

Conclusion

The use of a face-aging smoking cessation app in waiting rooms provides a new, enjoyable opportunity to motivate the majority of smokers visiting a health care provider to quit smoking or to address quitting at their subsequent appointment and nonsmokers to never take up smoking. It thereby facilitates physician-delivered smoking cessation. We plan a cluster-randomized trial of the app in 10 waiting rooms. This will focus on long-term smoking abstinence rates, analyzing the impact on different patient subgroups and the interplay of waiting times and modes of initiation. In addition, we plan to repeat the experiment using the Sunface skin cancer awareness app [25] to determine if it shows similar promise.
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Abstract

Background: African American adults experience a high prevalence of obesity and its associated comorbidities, including diabetes. Church-based interventions have been shown to be effective in decreasing weight in this population. mHealth interventions can address two needs for obesity treatment in this community, including enhancing weight loss and providing wide dissemination.

Objective: This study aimed to assess the feasibility and efficacy of a church-based weight loss intervention that incorporates mHealth technology.

Methods: In this study, 8 churches (n=97) were randomly assigned to the intervention or delayed intervention condition (control group). We recruited participants through their respective church. Volunteer church members were trained by study staff to deliver the 10-session, 6-month intervention. Participants in the intervention group attended group sessions and received automated short message service (SMS) text messages designed to reinforce behavioral strategies. Conversely, participants in the delayed intervention condition received SMS text messages related to health conditions relevant for African American adults. We obtained measures of body composition, blood pressure, blood glucose, and cholesterol.

Results: We successfully recruited 97 African American adults, with a mean age of 56.0 (SE 10.3) years and a mean body mass index of 38.6 (SE 6.4) kg/m2 (89/97, 91.8% females), who attended the churches that were randomized to the intervention (n=68) or control (n=29) condition. Of these, 74.2% (72/97) of the participants (47/68, 69.1% intervention; 25/29, 86.2% delayed intervention) completed the 6-month assessment. The average intervention group attendance was 55%. There was a significant difference in weight loss ($P=.04$) between participants in the intervention (–1.5 (SE 0.5) kg) and control (0.11 (SE 0.6) kg) groups. Among participants in the intervention group, the correlation between the number of SMS text messages sent and the percent body fat loss was $r=3$ with $P=.04$. The participants reported high satisfaction with the automated SMS text messages.

Conclusions: Automated SMS text messages were well-received by participants, suggesting that more enhanced mHealth technologies are a viable option for interventions targeting African American adults.
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**Introduction**

Obesity represents a health inequity for African American adults [1,2]. African American adults with obesity are at greater risk for developing chronic diseases such as diabetes. A major risk factor for developing obesity and its comorbidities is an unhealthy lifestyle comprising a lack of regular physical activity and poor nutrition [3,4]. Intensive behavioral programs have resulted in improved dietary intake, increased physical activity, and weight loss [5-7]. However, weight loss results for African American adults have been less than those for other ethnic groups [8]. Therefore, innovative strategies addressing the obesity epidemic in African American adults are warranted.

One novel strategy could be the utilization of mHealth technology (ie, mobile phones, wearables, etc). Mobile phones are an emerging intervention tool because they are compact, portable, normally “on,” readily available to individuals, affordable, user-friendly, offer advanced functionality, and allow Web-based access 24 hours a day for 7 days per week [9-11]. mHealth technologies can affect the amount of treatment delivered by increasing communication between study staff and participants, providing behavioral strategies, and promoting behavioral change [12]. Several reviews [13-16] have shown that mHealth interventions can be effective in promoting weight loss; however, few of these studies have included substantial numbers of African American adults despite this ethnic group’s well-documented high prevalence of obesity.

mHealth interventions utilizing mobile phones may be particularly well suited for African American adults. Recent estimates have shown that 94% of African American adults own a mobile phone [17], 72% own a smartphone [17], and nearly 70% utilize mobile phones to access health information [18]. Short message service (SMS) text messaging is one form of mHealth, and African American adults report that SMS text messaging is an appropriate form of intervention delivery [19,20]. This realization has led to the development of SMS text message-based pilot and feasibility studies targeting various behaviors such as the medication adherence, HIV prevention, healthy eating, and physical activity [21-25]. Although these studies demonstrate the acceptability, feasibility, and potential effectiveness of SMS text message interventions designed for African American adults, few have utilized randomized controlled designs [22], and fewer were specifically designed to promote weight loss [26]. Therefore, the purpose of the Lifestyle Changes Through Exercise and Nutrition (LEAN) study was to test the feasibility (SMS text message tolerance and satisfaction) and effectiveness (compared with a control group) of utilizing SMS text messages to promote weight loss in African American adults enrolled in a church-based weight loss program.

**Methods**

**Design**

The study utilized a cluster-randomized trial design (NCT02863887). Originally, 9 churches agreed to participate and were randomized into the study. While 5 churches were randomized to the intervention group, 4 churches were randomized to the control group. Notably, the churches were matched by their membership size between the conditions so that the potential participant sample sizes would be similar.

**Participants**

Individuals were considered eligible for this study if they (1) were aged 18-75 years, (2) self-identified as African American, (3) were a member of a participating church, (4) had a body mass index (BMI) of >30 kg/m², (5) owned a mobile phone with SMS text messaging capabilities, (6) were at risk for diabetes (ie, had a history of gestational diabetes or at least one diagnosed nuclear family member) or had been diagnosed with type 2 diabetes, (7) were willing to change their diet and physical activity to promote weight loss, (8) were able to participate in face-to-face counseling sessions as scheduled, and (9) had low to moderate cardiovascular disease risk. Participants were paid up to US $60 for completing the study.

**Procedures**

Churches were recruited utilizing a community outreach coordinator who attended pastoral fellowship meetings and held an initial meeting with the pastor or health ministry leader. Then, the participating churches were randomized to either the intervention or control group. Churches were randomized to the intervention or control group using a 1:1 ratio; two churches with the largest and smallest memberships (n=8000 and 75) were clustered together. The study statistician used a computerized pseudorandom number generator to determine the randomization order in advance. The study coordinator revealed the randomization to the churches prior to the start of the study. Following randomization, participants were recruited utilizing standard strategies, including presentations during church service, small groups, and health fairs; flyers placed on informational boards, tables, etc; advertisements placed in the church bulletins; and utilizing the community health coaches from each church who volunteered to deliver the intervention (refer to the Community Health Coaches section below). Next, interested individuals were phone-screened to determine their initial eligibility. Those eligible were invited to the baseline visit. During the baseline visit, potential participants were provided with information related to the purpose, setting, and duration of the program; the nature of the behavioral change program; information on the number, duration, timing, and content of the automated SMS text messages; participant and community health coach expectations; and the assessments. Written informed consent was obtained from each potential participant before they completed their baseline assessments. Baseline assessments and community health coach training were completed approximately 1 week prior to the start of the intervention. This study protocol was reviewed and approved by the Pennington Biomedical Research Center’s Institutional Review Board.

**Study Groups**

**Intervention**

**Community Health Coaches**

Each church was required to select 2 volunteers from their congregation to lead the group sessions. Although these
individuals are often referred to as “lay health providers,” the volunteers in the LEAN study collectively decided to be referred to as “community health coaches.” All community health coaches were women who were employed as nurses, pharmacists, or health education or physical education teachers. Community health coaches received an 8-hour training conducted by the study staff on how to deliver a behaviorally based, empirically proven, lifestyle change and weight loss intervention (ie, Diabetes Prevention Program). Several topics were covered during the training, including leading effective groups, behavior modification, physical activity demonstrations, and a detailed review of each session’s content.

**Group Sessions**

At each designated church, 10 group sessions (Textbox 1) were conducted over a 6-month period. The session frequency was weekly (n=4) for the first month, bimonthly for 2 months (n=4), and monthly for 2 months (n=2). Attendance and participant weight were recorded at each session by the community health coach.

**Short Message Service Text Messages**

Participants received 5 automated SMS text messages each week pertaining to lesson content (n=2), motivation (n=1), and behavioral prompts (n=2). Lesson content SMS text messages contained information derived from the lesson materials (ie, behavioral strategies, information, reminders, etc). Motivational SMS text messages contained verbiage that encouraged and reinforced participant behavioral change. Behavioral prompt SMS text messages were designed to remind participants to engage in physical activity, check weight daily, and consume healthy meals. A library of SMS text messages was created for each component, and each participant received a random selection of these messages. These SMS text messages were adapted from a previous physical activity intervention conducted by the primary author [27] and were based on Social Cognitive Theory. The text message content did not change during the study.

**Control**

Participants randomized to the delayed intervention were encouraged to maintain their normal eating and exercise habits for 6 months. During this 6-month period, they received 2-3 automated SMS text messages per week, which contained information on health topics specific to African American adults, including stroke prevention, lupus, cardiovascular disease, etc.

**Measures**

Participants attended a baseline and 6-month visit and were required to start fasting at 10 pm the evening before each visit.

**Outcome Measures**

**Anthropometrics**

The participants’ height and weight were measured with them wearing clothes, not wearing shoes and socks, and after removing heavy pocket items. The height was measured to the nearest 0.1 cm using a wall-mounted stadiometer (Holtain Ltd., Crymych, Dyfed, United Kingdom). The weight was measured to the nearest 0.1 kg using the portable Tanita Body Composition Analyzer (SC-240).

**Body Fat**

The percent body fat was estimated using the portable Tanita Body Composition Analyzer (SC-240) [28]. Participants stood on the analyzer with their bare feet placed on the electrodes. Measurements were recorded to the nearest 0.1%.

**Vital Signs**

Blood pressure and pulse were measured using an automatic blood pressure cuff (Omron, Model BP710). Participants rested for approximately 5 minutes prior to the measurement.

**Blood Glucose or Cholesterol**

Fingerstick blood sampling (40 µL) was collected using the Alere Cholestech LDX Analyzer. Following the successful completion of quality control procedures, whole blood was collected from a fingerstick in a lithium heparin-coated capillary tube.

**Food Intake**

We used the National Cancer Institute (NCI) fat screener [29] to estimate the percentage of energy from fat over the past 12 months. The standard 7-item fruit and vegetable screener developed by the NCI and National 5 a Day Program [30,31] assessed how often fruit and vegetables were consumed in the past month.

### Textbox 1. Session topics.

| Session 1: Obesity and chronic disease, goal setting, and self-monitoring |
| Session 2: Portion control, energy balance, and physical activity intensity levels |
| Session 3: Reading food labels, estimating calorie needs, and calorie expenditure |
| Session 4: Diabetes, carbohydrates, physical activity and diabetes |
| Session 5: Proteins, fats, physical activity and diabetes |
| Session 6: Cues for eating and activity behavior, and eating out |
| Session 7: Social support and meal planning for healthy eating |
| Session 8: Emotional eating and stress management |
| Session 9: Problem solving |
| Session 10: Relapse and prevention of relapse |
Physical Activity
The International Physical Activity Questionnaire (IPAQ) [32] was used to assess self-reported physical activity. The metabolic equivalent of task (MET)-minutes/week of physical activity in each domain of leisure time activity (sedentary, light, moderate, and vigorous intensity) was calculated. The IPAQ has been shown to be a reliable and valid measure of physical activity and has been sensitive to changes in physical activity resulting from intervention programs [33].

Quality of Life
We used the 31-item Impact of Weight on Quality of Life Questionnaire-lite (IWQOL-lite) [34] to assess quality of life. The IWQOL-lite measures 5 domains of functioning, physical function, self-esteem, sexual life, public distress, and work. High scores indicate poor functioning.

Feasibility Measures
Text Message Tolerance
SMS text messages were deemed feasible to deliver as an intervention if <25% of participants requested a cessation of SMS text messages.

Satisfaction Questionnaire
Each participant’s satisfaction with the different elements of the study, including their community health coach, group sessions, and SMS text messages, was measured at the 6-month period. The questionnaire contains 15 items and is rated along a scale of Agree (1) to Disagree (5), with lower scores indicating higher levels of satisfaction. Satisfaction scores ≤2.0 (“Agree” or “Slightly Agree”) indicated the feasibility of the intervention component. The questionnaire was adapted from another satisfaction questionnaire developed by the primary author [35].

Data Entry
All data from the measurements were entered into REDCap [36], which is a secure, Web-based application designed to support data capture for research studies, providing (1) an intuitive interface for validated data entry, (2) audit trails for tracking data manipulation and export procedures, (3) automated export procedures for seamless data downloads to common statistical packages, and (4) procedures for importing data from external sources. It improves data entry through real-time validation rules (with the automated data type and range checks) and provides easy data manipulation (with audit trails for reporting, monitoring, and querying patient records). Pennington Biomedical has a license agreement with Vanderbilt University, and the database and software are installed on our local servers and hosted by Pennington Biomedical, and not by Vanderbilt. The Vanderbilt University Office of Research was not used as a central location for data processing and management.

Treatment Fidelity
In this study, 2 sessions from each church were audiorecorded to allow a study staff member to monitor the intervention delivery. While the first recorded session was selected from the first 5 group meetings, the second recorded session was selected from the final 5 group meetings. The audiorecordings were reviewed and compared with a checklist of topics to be covered for each session. The topics included the introduction and closing of sessions (6 items), engaging participants (2 items), session content (7 items), and the physical activity component (5 items). Items were scored Yes (1) or No (2) for the greeting, engaging, and physical activity items, and was scored Poorly (1), Adequately (2), and Extremely Well (3) for delivery of the session content.

Statistical Analysis
The study was a repeated measures cluster-randomized trial. Participants were nested within churches, and churches were nested within study conditions; thus, outcome data were analyzed accordingly. We used linear mixed models, with churches and participants having random effects and interventions having fixed effects, to compare the mean differences in outcome variables at baseline between the two intervention groups. The primary outcome variable was weight loss after 6 months. A second linear mixed effects model with churches having random effects and baseline outcome used as a covariate was used to analyze the outcome change between baseline and 6 months. The estimation of model parameters used restricted maximum likelihood procedures using all available data. Each secondary outcome (eg, waist circumference and questionnaires) was analyzed similarly. Multiple imputations were used to replace missing data. For each analytical mixed model, both completer’s analysis and intent-to-treat analysis were conducted to assess the sensitivity of statistical findings to our choice of statistical approach. In each analytic model, we performed a two-step procedure to test the following hypotheses: (1) churches do not have a significant effect on the outcome variable; and (2) no difference is observed in the effects of the intervention and delayed intervention. If (1) is significant, the degrees of freedom for the F test used in (2) depends on the number of churches, in addition to the number of participants in the churches in the intervention and control groups. If (1) is not significant, then the degrees of freedom for the F test used in (2) depends solely on the total number of participants. In the first case, the churches play an important role in determining the power of the test for hypothesis (1); whereas, in the latter case, the power is determined by the total number of participants. The churches vary in active membership, and although attempts were made to balance the number of participants between intervention and control groups, inequities persist between the groups because of large differences in church sizes and a small number of churches. The differential variability in the weight loss showed no evidence of a component of variability being attributable to churches, suggesting that randomization of churches effectively randomized participants to study conditions. Hence, it is feasible to assume that, except for receiving different conditions, participants in the two groups, although unbalanced, are representative samples from a common underlining population. Therefore, the validity of inferences pertaining to weight loss differences in the intervention and control groups are justified. All results are reported based on the completer’s analysis, and the results are consistent, in terms of significance, between completer’s analysis and intent-to-treat analysis, unless otherwise noted. Furthermore, Spearman correlations were calculated to assess the association between
the SMS text message use and weight loss parameters. All data were analyzed utilizing SAS Version 9.4 (SAS Institute Inc., Cary, NC, USA).

**Power Analysis**

The power analysis was based on recruiting 9 churches in total, with 5 churches randomized to the intervention group and 4 to the control group. The primary outcome variable was weight loss after 6 months, and the anticipated minimum difference in the average weight loss was 2 kg (~2% of the expected baseline weight). The anticipated SD for the weight loss was not expected to exceed 3.5 kg. With an alpha level set at 0.05, the study was designed to have at least 80% power to detect at least a 2% difference between interventions with a sample size of 12 participants in each church (total N=108).

There were 72 participants (25 from control group, 47 from intervention group) who completed the study. Fortunately, the power of the study was not compromised because the churches proved to have no differential effect on the weight loss between the study groups (see Statistical Analysis section above for the rationale). The poststudy mean weight loss was 1.6 (SD 3.1) kg, and the percent weight loss was 1.5% (SD 2.8%). These poststudy findings are more favorable than estimates used in determining power and sample size. Consequently, the poststudy power was 79%. Furthermore, secondary outcomes were viewed as possibly providing exploratory findings and therefore were not considered in power or sample size calculations.

**Results**

**Demographics**

Churches were recruited from February to May 2016. Initially, 9 churches were randomized. As 1 church in the delayed intervention condition was unresponsive to attempts to designate community health coaches or set a baseline data point, it was subsequently dropped from the study. Therefore, 8 churches participated in this study, and the randomization resulted in 5 intervention churches and 3 delayed intervention churches. Of these, 2 churches were Catholic, 4 were Baptist, and 2 were Christian nondenominational. The churches varied in size from 75 to ~8000 members.

Participants were recruited from May to September 2016. We successfully recruited 97 African American adults, with a mean age of 56.0 (SE 10.3) years and a mean BMI of 38.6 (SE 6.4) kg/m² (89/97, 91.8% females; 52.6% having a college or postgraduate degree), who attended churches that were randomized to the intervention (n=68) or delayed intervention (n=29) condition. In addition, 47.4% (46/97) of the sample indicated prediabetes according to the Cholestech fingerstick analysis (glucose, 100-125 mg/dL). No significant differences were noted between the study groups on baseline variables (P > 0.09; Tables 1 and 2). Notably, 74.2% (72/97) of these individuals (47/68, 69.1% intervention; 25/29, 86.2% delayed intervention) completed the 6-month assessment (Figure 1).

**Short Message Service Text Messages**

Participants in both groups reported receiving SMS text messages. Although participants were not required to respond to the automated SMS text messages, 41 participants sent at least 1 text message (30 from intervention, 11 from delayed intervention). While participants in the intervention churches sent 84 SMS text messages, those in the control churches sent 25 SMS text messages, totaling 109 SMS text messages sent during the study. In addition, 24 individuals sent 80 messages that were related to the study (eg, attendance, asking for assistance, appreciation for the text, etc). However, 11 participants sent 22 messages that were determined to be unrelated to the study or were ambiguous (eg, voting, unintelligible symbols, and sleep). Furthermore, 6 individuals (4 from control, 2 from intervention) sent 7 messages requesting that the SMS text messages be stopped; this level of request (6/97, 6.1%) met our <25% feasibility criteria. Among participants in the intervention group, the correlation between the number of SMS text messages sent and change in percent body fat was statistically significant (r=3 with P=0.04), whereas the correlation between the number of SMS text messages sent and change in weight loss was not statistically significant.

**Attendance**

Participants in the intervention group attended a median of 6 sessions. The average attendance rate was 55%, with attendance decreasing over the course of the intervention (P < 0.001). While session 1 had the highest attendance (70.6%), session 10 had the lowest (27.9%).

**Body Composition**

A significant between-group difference was noted in weight loss (P=0.03, effect size=0.55). Participants in the intervention group lost 1.4 (SE 0.4) kg, whereas those in the control group gained 0.2 (SE 0.6) kg. No difference was observed in the percent body fat as measured by the Tanita scale (P=0.30, effect size=0.5). While participants in the intervention group lost –0.3% (SE 0.9%), those in the control group gained 1.2% (SE 1.2%; Table 3).

**Cardiometabolic Outcomes**

We observed no significant between-group differences in the systolic or diastolic blood pressure, glucose, or cholesterol levels (P > 0.356).

**Quality of Life**

We observed significant between-group differences on the IWOQL-lite. The total score changed significantly (P = 0.006) between the intervention and delayed intervention groups. Significant differences were observed in the physical function (P = 0.04), self-esteem (P = 0.03), and public distress (P = 0.03) subscales. A marginally significant (P = 0.08) difference was noted in the sexual life subscale. In every situation, changes indicated that quality of life improved in the intervention group and diminished in the delayed intervention group.

**Physical Activity**

No significant between-group differences were observed in the change in MET-minutes/week (P = 0.99) or total time sitting (P = 0.76).
Fruit and Vegetable Intake
We observed no significant between-group differences in the change in fruit and vegetable \(P=0.23\) or percent fat intake \(P=0.41\).

Table 1. Participants’ characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=29)</th>
<th>Intervention (n=68)</th>
<th>Total (N=97)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>58.6 (8.7)</td>
<td>54.9 (10.7)</td>
<td>56.0 (10.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>25 (86)</td>
<td>64 (94)</td>
<td>89 (92)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (14)</td>
<td>4 (6)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>29 (100)</td>
<td>68 (100)</td>
<td>97 (100)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>5 (17)</td>
<td>24 (35)</td>
<td>29 (30)</td>
</tr>
<tr>
<td>Married</td>
<td>16 (55)</td>
<td>30 (44)</td>
<td>46 (47)</td>
</tr>
<tr>
<td>Divorced</td>
<td>6 (21)</td>
<td>11 (16)</td>
<td>17 (18)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (7)</td>
<td>1 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some High School</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>High School Diploma/General Equivalency Diploma</td>
<td>5 (17)</td>
<td>16 (24)</td>
<td>21 (22)</td>
</tr>
<tr>
<td>1-3 years college</td>
<td>5 (17)</td>
<td>17 (25)</td>
<td>22 (23)</td>
</tr>
<tr>
<td>College degree</td>
<td>7 (24)</td>
<td>15 (22)</td>
<td>22 (23)</td>
</tr>
<tr>
<td>Post graduate degree</td>
<td>12 (41)</td>
<td>17 (25)</td>
<td>29 (30)</td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $50,000</td>
<td>11 (38)</td>
<td>35 (51)</td>
<td>46 (47)</td>
</tr>
<tr>
<td>US $50,000- US $100,000</td>
<td>7 (24)</td>
<td>21 (31)</td>
<td>28 (29)</td>
</tr>
<tr>
<td>&gt;US $100,000</td>
<td>7 (24)</td>
<td>7 (11)</td>
<td>14 (14)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>4 (14)</td>
<td>5 (7)</td>
<td>9 (9)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>101.6 (16.8)</td>
<td>103.8 (18.0)</td>
<td>103.2 (17.5)</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2)), mean (SD)</td>
<td>37.7 (5.6)</td>
<td>38.9 (6.7)</td>
<td>38.6 (6.4)</td>
</tr>
<tr>
<td>Body percent fat (%), mean (SD)</td>
<td>47.1 (6.1)</td>
<td>49.0 (4.7)</td>
<td>48.5 (5.2)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>127.7 (14.1)</td>
<td>126.4 (14.3)</td>
<td>126.8 (14.2)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>75.9 (9.2)</td>
<td>79.9 (9.1)</td>
<td>78.7 (9.3)</td>
</tr>
<tr>
<td>Glucose (mg/dL), mean (SD)</td>
<td>112.7 (23.6)</td>
<td>105.2 (22.4)</td>
<td>107.5 (22.9)</td>
</tr>
<tr>
<td>Suspected prediabetes, n (%)</td>
<td>13 (50)</td>
<td>32 (51)</td>
<td>45 (51)</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL), mean (SD)</td>
<td>177.1 (41.5)</td>
<td>177.7 (34.5)</td>
<td>177.5 (36.5)</td>
</tr>
</tbody>
</table>

Medication
In this study cohort, 24 participants were taking medications to control their diabetes. One participant started taking medications after beginning the program and another decreased their dose.

Adverse Events
No adverse events occurred during this study.

Satisfaction Questionnaire
In this study, >80% of participants either “agreed” or “slightly agreed” with the satisfaction questions. The average satisfaction item score for the group sessions, SMS text messages, and the community health coach was 1.4 (0.53), 1.4 (0.67), and 1.4 (0.72), respectively, indicating high levels of satisfaction. These average scores of 1.4 met our feasibility criteria of <2.0.

Treatment Fidelity
A random session from each half of the intervention was audiotaped. The average score for session content was 2.0, which is equivalent to an “adequate” rating. We conducted 40% of the actual physical activity sessions and implemented 28% of the physical activity components during the physical activity sessions. Furthermore, the community health coaches introduced
and closed sessions 80% of the time and engaged participants 100% of the time.

Table 2. Questionnaire data at baseline.

<table>
<thead>
<tr>
<th>Baseline variables</th>
<th>Control, mean (SE)</th>
<th>Intervention, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quality of Life</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Function Scale</td>
<td>43.0 (1.6)</td>
<td>42.5 (1.0)</td>
</tr>
<tr>
<td>Self-Esteem Scale</td>
<td>25.3 (1.3)</td>
<td>25.7 (0.9)</td>
</tr>
<tr>
<td>Sexual Life Scale</td>
<td>17.2 (0.8)</td>
<td>16.3 (0.6)</td>
</tr>
<tr>
<td>Public Distress Scale</td>
<td>23.0 (0.8)</td>
<td>22.6 (0.4)</td>
</tr>
<tr>
<td>Work Scale</td>
<td>17.8 (0.7)</td>
<td>17.7 (0.4)</td>
</tr>
<tr>
<td>Total score</td>
<td>125.1 (4.3)</td>
<td>124.0 (2.8)</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sitting total weekday</td>
<td>326.7 (51.1)</td>
<td>380.0 (31.9)</td>
</tr>
<tr>
<td>Metabolic equivalent of task-min/week</td>
<td>899.5 (249.5)</td>
<td>1325.3 (294.4)</td>
</tr>
<tr>
<td><strong>Food intake</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruits and veggies</td>
<td>4.0 (0.5)</td>
<td>4.8 (0.4)</td>
</tr>
</tbody>
</table>

*aControl (n=18-28), intervention (n=50-64); sample sizes differed between the different measures.
*Wilcoxon test, mean (SE).
*cControl (n=27-29), intervention (n=64-68); sample sizes differed between the different measures.
Figure 1. Study flowchart.

74 Ineligible/Not Interested
24 Not at risk for diabetes
20 Body Mass Index too low
10 Recent weight loss/meds/surgery
5 Gastronintestinal disorder
5 Cancer
5 History of mental illness, eating disorder, heart disease
2 Age
2 Unable to attend group sessions
1 Pregnant

207 Individual phone screens

133 Individuals eligible for Screening Visit

36 Ineligible at Screening Visit 1
10 Unwilling to participate
10 Cannot contact/did not attend Screening Visit 1
4 Medical
4 Body Mass Index too low
4 Unable to attend group sessions/schedule
2 Not at risk for diabetes
1 Recent weight loss/meds
1 Another member of household

97 Enrolled

68 Assigned to Intervention
47 at 6-month assessment

29 Assigned to Delayed Intervention
25 at 6-month assessment
### Table 3. Six-month change scores in physiological variables.

<table>
<thead>
<tr>
<th>Physiological variables</th>
<th>Completers analyses</th>
<th>Intent-to-treat analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=25), mean (SE)</td>
<td>Intervention (n=47), mean (SE)</td>
</tr>
<tr>
<td>Anthropometric or physiological</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent weight loss</td>
<td>0.2 (0.6)</td>
<td>−1.0 (0.4)</td>
</tr>
<tr>
<td>Percent body fat</td>
<td>1.2 (1.2)</td>
<td>−0.3 (0.9)</td>
</tr>
<tr>
<td>Systolic</td>
<td>−0.3 (3.1)</td>
<td>0.3 (2.3)</td>
</tr>
<tr>
<td>Diastolic</td>
<td>0.4 (1.8)</td>
<td>2.4 (1.3)</td>
</tr>
<tr>
<td>Glucose</td>
<td>−2.2 (3.9)</td>
<td>−6.5 (2.9)</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>−5.9 (6.2)</td>
<td>−2.4 (4.6)</td>
</tr>
<tr>
<td>Quality of Life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Function</td>
<td>1.8 (1.2)</td>
<td>−1.4 (0.9)</td>
</tr>
<tr>
<td>Self-Esteem</td>
<td>−0.6 (1.0)</td>
<td>−3.4 (0.7)</td>
</tr>
<tr>
<td>Sexual Life</td>
<td>0.4 (0.7)</td>
<td>−1.1 (0.5)</td>
</tr>
<tr>
<td>Public Distress</td>
<td>0.2 (0.4)</td>
<td>−0.8 (0.3)</td>
</tr>
<tr>
<td>Work</td>
<td>−0.2 (0.4)</td>
<td>−0.3 (0.3)</td>
</tr>
<tr>
<td>Total</td>
<td>1.8 (2.5)</td>
<td>−6.9 (1.8)</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sitting total weekday</td>
<td>5.7 (50.2)</td>
<td>−13.1 (33.7)</td>
</tr>
<tr>
<td>Metabolic equivalent of task-min/week</td>
<td>586.4 (503.3)</td>
<td>587.2 (362.8)</td>
</tr>
<tr>
<td>Food intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruits and veggies</td>
<td>0.8 (0.7)</td>
<td>−0.3 (0.5)</td>
</tr>
<tr>
<td>National Cancer Institute percent fat</td>
<td>1.4 (0.6)</td>
<td>2.1 (0.4)</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

The LEAN study showed that church-affiliated African American participants were receptive to receiving SMS text messages related to behavioral strategies as part of a weight loss intervention. Participants engaged with SMS text messages, indicated satisfaction with the SMS text messages, and few requested the messages to be stopped, demonstrating the feasibility of the intervention. This church-based study resulted in statistically significant weight loss and improved quality of life for participants in the intervention group compared with the control group. Importantly, engagement with SMS text messages was associated with body fat loss. However, other variables assessed, including self-reported physical activity and dietary intake, and clinical outcomes, were unchanged.

The unique component of the LEAN study was the use of SMS text messages in a randomized controlled trial targeting African American adults. Three recent studies of African American adults have utilized SMS text messages to assist in the initiation of behavioral change in a church-based setting [25,26,37]; the SMS text messaging system in these studies included personalization, support, and delivering recipes and meal plans. They also showed within-group changes in weight loss or physical activity outcomes across 12 weeks. The LEAN study builds upon these investigations by utilizing a randomized controlled trial design and intervening over a 6-month period. The use of SMS text messages in the LEAN study did not appear to result in greater weight loss compared with most other church-based studies targeting African American adults [38]. However, our satisfaction data showed that SMS text messages were well-received, similar to recent studies [25,26,37]. Of note, the majority of LEAN participants responded to SMS text messages even though they were not required to do so, and higher text message response was associated with higher percent body fat loss. It is difficult to explain the correlation between text message response and body fat loss in the absence of a significant correlation with BMI. Although BMI and percent body fat are highly correlated, these do not measure the same component of adiposity. Participants responding to SMS text messages might have made behavioral changes that affected bodily tissues (eg, adipose tissue size and water) that are estimated through body impedance but not BMI. Alternatively, this could also be a spurious finding, and therefore, inferential interpretation should be made with caution until this finding can be replicated. Nonetheless, the LEAN study demonstrates that it is feasible and potentially efficacious to incorporate a form of mHealth (SMS text messages) into a translational behavioral change study targeting African American adults. It is suggested that future health disparities research targeting African American adults should explore the use of other...
mHealth technologies, including apps, social networking, and wearables [39,40]. These mHealth technologies could provide objective assessments of physical activity, diet, and weight; immediate feedback on participant behavior; automated or personalized messages (eg, from the church-leadership or lay health provider); and more frequent and effective communication between lay health providers and participants, which may enhance efficacy. Future work should also utilize innovative methodologies such as optimization, microrandomized trials, and adaptive designs [41-43].

Comparison With Prior Work
The LEAN study is one of the numerous church-based translational weight loss programs targeting African American adults. Lancaster et al [38] recently conducted a systematic review of these programs showing that the majority of studies reported statistically significant weight loss, similar to the LEAN results. The LEAN study incorporated elements common among the studies reviewed, including enrolling overweight or obese African American adults, embedding religious principles within the intervention, and utilizing lay health advisors (known as “community health coaches” in the LEAN study) to deliver the intervention. However, few studies achieved clinically significant weight loss of >3% [26,38,44], including the LEAN study. Our treatment fidelity data indicated that of the subset of sessions observed, the physical activity component was infrequently implemented, and although the actual weight loss content was delivered adequately, there was room for improvement. Enhancing the community health coach training or increasing contact with the community health coaches during the implementation of the project through booster sessions might improve the program implementation adherence. Another contributor to the small weight loss might be the lack of attendance. Greater weight loss in the LEAN study could have been obtained through a combination of enhanced implementation and greater attendance.

Few church-based weight loss interventions have assessed quality of life [26,45]. Some similar church-based health promotion interventions involving individuals with overweight or obesity have measured overall quality of life but did not measure the impact of participants’ weight on their quality of life [26,44]; this is an important aspect for individuals with overweight or obesity. Kennedy et al [45] utilized the IWQOL scale but did not find changes in their church-based weight loss intervention. The LEAN findings suggest that the intervention decreased the negative impact that weight had on the participants’ quality of life. As quality of life is an important outcome from a patient-centered perspective, it is necessary to continue to investigate the effect of church-based weight loss studies on this outcome.

Strengths and Limitations
There are several strengths of the LEAN study. The LEAN study is one of the few church-based programs to incorporate text messaging, utilize a cluster-randomized trial design, and include a delayed intervention control group. It was delivered in 8 different churches, included assessment of treatment fidelity and was adequately powered to detect changes in the primary outcome variable. In addition, the LEAN study included a number of measures beyond weight loss, including an estimated percent body fat, cardiometabolic outcomes, impact of weight on quality of life, and treatment satisfaction. However, this study also has several limitations. First, the sample sizes were unbalanced between the intervention and control groups, which could be attributed to the fact that we were able to recruit ~14 participants per church in the intervention condition and only ~9 per church in the control condition. Nevertheless, sufficient power remained to detect significant differences. In addition, the LEAN study provides important findings related to the feasibility of mHealth interventions in this practical setting, and efficacy can be confirmed in a larger clinical trial. Second, the LEAN study was only 6 months in duration. However, the duration was twice as long as similar studies [25,26,37] and was sufficient to determine the study feasibility. Third, in terms of mHealth technology, automated, one-way SMS text messages are rather rudimentary. The fact that SMS text messages were not personalized, or that SMS text messages did not provide feedback on participants’ behavior, might have contributed to the small weight loss findings. However, one of the purposes of this study was to determine whether automated SMS text messages were feasible to deliver to this population, and we were able to achieve this aim. In addition, even these simple SMS text messages were associated with percent body fat loss. Fourth, while the LEAN study comprised participants with some demographic diversity (education, income, marital status, etc), it will be important to show that the study can be effective in different regions of the United States and with a greater proportion of male participants. Finally, we utilized self-report measures of diet and physical activity.

Conclusions
Overall, the LEAN study demonstrated that mHealth technology (ie, SMS text messages) is feasible to deliver and well-received by African American adults in a church-based setting. The study also showed that a church-based intervention resulted in significant weight loss and improvements in quality of life. A key to future investigations will be to determine whether more advanced mHealth technologies (eg, mobile apps, activity monitors, and automated scales) can be implemented successfully, without increased burden on the lay health provider or participants. Furthermore, it will be important to determine whether these technologies can increase weight loss to clinically significant levels and to show that mHealth technology can be utilized over an extended period.
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Abstract

Background: Health authorities recommend educating diabetic patients and their families and initiating measures aimed at improving self-management, promoting a positive behavior change, and reducing the risk of complications. Social media could provide valid channel to intervene in and deliver diabetes education. However, it is not well known whether the use of these channels in such interventions can help improve the patients’ outcomes.

Objective: The objective of our study was to review and describe the current existing evidence on the use of social media in interventions targeting people affected with diabetes.

Methods: A search was conducted across 4 databases (PubMed, Scopus, EMBASE, and Cochrane Library). The quality of the evidence of the included primary studies was graded according to the Grading of Recommendations Assessment, Development and Evaluation criteria, and the risk of bias of systematic reviews was assessed by drawing on AMSTAR (A MeaSurement Tool to Assess systematic Reviews) guidelines. The outcomes reported by these studies were extracted and analyzed.

Results: We included 20 moderate- and high-quality studies in the review: 17 primary studies and 3 systematic reviews. Of the 16 publications evaluating the effect on glycated hemoglobin (HbA1c) of the interventions using social media, 13 reported significant reductions in HbA1c values. The 5 studies that measured satisfaction with the interventions using social media found positive effects. We found mixed evidence regarding the effect of interventions using social media on health-related quality of life (2 publications found positive effects and 3 found no differences) and on diabetes knowledge or empowerment (2 studies reported improvements and 2 reported no significant changes).

Conclusions: There is very little good-quality evidence on the use of social media in interventions aimed at helping people with diabetes. However, the use of these channels is mostly linked to benefits on patients’ outcomes. Public health institutions, clinicians, and other stakeholders who aim at improving the knowledge of diabetic patients could consider the use of social media in their interventions.

(J Med Internet Res 2018;20(8):e10303) doi:10.2196/10303
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Introduction

The prevalence of diabetes has been growing worldwide for the last few decades [1], and it has become one of the four priority noncommunicable diseases targeted by world leaders, together with cardiovascular disease, cancer, and chronic respiratory disease [1]. All types of diabetes can lead to complications, reduce the quality of life, and increase the risk of premature
death [1,2]. To support clinical practice, health authorities recommend educating diabetic patients and their families and initiating prevention measures aimed at improving self-management and promoting a positive behavior change, thereby reducing the risk of complications [1-7].

The use of social media has increased dramatically in the recent years [8], and social media channels could be effective in supporting clinical practice and delivering education to improve self-management and to promote a positive behavior change among people affected with chronic diseases [9]. However, it is not well known whether the use of these channels in interventions can help improve diabetic patients’ outcomes, and the evidence of using social media in interventions for people with diabetes needs to be updated.

Evidence on positive effects of social media interventions on health behavior-related outcomes (ie, weight loss and physical activity) exists in 2 meta-analyses focusing on several health conditions [10,11]. However, 2 other meta-analyses have reported mixed results regarding the use of social media in health interventions [12,13]. Furthermore, a third meta-analysis concluded that using social media did not contribute to reducing risk factors in patients with noncommunicable diseases [14].

Norway is one of the most connected countries in the world, and most of the Norwegian population uses social media [15,16]. Due to its ubiquity, a health promotion intervention using social media, aimed at people affected by diabetes and their relatives, is now being initiated by our research team [17]. An updated status on the evidence that exists regarding the use and usefulness of social media in diabetes is essential. Hence, the objective of this paper was to review and describe the current evidence on the use of social media in interventions targeting people with diabetes.

Methods

A Rapid Review

We performed a rapid review to quickly capture the current evidence on the use of social media in interventions on diabetes. We had two research questions: (1) Is there evidence on the use of social media in interventions aimed at improving, maintaining, or promoting health among people affected with diabetes? and (2) What are the reported outcomes, for example, the effects on clinical parameters, effects on behavior, or other effects?

The rapid review method was chosen as it typically provides similar conclusions as systematic reviews, and it allows to quickly and efficiently access the current evidence on the topic [18-21]. In this rapid review, we followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [22] and the MeaSurement Tool to Assess systematic Reviews (AMSTAR) [23,24] guidelines. This review has been registered in PROSPERO (registration number: CRD42018088206).

Search Strategy

To answer the research questions, we performed an electronic search on February 13, 2018. It covered published studies comprising the terms “Social media,” “Social networking,” “Facebook,” “Twitter,” or “YouTube” in combination with the term “Diabetes” included in the title or abstract and indexed in the following databases: PubMed (Medical Subject Heading terms and text word), Scopus, EMBASE, and the Cochrane Library. The search strategy was limited to studies published in English. The full search strategy is summarized in Multimedia Appendix 1.

Inclusion and Exclusion Criteria

Publications were included in the review if they (1) focused on diabetes or involved participants affected by diabetes; (2) described interventions aimed at improving, maintaining, or promoting health; (3) reported results from the intervention; and (4) used social media in the intervention. Both primary studies and reviews were considered to be of interest and were, therefore, included in this review. Papers that did not meet all four criteria were excluded from the review.

Eligibility and Data Extraction

All references captured by the search engine were uploaded to EndNote X7 (Clarivate Analytics; Philadelphia, PA, USA). Duplicates were identified and removed. To assess the eligibility of the papers, two passes were done. In the first pass, all titles and abstracts were examined by one reviewer (EG). In the second pass, the full text of the studies selected on the first pass was extracted and carefully analyzed to confirm their eligibility. When it was unclear whether the studies should be included, they were discussed and agreed with a second reviewer (EA). The agreed upon studies were included in the quality assessment. A single reviewer (EG) extracted the data from the included studies. The following data were extracted: interventions (duration and participants), social media use (channels, use as main tool for the intervention or as supporting tool), and outcomes (effects on clinical parameters, on behavior, or other effects).

Quality Evidence Assessment and Risk of Bias

The quality of evidence and risk of bias of the studies included in this review were classified by one reviewer (EG). The quality of evidence of primary studies was assessed following the Grading of Recommendations Assessment, Development and Evaluation guidelines [25]. A second reviewer (RW) verified the assigned quality of a random sample of primary studies. The risk of systematic bias was assessed by drawing on the AMSTAR criteria [19,23,24].

Results

Sample

A total of 1383 publications were identified, and after removing duplicates, 676 titles and abstracts were screened. The full search strategy and its results are summarized in Multimedia Appendix 1. The list of all potentially relevant studies that were read in full-text form but were excluded from the review can be found in Multimedia Appendix 2. Of these publications, 35 met the inclusion criteria [26-60]; of them, 32 were primary studies [26-32,34-38,40-59] and 3 were systematic reviews [33,39,60] (Figure 1).
Quality of The Evidence and Risk of Bias Assessment

Only 1 of the 35 included studies was considered to be of high quality [31]; 19 studies were considered to be of moderate quality: the 3 systematic reviews [33,39,60,61] (Multimedia Appendix 3), all 15 randomized controlled trials (RCTs) [26-30,32,34,35,42,44,45,48,54,55,58], and 1 nonrandomized intervention [40]. The remaining 15 nonrandomized studies were weighted as being of low or very low quality, and therefore, they were removed from the narrative synthesis (these studies are listed in Multimedia Appendix 4). Hence, 20 studies (1 of high quality and 19 of moderate quality) were included in this review. Multimedia Appendix 5 summarizes these 20 studies.

The PRISMA checklist of this study can be found in Multimedia Appendix 6.

Evidence: Clinical Effects

Of the 20 included studies, 19 reported clinical outcomes and only 1 study did not refer to any clinical effect [55].

Glycated Hemoglobin

The main reported clinical outcome was glycated hemoglobin (HbA1c). Eighteen publications evaluated HbA1c values and reported heterogeneous effects. On one hand, 4 publications reported significant improvements in HbA1c values, favoring the groups that used social media comparison with control groups. This effect has been reported in 2 systematic reviews summarizing the evidence from studies focusing on both type one diabetes (T1D) and type two diabetes (T2D) and in 2 RCTs focusing specifically on T1D [27,33,39,44]. In one of these systematic reviews two analyses were performed: one of them was a meta-analysis including RCTs only; in the second analysis, nonrandomized studies were also included. In the latter, a significant mean reduction in HbA1c values was found, favoring the social media group (0.49%, 95% CI −0.64 to −0.34, I²=86%) [39]. On the other hand, 13 RCTs reported significant improvements in HbA1c values among all the study participants, independently of whether they were allocated to the group where social media was used or not. These studies mostly targeted young people affected with T1D [26,28,30,32,34,35,45,54,60]. Furthermore, another study reported mixed results [58]. The data analysis of all the participants included in this study (208 adults with T2D) did not show significant decreases in HbA1c values. However, in a second analysis, it was found that patients with HbA1c ≥10% at baseline had a significant decrease at 6 months [58]. Two additional studies focusing on young people with T1D did not find any differences in HbA1c values [31,42].

Blood Pressure

Effects on blood pressure were reported only by 2 systematic reviews, both finding improvements associated with social media use. One of the systematic reviews referred to 5 studies with a total of 2580 patients (1317 in the intervention groups and 1263 in the control groups), where there was a significant mean difference in systolic blood pressure (3.47 mmHg, 95% CI 5.01 to 1.94, P<.001, I²=0%) and diastolic blood pressure.
(1.84 mmHg, 95% CI 2.98 to 0.70, \(P=0.002, I^2=29\%\)), favoring the intervention groups using social media [39]. The second review also found reductions in blood pressure associated with Web 2.0 participation, reported in 2 studies [33].

**Other Reported Clinical Outcomes**

Additional evidence on clinical effects has been reported for triglycerides and severe hypoglycemia episodes. Only 1 systematic review referred to the effect on triglycerides. This review reported the effect drawing on 10 studies with a total of 989 patients. A significant reduction of 11.05% (95% CI: 20.92 to 1.18, \(P=0.03, I^2=0\)) was found among the study participants where social media had been used [39]. An RCT carrying out a 1-year intervention did not find any differences in severe hypoglycemia episodes for any of the study participants [31].

**Evidence: Effects on Behavior**

Of the 20 included studies, 16 referred to different effects on behavior.

**Satisfaction With the Intervention**

Five publications had comparable findings related to patients’ high satisfaction with the interventions where social media were used or to internet visits being preferred by patients [26,28,30,39,60].

**Health-Related Quality of Life**

Five studies reported on this item, reaching different conclusions. Two studies, an RCT and a systematic review, reported improvements in health-related quality of life (HRQoL) among T1D and T2D patients linked to social media use [33,44]. Three RCTs with young T1D patients did not find any differences regarding HRQoL between the groups after the intervention [27,31,48].

**Diabetes Knowledge and Diabetes Empowerment**

This effect was reported in 4 studies and with mixed conclusions. One study involving adolescents with T1D found significantly increased diabetes knowledge on treatment or insulin adjustments [45]. On the other hand, 2 studies, both referring to a 1-year intervention carried out in Sweden with T1D patients, showed no improvement in diabetes empowerment [27,31].

**Medication Adherence**

Two publications reported on treatment adherence. No differences were found regarding adherence in a systematic review [33], while the social media intervention group of an RCT had significantly better medication adherence (\(P=0.01\)) [29].

**Healthier Life-Styles**

There were mixed results on this outcome as well. A systematic review described reductions in dietary fat intake, but the same review also found no effects on physical activity [33]. However, a recently published RCT found a significant improvement in self-reported physical activity (est 0.28, \(P=0.046\)) for those with the highest engagement in the site and a decreased sedentary time (Fitbit data) for the intervention group compared with that for a control group (est = 12.17, \(P=0.048\)) [58].

**Other Reported Behavioral Outcomes**

Additional reported effects on behavior were an increase in diabetes communication (\(P<0.05\)) and medical self-efficacy (\(P<0.01\)) [48], reductions in depressive symptoms [33], and no significant differences in perceived quality of care [31]. Table 1 summarizes the evidence identified in this review on clinical and behavioral outcomes of interventions using social media and addressing people with diabetes.

**Targeted Population**

Most (14/20) of the publications focused only on young people affected with T1D, with different age groups ranging from 0 to 23 years (as specified in the studies) [26-32,34,35,42,44,45,48,54]. Five publications referred to both T1D and T2D patients, and therefore, participants had a broader age range [33,39,40,55,60]. Only one study specifically targeted adults diagnosed with T2D [58]. The included primary studies were performed in Macedonia [26,28,30,32,34,35,44,45,54], Sweden [27,31], the United States [48,55], and Ireland [42], and the location was unspecified in 3 of the publications [29,40,58].

**Social Media Use**

The main use of social media was as a supporting tool for the main intervention (14/20), primarily used for reinforcing regular visits and with the purpose of engaging patients in treatment and improving self-management and diabetes control. In these cases, the chosen social media channels were Facebook (group), Facebook (chat), Skype, specific social networking sites, or social media in general [26-28,30-32,34,35,40,44,45,48,55,58]. Of these studies, 7 (all of them belonging to the same research group) reported improvements in HbA1c values for all study participants [26,28,30,32,34,35,45]. Two studies found improvements in HbA1c values only in the participants allocated to the social media groups [27,44]. Two studies did not find any differences in HbA1c values when social media was used as a supporting tool [31,48]. Moreover, one study found mixed results, with no improvements in HbA1c values for the whole sample but improvements for the participants in whom the values were higher at baseline [58]. Two publications did not report on HbA1c values linked to the use of social media as a supporting tool [40,55].
Table 1. Summary of the evidence on reported outcomes (n=20).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Supported by number of publications</th>
<th>Significant positive effects</th>
<th>Mixed results</th>
<th>No significant differences</th>
<th>Outcome not reported</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c &lt;sup&gt;b&lt;/sup&gt;</td>
<td>13&lt;sup&gt;a&lt;/sup&gt; [26-28,30,32-35,39,44,45,54,60]</td>
<td>1 [58]</td>
<td>4 [29,31,42,48]</td>
<td>2 [40,55]</td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>2 [33,39]</td>
<td>0</td>
<td>0</td>
<td>18 [26-32,34,35,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Triglycerides</td>
<td>1 [39]</td>
<td>0</td>
<td>0</td>
<td>19 [26-35,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Severe hypoglycemia</td>
<td>0</td>
<td>0</td>
<td>1 [31]</td>
<td>19 [26-30,32-35,39,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td><strong>Effects on behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRQoL&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2 [33,44]</td>
<td>0</td>
<td>3 [27,31,48]</td>
<td>15 [26-28-30,32,34,35,39,40,42,44,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Knowledge or empowerment</td>
<td>2 [42,45]</td>
<td>0</td>
<td>2 [27,31]</td>
<td>16 [26-28-30,32-35,39,40,44,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Medication adherence</td>
<td>1 [29]</td>
<td>0</td>
<td>1 [33]</td>
<td>18 [26-28,30-32,34,35,39,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Healthier self-reported lifestyles</td>
<td>1 [58]</td>
<td>1 [33]</td>
<td>0</td>
<td>18 [26-32,34,35,39,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>1 [40]</td>
<td>1 [48]</td>
<td>0</td>
<td>18 [26-35,39,42,44,45,45,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>1 [33]</td>
<td>0</td>
<td>0</td>
<td>19 [26-32,34,35,39,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
<tr>
<td>Perceived quality of care</td>
<td>0</td>
<td>0</td>
<td>1 [31]</td>
<td>19 [26-30,32-35,39,40,42,44,45,48,54,55,58,60]</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>13 studies reported improvements in HbA1c values in all study participants; 4 of these studies reported improvements only in the intervention groups (comparison with control groups) [27,33,39,44].

<sup>b</sup>HbA1c: Glycated hemoglobin.

<sup>c</sup>HRQoL: health-related quality of life.

Three RCTs studied social media as the main channel for delivering the intervention. These 3 studies used peers in educational and behavioral interventions aimed at young people affected with T1D. The purpose of these interventions was to increase diabetes knowledge and to improve clinical outcomes. These 3 studies used Facebook closed groups and Viber [29,42,54]. Two of them did not find any significant differences in HbA1c values [29,42], while the third study reported improvements in HbA1c values among all the participants [54]. The use of social media as a main channel for delivering the intervention or as a supporting tool was not clearly stated in any of the 3 systematic reviews [33,39,60].

**Discussion**

**Summary of the Evidence**

A rapid review method was used to quickly capture the current evidence on the use of social media in interventions on diabetes. Following a search in 4 databases, only 20 publications considered of adequate quality were included in this review: 3 systematic reviews and 17 primary studies.

The research evidence shows that the most commonly reported outcome in intervention studies using social media is HbA1c, followed by satisfaction with the intervention, HRQoL, and diabetes knowledge or empowerment. Most of the intervention studies using social media that evaluated HbA1c values reported significant improvements (13/16 publications) [26-28,30-32,35,39,44,44,45,48,54,60]. Four of these publications, 2 systematic reviews and 2 RCTs, reported improvements only in intervention groups compared with that in control groups [27,33,39,44]. However, due to a heterogeneity in the methods that were used in the studies, including differences in the characteristics of participants, sample sizes, and study lengths, comparing them is difficult.

The 5 studies that measured satisfaction with the interventions where social media were used unanimously reported positive effects [26,28,30,39,60]. Two publications reported positive effects on HRQoL [33,44], and 2 others found improvements in knowledge [42,45], while 3 publications did not report any significant differences in HRQoL [27,31,48] or any improvements in knowledge [27,31].

**Should We Use Social Media in Interventions for People With Diabetes?**

Health authorities have recommended educating diabetic patients and their families with the aim of improving self-management,
promoting a positive behavior change, and reducing the risk of complications [1-7]. Although the use of social media has not been linked to clear improvements in one meta-analysis focusing on patients with noncommunicable diseases [14], there are several other meta-analyses where some favorable effects have been found among people affected with chronic diseases [10-13,39]. The findings of the present review suggest that the use of social media in interventions for diabetes in many cases has been beneficial, and we did not find any studies that suggested worsened outcomes with this type of intervention. Studies using social media in their interventions have mostly showed superior results linked to the use of social media. Only one of the publications included in this review did not report any benefit on clinical or behavioral outcomes [30]. In this case, the researchers used social media in a 1-year intervention, and they used their own social media channel [31].

It is interesting to note that more than half of the studies used social media as a tool or resource to enhance the main intervention, and in these cases, the interventions resulted in improvements in HbA1c values. Participants in these studies who were allocated to receive education either through Facebook chat or Skype as reinforcement of the main intervention had significant decreases in HbA1c values [26,28,30,32,34,35,45]. Furthermore, compared with patients in the control group, improvements in HbA1c levels were found among patients receiving health education through closed groups on Facebook and were found in one study using its own social media network [27,44]. In only 2 studies where social media was used as a supporting tool no differences in HbA1c values were found; these 2 studies used their own social media channel [31,48]. On the other hand, only 1 of the 3 studies that used social media as a main channel for delivering the intervention and measured HbA1c values [29,42,54] reported significant improvements. This study used Viber communication for delivering doctor or peer support [54].

These findings suggest that using social media as a supporting tool for the main intervention is beneficial for improving health outcomes in T1D patients. Furthermore, it seems that the clinical improvement is most likely to happen when the chosen social media is one of the most popular networking sites.

Our review has mainly identified studies conducted with young T1D populations; however, our conclusions are comparable to those reported in a meta-analysis published in 2014 that predominantly analyzed studies involving T2D patients [39]. Therefore, we think that public health institutions, clinicians, and other stakeholders should consider the use of social media in their interventions targeting people affected with diabetes. However, special attention should be paid to the risk of misinformation or harmful health material that can coexist when carrying out interventions in open social media channels as it could lead to undesirable or unexpected effects [62-67].

Knowledge Gaps and Next Directions

Most of the included studies focused only on young people affected with T1D, probably because it is believed that these media are typically used by young people. Certainly, since the origin of social media, younger people have been the most frequent users of these channels. However, the presence of older generations on social media has increased in recent years, and about 80% of North Americans and Norwegians in their 40s report being social media users [8,68]. Hence, including older populations through social media would also make sense. This could be an especially valuable way of targeting people affected with T2D, a disease that is mostly diagnosed in adulthood and whose prevalence has dramatically increased in the last few decades [1]. Intervention studies using social media seem to improve health outcomes in T1D patients, and they could be beneficial for people with T2D as well. However, more research, using social media, on diabetes types is needed to answer this question.

In this review, we identified many abstracts presented at conferences, but there were fewer full papers reporting methods and results in detail. Knowing further details of the method used and the interventions could help identify the mechanisms or behavior techniques that work better for improving patient outcomes. So far, it seems that studies that use social media as supporting tool and where the social media is used for delivering health education report better outcomes. However, there are not enough studies where social media was used as the main channel for delivering the intervention. In future research, one should consider using different social media channels as main sources for delivering the intervention.

In research projects, it is more common to use restricted-access social media (ie, Facebook closed groups, Facebook chat, Skype, etc), which allows the researcher to have a better control of the environment and the contents and also protect the patients’ privacy. However, the use of open social media channels offers the possibility of a large-scale impact. Providing high-quality contents on diabetes through the most commonly used open social media channels and interacting with the social media users could potentially help people with diabetes. By having access to fee-of-charge quality information, they could improve their knowledge, an important prerequisite for improving self-management and health behaviors. Further research should explore how to best use open social media channels for health promotion interventions in diabetes.

Strengths and Limitations

Our results and conclusions might be susceptible to bias as a consequence of streamlining the systematic review process. There might be a selection bias (failure to search in additional potentially relevant databases, only 1 reviewer selecting the studies) and a publication bias (we only searched in 4 databases; we did not search for gray literature; and our search was limited to the English language). Eight of the included studies conducted in Macedonia could be based on the same study, although we treated the reported results independently, as they provided different sample sizes, different age ranges of the included participants, and different intervention periods. Because many of the included publications were abstracts presented at conferences and because we did not have access to complete data, a quantitative synthesis was not possible.
Conclusion
There is little evidence on the use of social media in interventions aimed at people affected with diabetes. However, after weighing the existing evidence, it seems that the use of these channels is predominantly linked to beneficial patient outcomes. Public health institutions, clinicians, and other stakeholders who aim at improving diabetes patient education should consider the use of social media in their interventions.
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Abstract

Background: Social media has penetrated all walks of life. Chinese health care institutions are increasingly utilizing social media to connect with their patients for better health service delivery. Current research has focused heavily on the use of social media in developed countries, with few studies exploring its usage in the context of developing countries, such as China. Tertiary hospitals in China are usually located in city centers, and they serve as medical hubs for multiple regions, with comprehensive and specialized medical care being provided. These hospitals are assumed to be the pioneers in creating official social media accounts to connect with their patients due to the fact that they appear to have more resources to support this innovative approach to communication and health care education.

Objective: The objective of our study was to examine China’s best tertiary hospitals, as recognized by The National Health Commission of the People’s Republic of China (NHCPRC), and to map out the landscape of current social media usage by hospitals when engaging with patients.

Methods: We examined the best 705 tertiary hospitals in China by collecting and analyzing data regarding their usage of popular Chinese social media apps Sina Weibo and WeChat. The specific data included (1) hospital characteristics (ie, time since established, number of beds, hospital type, and regions or localities) and (2) status of social media usage regarding two of the most popular local social media platforms in China (ie, time of initiation, number of followers, and number of tweets or posts). We further used a logistic regression model to test the association between hospital characteristics and social media adoption.

Results: Of all, 76.2% (537/705) tertiary referral hospitals have created official accounts on either Sina Weibo or WeChat, with the latter being more popular among the two. In addition, our study suggests that larger and newer hospitals with greater resources are more likely to adopt social media, while hospital type and affiliation with universities are not significant predictors of social media adoption among hospitals.

Conclusions: Our study demonstrated that hospitals are more inclined to use WeChat. The move by hospitals from Sina Weibo to WeChat indicates that patients are not satisfied by mere communication and that they now place more value on health service delivery. Meanwhile, utilizing social media requires comprehensive thinking from the hospital side. Once adopted, hospitals are encouraged to implement specific rules regarding social media usage. In the future, a long journey still lies ahead for hospitals in terms of operating their official social media accounts.

(J Med Internet Res 2018;20(8):e249) doi: 10.2196/jmir.9607
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Introduction

Social media is now an indispensable part of human life. The number of globally active social media users reached a new high of 2.8 billion in 2017, representing 37% worldwide penetration. Facebook has the highest number of active users (1.871 million), followed by Facebook Messenger, WhatsApp, and YouTube [1]. The ease of use of current social media websites and apps, including their uncomplicated operation and simplicity in generating user content and instant messages, allows people to connect in a more convenient manner across space and over time. It is undeniable that social media has enabled the reshaping of how we identify, get to know, and maintain relationships with others.

In recent years, health care professionals and institutes have begun to realize the benefits of using social media for building patient-physician relationship and for health care service delivery [2,3]. Evidence suggests that social media usage by hospitals and health care professionals contributes to the increase in hospital website visitors, brand establishments, and patient recruitment for research projects [4-6]. In the United States, 70% of hospitals use Facebook [7] while most hospitals utilize at least one social media platform [8]. Wong et al [9] have investigated the adoption of social media by children’s hospitals in the United States and concluded that social media can serve as a channel for providing health care education and community engagement. In Western Europe, hospitals in the Netherlands and the United Kingdom are seen as pioneers in health care social media adoption, and the most widely adopted social media platforms by hospitals are YouTube, LinkedIn, and Facebook [10]. Studies have also discovered certain patterns of social media usage among hospitals; for example, large, urban, not-for-profit hospitals and hospitals that are affiliated with universities or health systems are more likely to operate official social media accounts [7,8]. Despite the recognized rise in social media usage by hospitals, a survey conducted in 2014, which explored the official websites of Italian local health authorities and public hospitals, found a low social media usage [11]. Researchers [12-14] have also established that the effects of social media on patient engagement vary between hospitals and that substantial differences exist between social media adoption and its effects. Further content analysis has revealed that the current social media usage in public health agencies has enabled the centralization of information distribution, rather than interactive communication, and a strategic communication plan has been deemed necessary for expanding the reach of social media and fostering interactivity and engagement among patients [12]. A study on local health care departments in the United States also indicated that although Twitter has been widely adopted, its primary use has been a one-way communication by hospitals on personal health care topics and organization-related information [13].

All these studies have contributed to an understanding of how hospitals use social media and its impact. However, almost all research conducted has been in the context of developed countries, with less attention being paid to developing countries, such as China. Due to differences in health care systems and local culture, social media usage by hospitals in developing countries may vary greatly from similar hospitals in developed countries.

Over the past several years, social media has been gradually adopted by China’s hospitals for various reasons, such as building harmonious physician-patient relationships, reducing a hospital’s burden on health service delivery, and improving public health literacy. In China, social media usage offers at least the following two benefits to the public: (1) It is a reliable source of health information. Enabled by information communication technology, everyone effortlessly becomes a self-publisher. Web-based health information can be provided by anyone who has access to the internet, although the trustworthiness of the information is not always guaranteed. With the increase in social media accounts operated by recognized health institutions, the public can now increasingly trust health information posted online and not be misled by unrecognized self-publishers. (2) It is a convenient and precise match for medical consultations in hospitals. For patients paying a first-time visit to a hospital, the interaction with the hospital’s staff via social media is of great help in finding the right physician within a short period of time. Otherwise, patients may waste lots of time in, for example, figuring out the right department and the appropriate physician who specializes in their illness.

This study aimed to provide an empirical analysis of social media usage by the best hospitals in China, one of the largest developing countries. Although China has 29,719 hospitals, which were being used by more than 1.3 billion individuals by the end of July 2017 [15], the vast majority of individuals in China want to go to the best hospitals and spare no efforts when seeing a doctor; this is deemed to increase the pressure on China’s health care system, especially on the best tertiary hospitals in the country. As a result, the best tertiary hospitals are typically overcrowded and have a strong desire to improve their patient-centered communication and health care services. Meanwhile, 57% of individuals in China are active on social media, spending an average of 1 hour and 50 minutes on social media platforms per day [1]. The most popular social media platforms in China are those tailored toward Chinese nationals, which include WeChat (67%), Youku, Sina Weibo (45%), and Tencent Weibo (31%); all of these platforms are different from Facebook and Twitter in terms of their functionality and bespoke features for user cultures. For example, WeChat is a closed social networking platform that allows users to connect with everyone in their circle, whereas strangers and the general public are not allowed to review or comment on their personal pages. In addition, WeChat embraces instant messaging with text, image, voice, and video chat; these features make the social media usage by China’s best hospitals unique [16]. Hospitals implement WeChat to provide services to patients, including setting up appointments with physicians and providing health education in general, while their usage of Sina Weibo focuses on instant communication with patients and health education. Figure 1 presents an example of WeChat and Sina Weibo adoption by 2 hospitals in China.
The following research questions (RQs) were answered in this paper:

RQ 1: How has social media been adopted and utilized by China’s best tertiary hospitals over time?

RQ 2: What factors are associated with the impact of social media on China’s best tertiary hospitals?

Methods

Study Sample

In total, 705 of China’s best tertiary hospitals, as recognized by the NHCPRC, were selected for this study. These hospitals were assumed to be the pioneers in creating official social media accounts to connect with their patients due to the fact that they appear to have more resources to support this innovative approach to communication and health care education. In China, hospitals are classified into three categories according to their ability to provide medical care and education and to conduct medical research: (1) primary, (2) secondary, and (3) tertiary. For example, tertiary hospitals are usually located in city centers, and they serve as medical hubs for multiple regions, with comprehensive and specialized medical care being provided [17]. Furthermore, each hospital in China is graded as either A, B, or C based on an overall evaluation of medical technology adoption, medical equipment, patient safety, hospital management, etc. Grade “A” indicates the best quality, whereas grades “B” and “C” indicate lower qualities. In our study, the best tertiary hospitals are defined as those categorized as tertiary and graded A. We followed the most recent updates on the NHCPRC’s official website using the correct data as of June 1, 2017. The sample of 705 hospitals is spread across 31 provincial governments in Mainland China, and the number of hospitals in each provincial government ranges from 1 to 66.

Data Collection

Data collection consisted of two parts: (1) collection of hospital attributes and (2) collection of data on social media usage. For part 1, we collected data pertinent to the characteristics of the hospitals, including number of beds, geographical location, year of establishment, and hospital type (comprehensive or specialized hospitals), from their official websites. For part 2, we focused on the hospitals’ official presence on Sina Weibo and WeChat, the most popular social media platforms in China. Specifically, the following data were included: date of account creation, number of followers, number of tweets or posts, the
most recent update time, and the major functionality offered on their social media account.

To ensure the comprehensiveness of data on official social media usage, we explored the required information using two approaches [7]: (1) searching the hospitals’ official websites to check for social media accounts and (2) searching verified account information on Sina Weibo and WeChat using various keywords, including full name and abbreviation(s). We developed an initial data collection framework with detailed instructions. To collect data, three research assistants were employed and trained for the work. To ensure that the social media accounts were measured consistently, we removed the verified accounts of the separate departments or sections of the same hospital, for example, Department of Medicine of Hospital A or Nursing Station of Hospital B; this was done because these verified accounts only partially represented each hospital and not the hospital as a whole.

In addition, we further assessed the top 10 most popular hospitals on Sina Weibo as a case study for the availability of their data to explore the contents initiated by these hospitals on their social media accounts and their interaction with the general public.

Data Analysis

To analyze the collected data, a unique coding scheme was developed. Specifically, the coding consisted of two parts: the first was for hospital characteristics and the second for hospital social media account. In the first part, the Year of Establishment included 4 codes (1=before 1900, 2=1900-1949, 3=1950-1999, and 4=2000 onwards); Number of Beds included 5 codes (1=below 500, 2=501-1000, 3=1001-1500, 4=1501-2000, and 5=over 2000); and Status of Affiliation included 2 codes (0=no affiliation with a university and 1=affiliation with a university). Furthermore, we divided Mainland China into three regions according to the National Bureau of Statistics of China. The three regions were coded as Eastern, Central, and Western, with Eastern having the highest economic development level and Western having the lowest economic development level. In addition, hospital types were divided into “specialized” and “comprehensive.” Regarding social media usage, our assessment was based on whether the hospital had an active account on Sina Weibo or WeChat. Meanwhile, Year of Verification, Number of Follows, and Number of Tweets or Posts were also coded.

To answer RQ1, we mapped out social media usage among the 705 hospitals across time using ArcGIS. To answer RQ2, we used the logistic regression model to analyze the correlation between hospital characteristics and their adoption of social media platforms.

Results

Descriptive Study

The distribution of the studied 705 hospitals is presented in Figure 2. The best medical resource in Mainland China is unevenly distributed across the three regions. It is evident that the Eastern region has more of the best tertiary hospitals than the Central and Western regions. Among these hospitals, 76.2% (537/705) have official accounts on either Sina Weibo or WeChat (Figure 3).

Social Media Adoption Is Prevalent Among the Best Tertiary Hospitals in China, With WeChat Being More Popular Than Sina Weibo

Among the 537 hospitals that have opened at least one official social media account, 267 use Sina Weibo and 446 use WeChat. Table 1 provides the number of social media accounts by province. In total, 176 hospitals have opened accounts on both Sina Weibo and WeChat. The use of Sina Weibo greatly varies across the three regions. Over half of the accounts (142/267, 53.2%) were identified in the Eastern region, whereas only 20.9% (56/267) were found in the Central region and 25.8% (69/267) in the Western region. Meanwhile, the earliest hospitals using Sina Weibo appear in the Eastern region, in Beijing and Tianjin in around 2009. Regarding the use of WeChat, the diffusion of hospitals is distributed evenly across the three regions. Specifically, the Eastern and Central regions have 182 and 173 hospitals using WeChat, respectively. The earliest WeChat accounts were identified in 2014, with 20 hospitals from 7 provinces across the three regions being identified. Surprisingly, Heilongjiang, located in the Central region of China, outnumbered other provinces with its 12 WeChat accounts. We also found that the total number of best hospitals that adopted WeChat outnumbered those that adopted Sina Weibo. In total, 23 out of 31 provinces have more hospital WeChat accounts than Sina Weibo accounts, excluding 3 provinces from the Eastern (Beijing, Shanghai, and Shandong) and 4 provinces from the Western (Chongqing, Inner Mongolia, Yunnan, and Ningxia) regions.

Social Media Penetration Rates Vary Across Provinces, With the Best Tertiary Hospitals From the Central and Western Regions Catching Up

The best tertiary hospitals from almost all provinces showed interest in adopting Sina Weibo or WeChat. The best hospitals from 29 of the 31 provinces have opened their account on Sina Weibo, except for Hainan from the Eastern Region and Tibet from the Western region. All of the best hospitals in Beijing and Ningxia Hui autonomous region have opened accounts on Sina Weibo, while Hebei, in the Central region, has the lowest penetration rate on Sina Weibo (6%). Regarding the total number of official accounts, Guangdong and Beijing have the highest numbers with 30 accounts, followed by Shanghai (17 accounts). Regarding WeChat, 30 out of the 31 provinces have at least one best hospital with a WeChat account, except for the best hospitals in Tibet. Hubei province has the highest penetration rate at 97.2%. On the other hand, Yunnan has the lowest penetration rate at 20%. Regarding the total number of official accounts on WeChat, Guangdong has the highest number (41), followed by Hubei (35).
Figure 2. Distribution of the best tertiary hospitals across Mainland China.
Figure 3. Diffusion of Sina Weibo and WeChat among the best tertiary hospitals in Mainland China.
Table 1. Sina Weibo and WeChat diffusion among the 705 hospitals in Mainland China.

<table>
<thead>
<tr>
<th>Province</th>
<th>No. of Best Hospitals</th>
<th>No. of Sina Weibo and WeChat accounts</th>
<th>No. of Sina Weibo accounts</th>
<th>No. of WeChat accounts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eastern Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beijing</td>
<td>30</td>
<td>45</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>Tianjin</td>
<td>17</td>
<td>18</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Hebei</td>
<td>32</td>
<td>13</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Liaoning</td>
<td>36</td>
<td>17</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Shanghai</td>
<td>24</td>
<td>28</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>38</td>
<td>36</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>26</td>
<td>29</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Shandong</td>
<td>21</td>
<td>27</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Guangdong</td>
<td>66</td>
<td>71</td>
<td>30</td>
<td>41</td>
</tr>
<tr>
<td>Fujian</td>
<td>24</td>
<td>29</td>
<td>8</td>
<td>21</td>
</tr>
<tr>
<td>Hainan</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td><strong>Central Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubei</td>
<td>36</td>
<td>47</td>
<td>12</td>
<td>35</td>
</tr>
<tr>
<td>Hunan</td>
<td>20</td>
<td>28</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>Henan</td>
<td>24</td>
<td>24</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>Anhui</td>
<td>20</td>
<td>18</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>Jiangxi</td>
<td>33</td>
<td>34</td>
<td>8</td>
<td>26</td>
</tr>
<tr>
<td>Shanxi</td>
<td>32</td>
<td>31</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>Jilin</td>
<td>20</td>
<td>14</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Heilongjiang</td>
<td>31</td>
<td>30</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td><strong>Western Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guangxi</td>
<td>25</td>
<td>23</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>Chongqing</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Sichuan</td>
<td>36</td>
<td>43</td>
<td>16</td>
<td>27</td>
</tr>
<tr>
<td>Guizhou</td>
<td>23</td>
<td>16</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Inner Mongolia</td>
<td>13</td>
<td>11</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Yunnan</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Tibet</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shaanxi</td>
<td>25</td>
<td>28</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Gansu</td>
<td>12</td>
<td>15</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Qinghai</td>
<td>8</td>
<td>6</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Ningxia</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Xinjiang</td>
<td>8</td>
<td>8</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>705</td>
<td>713</td>
<td>267</td>
<td>446</td>
</tr>
</tbody>
</table>
New Adopters Have Emerged, With Inactive Members Also Appearing

Over the past decade, the social media landscape of China’s best hospitals has dramatically changed (Figure 4). Regarding Sina Weibo, the best hospitals have already started to explore this innovative communication tool since its establishment in 2009. Adoption peaked in 2012, with 68 best hospitals using the platform; after that, new adopters began to decline. Two best hospitals, one from Shandong and the other from Anhui province, have recently adopted Sina Weibo in the first half of 2017. Figure 5 provides the diffusion of Sina Weibo use across provinces from 2009 until mid-2017. Meanwhile, we also found that 25.5% (68/267) hospitals across 24 provinces had inactive Sina Weibo accounts during the past 6 months.

We identified a similar diffusion trend for WeChat. However, WeChat has fewer inactive hospital accounts. WeChat introduced an account verification service in the late 2012, with the first verified account among the best hospitals appearing in 2014. In total, 20 early WeChat adopters covered three regions, including 12 adopters from Heilongjiang, 3 from Beijing, and the remaining from Shanghai, Guangdong, Guangxi, Sichuan, and Shaanxi. In 2015, 11 hospitals joined WeChat, while in 2016, 227 did so. During the first half of 2017, 197 new best hospitals started using WeChat to connect with the public, indicating large-scale and continuous adoption. Figure 6 shows the diffusion of WeChat across provinces from 2009 until mid-2017. However, we also noted that WeChat accounts of 6.5% (29/446) best hospitals across 13 provinces had been inactive for the past 6 months.

Social Media Adoption and Hospital Characteristics

To examine the association between social media adoption and hospital characteristics, we performed logistic regression analysis. We found that Sina Weibo and WeChat adoptions were differently predicted using hospital characteristics. Regarding Sina Weibo, a hospital’s year of establishment ($P=.09$), hospital’s affiliation with a university ($P=.07$), and hospital type ($P=.007$) were significant, whereas, regarding WeChat, number of beds ($P=.003$) and regions ($P=.02$) were significant. We used Sina Weibo as an example to unravel the popularity of social media in the best hospitals, exploring visibility for their followers. Of these, the average number of followers was 37,512.26 (min 12, max 1,576,347, SD 151,038.36), whereas the average number of tweets posted was 1446.16 (min 0, max 30,047, SD 279,674). We further treated the number of tweets posted as a dependent variable, the number of followers as an independent variable, and hospital characteristics as control variables. The linear regression indicated a strong correlation between the number of tweets and the number of followers ($F_1=38.21; P<.001$). The list of the top 10 most popular verified hospital accounts on Sina Weibo is presented in Table 2. Among the top 10 hospital accounts, 9 are from the Eastern region of China, with 1 being from the Western region. In the Eastern region, Beijing, China’s capital city, has 7 such hospital accounts. Meanwhile, 7 of the 10 were specialized hospitals, with children’s hospitals receiving greater attention from the public on social media.

We further explored the content of the social media posts and the interactions through these by collecting the top 10 commented tweets or blogs from each of the 10 hospitals. Generally, the 100 posts can be divided into 5 categories on the basis of their content: (1) Health education, (2) Hospital news, (3) Medical consultation information, (4) Patient engagement, and (5) Official declaration. Health education posts are primarily associated with common health advice or misunderstood health facts. Hospital news is about any important event that is happening or has happened in the hospital, which serves as a self-promotion mechanism. Medical consultation information
concerns special arrangements for outpatient visits, for example, those during holidays or temporary changes such as closures. Patient engagement collects public opinions about health service preferences, such as any suggestions in relation to hospital operations. Official declaration clarifies recent misinformed or misunderstood information about hospital administration or health staff. Of the 100 most commented posts, health education and hospital news had 44 posts and 33 posts, respectively. Table 3 presents more details on these.

Additionally, we examined the most commented posts on the 10 most popular accounts; 70% (7/10) of the most commented posts were hospital news, and a significant difference was also identified on their likes (min 0, max 7554, SD 2335.89), reposts (min 3, max 22,464, SD 7802.73), and comments (min 23, max 3428, SD 1245.36). Among them, three posts from the Children’s Hospital, Beijing Cancer Hospital, received more than 1000 comments. Results are presented in Table 4. Interestingly, a post related to hospital news on a general surgeon’s relief work in Kunming attracted nationwide attention because the public mistook the general surgeon for a measurement of the physician’s rank, rather than classification. Most of the comments were focused on why the hospital sent an ordinary doctor to the rescue and provided an explanation for the general surgeon. This post has now become a famous joke on the public’s poor knowledge about medical issues. We also found that almost all interactions happened among netizens.

Figure 5. Diffusion of Sina Weibo across the best tertiary hospitals over time (2009-2017).
Figure 6. Diffusion of WeChat across the best tertiary hospitals over time (2009-2017).

Table 2. List of the top 10 popular social media accounts among the 705 best hospitals.

<table>
<thead>
<tr>
<th>Sina Weibo account</th>
<th>No. of followers</th>
<th>No. of Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children’s Hospital, Capital Institute of Pediatrics</td>
<td>1,576,347</td>
<td>9631</td>
</tr>
<tr>
<td>Peking University, First Hospital</td>
<td>1,075,588</td>
<td>2511</td>
</tr>
<tr>
<td>Beijing Cancer Hospital</td>
<td>852,964</td>
<td>5178</td>
</tr>
<tr>
<td>Beijing Obstetrics and Gynecology Hospital, Capital Medical University</td>
<td>790,216</td>
<td>2132</td>
</tr>
<tr>
<td>Beijing Huilong Guan Hospital</td>
<td>650,954</td>
<td>1800</td>
</tr>
<tr>
<td>Beijing Children’s Hospitals, Capital Medical Hospital</td>
<td>648,248</td>
<td>4871</td>
</tr>
<tr>
<td>Tianjin Stomatological Hospital, Hospital of Stomatology, Nankai University</td>
<td>379,160</td>
<td>30,047</td>
</tr>
<tr>
<td>Children’s Hospital of Shanghai</td>
<td>268,430</td>
<td>3580</td>
</tr>
<tr>
<td>West China Hospital, Sichuan University</td>
<td>238,265</td>
<td>13,113</td>
</tr>
<tr>
<td>Peking University People’s Hospital</td>
<td>203,612</td>
<td>3,133</td>
</tr>
</tbody>
</table>
Table 3. Category of the 100 most commented posts.

<table>
<thead>
<tr>
<th>Type of information</th>
<th>No. of posts</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health education</td>
<td>44</td>
<td>Never shake your baby.</td>
</tr>
<tr>
<td>Hospital news</td>
<td>31</td>
<td>Peking University People’s Hospital has reached a new high! It is now first class, compared to Stanford University Hospital.</td>
</tr>
<tr>
<td>Medical consultation information</td>
<td>10</td>
<td>The hours of our outpatient visits are changing from 9-5 to 8-4, during the Spring Festival.</td>
</tr>
<tr>
<td>Patient engagement</td>
<td>8</td>
<td>Vote for your ideal type of psychiatrist.</td>
</tr>
<tr>
<td>Official declaration</td>
<td>5</td>
<td>An official declaration on the issue of workplace violence encountered by our nurses.</td>
</tr>
</tbody>
</table>

Table 4. Information about the most commented posts.

<table>
<thead>
<tr>
<th>Posts</th>
<th>Type</th>
<th>No. of Likes</th>
<th>No. of Reposts</th>
<th>No. of Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>A hard decision for the parents on their son’s liver replacement surgery because of the unbreakable cost (Children’s Hospital).</td>
<td>HNa</td>
<td>44</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>Our general surgeon Dr Jiang has flown to Kunming for disaster relief work (Peking University, First Hospital).</td>
<td>HN</td>
<td>1459</td>
<td>22464</td>
<td>2718</td>
</tr>
<tr>
<td>A new edition of How far is cancer for you has been released, and a brief introduction is provided (Beijing Cancer Hospital).</td>
<td>HEb</td>
<td>0</td>
<td>863</td>
<td>1222</td>
</tr>
<tr>
<td>For the convenience of the to-be-mothers, our hospital has implemented a 24×7 outpatient service scheme (Beijing Obstetrics and Gynecology Hospital).</td>
<td>HN</td>
<td>14</td>
<td>79</td>
<td>84</td>
</tr>
<tr>
<td>The reports on a patient visiting our psychiatry department, who was checked-in undressed, is not reliable (Beijing Huilong Guan Hospital).</td>
<td>ODc</td>
<td>0</td>
<td>53</td>
<td>42</td>
</tr>
<tr>
<td>A picture is more powerful than a thousand words (the hardworking doctors in Beijing Children’s Hospitals).</td>
<td>HNa</td>
<td>880</td>
<td>1080</td>
<td>182</td>
</tr>
<tr>
<td>Women’s beauty relies on good sleep (Tianjin Stomatological Hospital).</td>
<td>HE</td>
<td>2</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>The music dream classroom, sponsored by a popular singer, in our hospital has opened (Children’s Hospital of Shanghai).</td>
<td>HNa</td>
<td>1655</td>
<td>2917</td>
<td>736</td>
</tr>
<tr>
<td>Using a make-up blogger’s approach to promote polymerase chain reaction products by our medical students (West China Hospital, Sichuan University).</td>
<td>HN</td>
<td>7554</td>
<td>14573</td>
<td>3428</td>
</tr>
<tr>
<td>Our Prof Mu has participated in an international conference and has featured in a live broadcast medical plastic surgery section (Peking University People’s Hospital).</td>
<td>HNa</td>
<td>55</td>
<td>329</td>
<td>63</td>
</tr>
</tbody>
</table>

aHN: hospital news.  
bHE: health education.  
cOD: official declaration.

Discussion

Hospital Social Media Adoption Varies Across Regions, With Regional Centralization Being Most Important

Hospitals in the Eastern region were the first to adopt social media, with the total number of hospitals adopting social media being larger than that of the other two regions. This may be attributable to the abundant resources available in the hospitals in the Eastern region [18,19], such as technicians and financial support. In addition, compared with the inland regions, they are more open-minded and responsive to changes in general [20,21]. From the perspective of diffusion, neighboring provinces are likely to present similar adoption patterns [22]: this is due to their proximity and exchange of information between hospital managers and staff being more likely. With this informal sharing, the number of hospitals that have appreciated the importance of social media in connecting with patients has increased, and social media has been identified as a common strategy to improve patient-physician communication. In addition, other factors may also play a critical role, such as the adoption of social media by public health agencies, the local popularity of social media platforms, and hospital manager characteristics (ie, gender, age, and openness toward social media).

Transition of Usage From Communication to Service Orientation Makes WeChat More Attractive Among Hospitals

Sina Weibo initially attracted users because of its instant communication functionality. With the introduction of WeChat, Sina Weibo has gradually lost that advantage. As a new social media platform, WeChat offers greater functionality for engaging patients and offers nearly all the functions that Sina Weibo offers. More hospitals now turn to WeChat instead of Sina Weibo simply because WeChat reaches almost all ages, while users of Sina Weibo are decreasing and mostly comprise the younger age group. In addition, operating a microblogging account requires additional staff members to handle communication with internet citizens (netizens); this is time-consuming.
JOURNAL OF MEDICAL INTERNET RESEARCH

Zhang et al

Consuming and less rewarding. For example, a hospital’s Sina Weibo account is seen negatively as it distributes too much hospital information and offers less interaction with netizens. On the other hand, in the case of WeChat, individuals are more likely to review or provide a “thumbs up” or “like” and less likely to make comments because of its design. This makes operating a public WeChat account easier because it requires less attention compared with Sina Weibo. At the same time, the extra functionality that WeChat provides, such as appointment scheduling with the physicians and the checking of medical reports, makes it more attractive to users. Considering the long waiting times and difficulty in seeing expert physicians in China, WeChat has been very much welcomed by the public in China.

Adoption of Social Media is Faster in Larger, Newer Hospitals With More Resources

During the early adoption of social media, Sina Weibo attracted newer and comprehensive hospitals. This may be attributed to the target group of Sina Weibo (primarily youth) and to the fact that recently built hospitals are more open-minded toward adopting new technology than the long established ones. Hospitals with a long history are seldom regarded as early social media users because more concerns may arise, for example, whether Sina Weibo is aligned with their traditional image. The best traditional hospitals have already established their reputation among patients. As an innovative method of engaging customers, social media application in hospitals is still unpredictable. Instead of enhancing communication abilities, they prefer to invest in patient safety, such as medical error reduction. In addition, comprehensive hospitals are larger in size than the specialized ones, and it is not surprising that they have more resources to support the use of Sina Weibo. Interestingly, specialized hospitals have more supporters than comprehensive ones[23]. A possible reason for this is that a specialized hospital can provide more tailored health information to its patients.

Opening an Account is Never the End, and a Long Journey is Still Ahead for Hospitals

The verification of an official hospital account on a social media platform is only the first step. In fact, some of the studied hospitals discontinued their social media usage after only a few posts. This could be explained by the lack of staff, insufficient financial support, or simply little engagement from users. For hospitals, operating a social media account is not necessarily a task that they are judged on. Our observational study reveals that the content of hospital social media accounts is dominated by hospital news, and quite a few mutual communications between the public and the hospital are presented. Most of the interactions are generated by netizens, and the hospital seldom responds. Having official accounts means that hospitals need to interact with the public at all times. If a hospital fails to provide the public with the desired information, it may face intense criticism online. Therefore, operating social media accounts may put a hospital’s reputation in danger. Even though some pioneers have started to produce specific internal guidelines for hospitals’ social media usage[24,25] (eg, how to respond to difficult questions from the public, such as patient consultation for specific medical advice), most hospitals have no strict rules regarding its operation. For hospitals, it is definitely worth a second thought before creating official social media accounts. The process of monitoring, reviewing, and replying to patient concerns online may seem daunting to under-staffed information technology departments; however, it is crucial for developing a healthy online perception of the hospital and for enhancing relationships with current and prospective patients. In addition, although several hospitals have started realizing that patient comments posted online allow them to build and establish rapport and obtain feedback, rarely hospitals have successfully utilized them to further develop and improve their health care service delivery.

With the evolution of social media, it is quite possible that new forms of social media may replace once popular forms. Accordingly, another noteworthy problem—a tale of two hospitals on social media—arises for the hospitals that have both Sina Weibo and WeChat accounts. How do they operate their Sina Weibo and WeChat accounts—by simply synchronizing their content or by distinguishing it in some way?

Limitations

This is a descriptive study of social media usage among the best tertiary hospitals in China. Our survey sample is limited to tertiary hospitals, with secondary or primary hospitals being excluded due to their extremely low social media adoption rates. Future studies must include a greater number of hospitals and compare variations in their social media adoption. Furthermore, our survey featured two predominant social media platforms, Sina Weibo and WeChat. Other social media platforms also deserve attention. For example, YouTube has been widely adopted by hospitals in the United States[26], while Youku (similar to YouTube) is seldom used by China’s hospitals[27], and it is worth investigating. In addition, this study is quantitative in nature; future studies, using a qualitative approach, should be conducted to explore specific strategies used by hospitals for social media adoption, such as who operates hospital accounts, what are the barriers and facilitators for them in engaging their patients on social media platforms[28], how hospital managers perceive the use of social media, and how does the social media account satisfy public needs[2].

Conclusions

This study revealed the landscape of social media usage among China’s best tertiary hospitals. We found that social media adoption is prevalent among China’s best hospitals and that WeChat is more popular than Sina Weibo. Although the number of adopters across the three regions of China is increasing, early adopters are more cautious in terms of their social media strategies. In general, larger and newer hospitals with more resources are more likely to adopt social media. The transition of users from Sina Weibo to WeChat suggests that patients were not satisfied with mere communication functionality and they now place greater value on health services. A long journey still lies ahead for hospitals in terms of operating their official social media accounts. However, if they actively monitor, manage, and engage with patients online, they should reap the benefits of building lasting relationships, enhancing satisfaction, and reassuring patients that their voices are being heard.
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Abstract

Background: Obsessive-compulsive disorder (OCD) is a highly disabling psychological disorder with a chronic course if left untreated. Cognitive behavioral therapy (CBT) has been shown to be an effective treatment, but access to face-to-face CBT is not always possible. Internet-based CBT (iCBT) has become an increasingly viable option. However, no study has compared iCBT to an analogous control condition using a randomized controlled trial (RCT).

Objective: A 2-armed RCT was used to compare a therapist-assisted 12-module iCBT to an analogous active attention control condition (therapist-assisted internet-based standard progressive relaxation training, iPRT) in adult OCD. This paper reports pre-post findings for OCD symptom severity.

Method: In total, 179 participants (117 females, 65.7%) were randomized (stratified by gender) into iCBT or iPRT. The iCBT intervention included psychoeducation, mood and behavioral management, exposure and response prevention (ERP), cognitive therapy, and relapse prevention; the iPRT intervention included psychoeducation and relaxation techniques as a way of managing OCD-related anxiety but did not incorporate ERP or other CBT elements. Both treatments included audiovisual content, case stories, demonstrations of techniques, downloadable audio content and worksheets, and expert commentary. All participants received 1 weekly email, with a maximum 15-minute preparation time per client from a remote therapist trained in e-therapy. Emails aimed to monitor progress, provide support and encouragement, and assist in individualizing the treatment. Participants were assessed for baseline and posttreatment OCD severity with the telephone-administered clinician-rated Yale-Brown Obsessive-Compulsive Scale and other measures by assessors who were blinded to treatment allocation.

Results: No pretreatment differences were found between the 2 conditions. Intention-to-treat analysis revealed significant pre-post improvements in OCD symptom severity for both conditions (P<.001). However, relative to iPRT, iCBT showed significantly greater symptom severity improvement (P=.001); Cohen d for iCBT was 1.05 (95% CI 0.72-1.37), whereas for iPRT it was 0.48 (95% CI 0.22-0.73). The iCBT condition was superior in regard to reliable improvement (25/51, 49% vs 16/55, 29%; P=.04) and clinically significant pre-post-treatment changes (17/51, 33% vs 6/55, 11%; P=.005). Those undertaking iCBT post completion of iPRT showed further significant symptom amelioration (P<.001), although the sequential treatment was no more efficacious than iCBT alone (P=.63).

Conclusion: This study is the first to compare a therapist-assisted iCBT program for OCD to an analogous active attention control condition using iPRT. Our findings demonstrate the large magnitude effect of iCBT for OCD; interestingly, iPRT was also moderately efficacious, albeit significantly less so than the iCBT intervention. The findings are compared to previous internet-based and face-to-face CBT treatment programs for OCD. Future directions for technology-enhanced programs for the treatment of OCD are outlined.
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Introduction

Obsessive-compulsive disorder (OCD) is a common and highly debilitating condition that is considered to be among the most disabling of the psychological disorders [1]. OCD is characterized by intrusive and persistent thoughts, images, or urges (obsessions) that cause distress and lead to repetitive and often ritualistic behaviors (compulsions) intended to reduce threat or discomfort [2]. Cultural and geographically diverse clinical and epidemiological data have shown remarkable consistency with respect to both the presence and characteristics of OCD symptoms [3]. Without appropriate treatment, the course of the illness is understood to be chronic and lifelong [4].

Face-to-face individual and group-based cognitive behavioral therapy (CBT) has been shown to be a highly effective treatment for OCD [5,6], leading to significant improvements in functioning and quality of life [7,8]. Olatunji et al [9] assert that CBT is effective regardless of gender, baseline severity or symptom subtype, comorbidities, or treatment length. Greater pretreatment OCD severity has been associated with larger posttreatment effect sizes of face-to-face CBT, although not consistently across all studies [9-12]. While other psychological treatments have been applied to OCD, inclusive of progressive relaxation [13-16] and acceptance and commitment therapy [17], these interventions lack an extensive evidence base for their efficacy. Pharmacological treatments have also been found to be effective in treating OCD, particularly serotoninergic agents, although cognitive behavioral treatments are more effective among outpatients with OCD [18].

Despite the existence of effective interventions, it is reported that there is around a 7-year delay from the individual’s first experiences of symptoms of OCD to their presenting for treatment [19,20]. People with the disorder may go undiagnosed for many years due to a failure of health professionals to recognize OCD [21] and because the individual does not disclose their experiences due to intense feelings of embarrassment and guilt [22-24]. For those who do present for help, access to treatment is poor. In particular, a shortage of appropriately qualified professionals (especially in geographically remote areas) along with long waitlists and individual financial constraints mean that only a small percentage of individuals with OCD receive CBT [24,25].

As a large proportion of people seek out mental health information from the internet [26,27], and in some cases feel more comfortable using technology than discussing their concerns in person [28-30], internet-based therapy could help bridge these gaps and make evidence-based treatments accessible and acceptable to individuals with OCD. Online treatments allow anonymity and are more accessible (particularly for geographically remote and rural areas), and depending on the model of therapy delivery, can be associated with reduced costs and allow the dissemination of standardized yet individualized treatments, providing the same content and skills as face-to-face equivalents [31].

While it is a relatively new area of investigation, initial findings suggest that iCBT is an effective modality for the treatment of OCD. A recent meta-analysis of remote CBT for OCD included 18 studies from which 7 were internet-administered interventions; however, only 2 studies were randomized controlled trials (RCTs) [32]. The author concluded that low- and high-intensity remote treatments for OCD lead to large magnitude improvements in OCD symptoms, are more effective than control conditions, and are not meaningfully different in efficacy from face-to-face treatment. In the largest RCT to date, Andersson et al [33] randomly allocated 101 participants to 10 weeks of therapist-guided iCBT or 10 weeks of online supportive therapy. The iCBT condition was associated with a significant reduction in OCD symptoms (Cohen d=1.55) as measured by the clinician-administered Yale-Brown Obsessive-Compulsive Scale (YBOCS) [34] compared to a medium within-group effect size (Cohen d=0.47) for the supportive therapy control. The results of iCBT were maintained at 4-month follow-up. Additionally, there was a large between-group effect size (Cohen d=1.12) on the YBOCS in favor of the iCBT condition. Finally, only 6% of participants in the control condition met criteria for clinically significant change compared with 60% of those receiving iCBT [33]. Similar results were demonstrated by Wootton et al [35], who found that 8-week courses of therapist-guided iCBT and therapist-guided bibliotherapy were both effective compared to a waitlist control condition (between-group effect sizes of Cohen d=1.57 and 1.40, respectively). Mahoney et al [36] conducted an RCT comparing clinically supervised technician-assisted iCBT to a treatment as usual control group. They found that iCBT was more efficacious than treatment as usual in reducing OCD severity, with iCBT demonstrating moderate-to-large...
effect sizes at posttreatment and 3-month follow-up depending on which severity measure was used and whether completers or the total sample were used in analyses. They reported that 54% of treatment completers no longer met diagnostic criteria for OCD at follow-up. A more recent study from Korea using an internet-based CBT program for OCD reported significant improvement in OCD severity (measured with the clinician-administered YBOCS) from pre- to posttreatment (Cohen $d=1.64$); however, the study did not include a comparison group and only analyzed completers (64% of the sample) [37].

While these iCBT studies reported effect sizes that are somewhat similar to face-to-face therapy [11], therapist contact times differ markedly. A standard course of face-to-face CBT would be around 15 to 30 one-hour sessions [38,39]. In contrast, Wootton et al [35] reported a mean total therapist time of 1.72 hours for therapist-guided bibliotherapy and 1.48 hours for iCBT. Andersson et al [33] reported a mean therapist contact time of 2.15 hours for iCBT, although this was significantly higher than for their control condition (0.28 hours). However, the between-groups difference remained significant after therapist contact was statistically controlled.

While these studies show promise for iCBT, there were limitations in terms of the study designs for the 2 RCTs conducted to date. First, in Andersson et al [33], the control group comprised nondirective supportive therapy and lacked online modules. Similarly, the control condition in the study by Wootton et al [35] included no modules and no therapist time allocations, although a therapist-directed bibliotherapy group was included as an active control condition. As such, neither of the control groups in the 2 RCTs matched the active online treatment components in terms of format (ie, online self-help information), therapist contact, medium (ie, audiovisual content, downloadable worksheets, and other content), or therapeutic processes (eg, homework). Hence, research still needs to establish how iCBT compares to comparator conditions that serve as bona fide controls relative to active treatment.

Building upon these studies, our study aimed to evaluate therapist-assisted iCBT for OCD as compared to an analogous active control (therapist-assisted internet-based progressive relaxation therapy [iPRT]), allowing us to identify the additive effects of iCBT beyond the nonspecific consequences of anxiety management or expectation of change. At the completion of the iPRT, that group was administered the iCBT program. This paper reports pre-post iCBT treatment outcomes. Specifically, we used a new online CBT program for OCD and compared it to iPRT based on the protocol developed by Bernstein et al [40].

As justification, the most recent evaluation using manualized PRT has shown it to be effective and credible in treating OCD [17], although its efficacy has not been a consistent finding in the past [41,42]. More recently, an online applied relaxation program based on Öst [43] and very similar in content and structure to that of Bernstein et al [40] was found to be effective in the management of anxiety in panic disorder [44].

Consistent with our published study protocol [45], this paper reports primary outcomes of the study, namely pre-post change in OCD severity ratings and the proportion of participants experiencing clinically significant change. A second paper will report secondary outcomes. It was hypothesized that both groups would experience significant improvements in symptoms of OCD from pre- to posttreatment using an iPRT, with significantly greater improvements in iCBT. Specifically, we hypothesized that both the iCBT and iPRT groups would experience a reduction in symptom severity from pre- to postintervention with significantly greater improvement for the iCBT group. Participants who completed the control condition were anticipated to experience a further significant drop in OCD symptoms after completing iPBT. It was further expected that the proportion of participants experiencing clinically significant change in symptom severity would be greater for iCBT than iPRT.

Finally, the influence of sociodemographic and clinical variables was used to predict improvements in YBOCS scores. Given mixed results from previous studies and meta-analyses of face-to-face and remote CBT for OCD, we do not offer directional hypotheses regarding predictors of symptom improvement. Furthermore, evidence for predictors and moderators of outcome in internet-based interventions is still very limited [46]. Hence, we merely explored whether treatment gains were predicted by clinical variables (eg, symptom severity, depression scores, medication status) and sociodemographic measures (eg, gender, marital status).

Methods

Design

The study protocol is described elsewhere, inclusive of details about power analyses and measures [45]. There were minimal deviations from the protocol in the conduct of the trial; the major exception was that, due to difficulties in contacting and engaging participants, we were not able to undertake all the intended posttreatment assessments (eg, posttreatment structured diagnostic interviews). Rather, we focused on conducting as many telephone-administered OCD severity (YBOCS) interviews as possible. Subsequently, analyses are based on OCD severity and associated recovery (as defined below). Our evaluation framework was based on the work of Öst [47], who has developed a psychotherapy outcome study methodology rating form. In summary, the study conformed to Consolidated Standards of Reporting Trials (CONSORT) requirements [48]; participants were randomized post baseline interview into the active treatment (iCBT) or control condition (iPRT) using an independent automated computer-generated randomization sequence that could not be forecast or modified by the researchers. Stratified randomization was used to achieve gender balance between groups. The randomization was coordinated by an independent statistician. This paper compares pre- to posttreatment OCD outcomes using between- and within-group results. Posttreatment assessments were blind to treatment condition.

Participants, Recruitment, and Measures

Participants were recruited by referral from primary care physicians and mental health professionals and through self-referral. Information about the study was publicized on a webpage, on an affiliated online mental health treatment
webpage [49], on YouTube and via online advertisements on Facebook, and in mail-outs to Australian mental health professionals. Recruitment for the trial started in early 2013, preintervention assessments commenced in July 2013, and the last postintervention assessment was conducted in July 2014. From 1298 people who registered initial interest either online or via telephone, 238 participants provided consent and completed the pretreatment interview via telephone. Inclusion criteria were: (1) Australian resident; (2) aged 18 years or over; (3) fit the then-current Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, Text Revision (DSM-IV-TR) criteria for a primary diagnosis of OCD [50] where hoarding was not the primary symptom as assessed by the Structured Clinical Interview for DSM-IV Axis 1 Disorders, Clinician Version (SCID-CV) [51]; (4) no current psychosis, substance abuse, head injury, or neurological disorder; (5) no current active suicidal ideation or, if high risk (eg, history of suicidal behavior) then had appropriate psychosocial supports during the course of the trial; and (6) access to a computer. Participant flow is shown in Figure 1. Participant numbers were consistent with those anticipated from our initial power analysis [42] that expected a large effect for iCBT, a moderate effect size for iPRT, power at 80%, and a standard deviation of 5 for the distribution of mean change with significance set at 5% (alpha=.05). We did not collect the planned additional 20% of participants as the research funding period was ending. We ceased recruitment of participants after reaching numbers that were anticipated from the power analyses.

This paper focuses on the major outcome measures. Participants were enrolled by the study coordinator who allocated participants to a pretreatment assessor, the treatment condition on the basis of the randomization process, and an e-therapist. Applicants who met inclusion criteria (N=179) were assessed for baseline OCD severity with the telephone-administered clinician-rated YBOCS [34] and comorbid diagnoses were assessed with the SCID-CV [51]. The SCID-CV is the gold standard in structured diagnostic interviews, and the clinician-rated YBOCS has shown excellent reliability (eg, interrater reliability) and convergent validity with other measures of OCD [52]. Internal consistency for the YBOCS in our sample was acceptable (Cronbach alpha=.75). In addition to assess baseline depressive and anxiety symptoms and consistent with our previous research [53], the Hamilton Depression Rating Scale (HAM-D) [54] and the Hamilton Anxiety Rating Scale (HAM-A) [55] were used. Internal consistencies of the HAM-D (Cronbach alpha=.78) and HAM-A (Cronbach alpha=.79) were acceptable. Two questions were used to assess baseline treatment expectancies (“I believe this treatment is likely to be effective” and “I believe this treatment is likely to result in permanent improvement”); the questions were scored on a 5-point Likert scale ranging from strongly disagree (0) to strongly agree (4), and a composite score of the 2 items was calculated (Spearman-Brown coefficient=.80) to assess treatment expectancies in a subsample across the 2 intervention groups (96/179, 53.6% of the total sample).

Assessors (n=26) were either licensed psychologists or supervised students undertaking a masters or professional doctorate in clinical psychology. An experienced clinical psychologist trained all assessors in psychiatric diagnosis and structured interviews and reviewed all case inclusions. All assessors were trained through the use of videos and clients from the University Psychology Clinic until there was 100% consistent agreement with the senior assessor. Assessors were blind to treatment condition allocation. To examine the reliability between assessors, intraclass correlations (ICC) of YBOCS total scores were calculated; there was a high agreement between assessors (ICC=.94, 95% CI 0.68-0.99).

The overall sample was 65.7% female (117/179) and on average aged 33.4 (SD 9.9) years. The majority of participants had at least a bachelor degree (98/179, 54.7%) and were in de facto relationships or were married (87/179, 48.6%). On average, the sample reported having experienced OCD symptoms for almost 14 years (mean 13.7 [SD 0.8] years, range 1-49), with a current YBOCS rating of 21.94 (SD 0.49) and range 7-36. Almost half of the sample (84/179, 46.9%) reported moderate OCD symptoms (YBOCS 16-31); the other participants reported either mild (YBOCS 8-15; 21/179, 11.7%) or extreme OCD symptoms (YBOCS 32-40; 9/179, 5.0%). At the start of the trial, approximately one-third (66/179, 36.9%) of participants were receiving another form of psychological treatment and two-thirds (124/179, 69.3%) were on medication, with no changes in these allowed during the trial and randomization meaning there were no differences at baseline between the 2 conditions (see Tables 1 and 2).

Interventions

Both intervention groups used their personal computer or laptop to access the intervention modules; weekly emails by the e-therapist were sent to the email address provided in the baseline assessment. There was no charge for treatment. Participants were not offered any direct incentives but had the opportunity to enter a raffle to win 1 of 3 tablet computers if they completed all assessments. This incentive was only offered midway through the trial as a way to increase questionnaire completion. Note that the incentive was not provided to complete the program but rather to complete the assessments. Previous research and our experience with delivery of treatment programs has indicated that assessment completion does not reflect program completion, with a large portion of individuals completing programs but not the final assessment [56,57].
Figure 1. Consolidated Standards of Reporting Trials flow diagram of study. iCBT: internet-based cognitive behavioral therapy; iPRT: internet-based progressive relaxation training; OCD: obsessive-compulsive disorder.
Table 1. Sociodemographic characteristics of the internet-based cognitive behavioral therapy (iCBT) and internet-based progressive relaxation therapy (iPRT) groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>iCBT group</th>
<th>iPRT group</th>
<th>Test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n(^a)</td>
<td>Value</td>
<td>n(^a)</td>
<td>Value</td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td>88</td>
<td>32.59 (9.86)</td>
<td>87</td>
<td>34.23 (9.88)</td>
</tr>
<tr>
<td># of children, mean (SD)</td>
<td>81</td>
<td>0.79 (1.17)</td>
<td>84</td>
<td>0.95 (1.33)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>89</td>
<td>Male</td>
<td>31 (34.8)</td>
<td>30 (33.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Female</td>
<td>58 (65.2)</td>
<td>59 (66.3)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>84</td>
<td>At most secondary school</td>
<td>38 (45.2)</td>
<td>35 (40.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bachelor degree</td>
<td>33 (39.3)</td>
<td>31 (35.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Postgrad degree</td>
<td>13 (15.5)</td>
<td>21 (24.1)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>82</td>
<td>Married/de facto</td>
<td>43 (52.4)</td>
<td>44 (53.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Never married</td>
<td>35 (42.7)</td>
<td>30 (36.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other</td>
<td>4 (4.9)</td>
<td>8 (9.8)</td>
</tr>
<tr>
<td>Working, n (%)</td>
<td>67</td>
<td>No</td>
<td>11 (16.4)</td>
<td>13 (19.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Part-time</td>
<td>18 (26.9)</td>
<td>21 (30.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full-time</td>
<td>38 (56.7)</td>
<td>34 (50.0)</td>
</tr>
</tbody>
</table>

\(^{a}\) Sample size varies due to missing data; N=179 randomized for treatment, n=89 allocated to iCBT, n=90 allocated to iPRT.

Both conditions comprised 12 modules delivered online over a 12-week period. Participants were encouraged to complete 1 module per week for the duration of treatment but all aspects of the program could be accessed from the beginning. Both conditions included online psychoeducational information, weekly homework tasks, downloadable worksheets, and audio files. All participants received a single email per week from a remote therapist irrespective of how many emails participants had sent; participants were free to email as often as they wished. If no emails were received from participants, 2 further reminder emails were sent. Emails to participants aimed to monitor progress, provide support and encouragement, and assist in tailoring the treatment to participants’ problems, in line with the online content of their allocated condition. Therapist time spent on emails ranged from 0 to 15 minutes per week per participant during the treatment phase for each of the iCBT and iPRT conditions. If participants did not log into the treatment modules the previous week, they were reminded to do so by their e-therapist in the weekly emails.

Therapists (n=10) were either psychologists or students undertaking a masters or professional doctorate in clinical psychology and underwent an online training module for e-therapists working within the Mental Health Online platform [49]. An experienced clinical psychologist provided biweekly supervision of therapists to maintain adherence to intervention-relevant treatment integrity and ensure clinicians preserved adherence to the time limits expected for responding to emails.

iCBT (see Table 3 for program content) comprised 12 modules with psychoeducation about OCD, anxiety, and an introduction to CBT, along with mood and behavior management strategies. Exposure and response prevention (ERP) strategies were covered along with instructions and examples on how to construct a range of hierarchies and how to conduct ERP. Cognitive therapy techniques (eg, cognitive restructuring, behavioral experiments) targeting OCD-specific cognitive styles (such as inflated responsibility or overestimation of threat, importance/control of thoughts, perfectionism, and uncertainty intolerance beliefs) were also provided. Relapse prevention strategies (eg, problem solving, risk identification) were introduced toward the end of the treatment. The importance of daily practice was emphasized with a focus on enablers of and barriers to maintenance of CBT. Audiovisual content, case stories, demonstrations of techniques, downloadable audio content and worksheets, and expert commentary were provided throughout the program.

The control condition (see Table 3 for program content) was a 12-module iPRT program adapted from Bernstein et al [40]. Participants received basic information about OCD, on the relationship of OCD to anxiety, and an introduction to CBT, along with mood and behavior management strategies. The importance of daily practice was emphasized with a focus on enablers of and barriers to maintenance of CBT. Audiovisual content, case stories, demonstrations of techniques, downloadable audio content and worksheets, and expert commentary were provided throughout the program.
instructed on how to achieve a state of deep relaxation in increasingly shorter periods and control excess tension in stress-inducing situations. Participants sequentially tensed and released muscle groups in order to achieve maximum states of relaxation, with the number of muscle groups decreasing over the 12 modules. Participants had access to downloadable audio and written material to guide their progressive relaxation training. ERP, cognitive therapy, and other CBT elements were not included in the iPRT program. Participants randomized into iPRT were aware that they would have the option of taking up iCBT at the end of their allotted condition (ie, iCBT post-iPRT).

**Statistical Analyses**

All analyses were conducted with SPSS Statistics version 22 (IBM Corp) using the YBOCS as the primary outcome measure. Group differences in demographic data and pretreatment measures were analyzed with 1-way analyses of variance and chi-square tests. Mixed-models analyses employing an autoregressive covariance structure and restricted maximum likelihood estimation were used to analyze changes in YBOCS scores from pre- to posttreatment in an intention-to-treat (ITT) analysis while controlling for age due to a significant age effect for attrition. Effect sizes (Cohen $d$) with 95% standardized confidence intervals were calculated for both within-group and between-group effects based on observed means and the pooled standard deviations.

The following criteria of clinical significance were used: a person was deemed to have made a reliable improvement if, at pretreatment, a score of 16 or greater was reported on the YBOCS and more than 6 units improvement were observed (ie, approximately 1 standard deviation) during treatment. A YBOCS score of 16 has traditionally been regarded as the cutoff score to indicate clinical significance in OCD trials [23], although some literature regards a cutoff of 14 as more appropriate [58,59]. We took the traditional approach (ie, using a cutoff of 16 on the YBOCS) in our main analysis but also examined the data using the more conservative approach.

Linear regression analyses were used to examine the effect of pretreatment YBOCS levels on the improvement of OCD severity for the 2 treatment groups separately. Additional regression analyses were performed using the total sample to test effects of sociodemographic variables and indicators of disability on YBOCS improvement levels.

**Table 2.** Baseline clinical characteristics of the internet-based cognitive behavioral therapy (iCBT) and internet-based progressive relaxation therapy (iPRT) groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>iCBT group</th>
<th>iPRT group</th>
<th>Test</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>YBOCS$^b$, mean (SD)</td>
<td>89</td>
<td>88</td>
<td>$F_{1,175}=0.18$</td>
<td>.67</td>
</tr>
<tr>
<td>Years since onset of OCD$^c$, mean (SD)</td>
<td>67</td>
<td>71</td>
<td>$F_{1,136}=2.64$</td>
<td>.11</td>
</tr>
<tr>
<td>GAF$^d$ scale, mean (SD)</td>
<td>80</td>
<td>74</td>
<td>$F_{1,152}=1.63$</td>
<td>.20</td>
</tr>
<tr>
<td>HAM-D$^e$ scale, mean (SD)</td>
<td>88</td>
<td>87</td>
<td>$F_{1,173}=0.79$</td>
<td>.38</td>
</tr>
<tr>
<td>HAM-A$^f$ scale, mean (SD)</td>
<td>88</td>
<td>86</td>
<td>$F_{1,172}=0.78$</td>
<td>.38</td>
</tr>
<tr>
<td># hospitalizations, mean (SD)</td>
<td>85</td>
<td>86</td>
<td>$F_{1,170}=2.44$</td>
<td>.12</td>
</tr>
<tr>
<td>Treatment expectancy, mean (SD)</td>
<td>50</td>
<td>46</td>
<td>$F_{1,94}=0.21$</td>
<td>.65</td>
</tr>
<tr>
<td>Other current psychological treatment, n (%)</td>
<td>76</td>
<td>75</td>
<td>$\chi^2=0.83$</td>
<td>.36</td>
</tr>
<tr>
<td>No</td>
<td>40 (52.6)</td>
<td>45 (60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (47.4)</td>
<td>30 (40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current medication, n (%)</td>
<td>85</td>
<td>85</td>
<td>$\chi^2=0.48$</td>
<td>.49</td>
</tr>
<tr>
<td>No</td>
<td>25 (29.4)</td>
<td>21 (24.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>60 (70.6)</td>
<td>64 (75.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td>82</td>
<td>78</td>
<td>$\chi^2=0.13$</td>
<td>.72</td>
</tr>
<tr>
<td>No</td>
<td>19 (23.2)</td>
<td>20 (25.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>63 (76.8)</td>
<td>58 (74.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Sample size varies due to missing data; N=179 randomized for treatment, n=89 allocated to iCBT, n=90 allocated to iPRT.

$^b$YBOCS: Yale-Brown Obsessive-Compulsive Scale.

$^c$OCD: obsessive-compulsive disorder.

$^d$GAF: Global Assessment of Functioning.

$^e$HAM-D: Hamilton Depression Rating Scale.

$^f$HAM-A: Hamilton Anxiety Rating Scale.
Table 3. Content of the intervention modules for therapist-assisted internet-based cognitive behavioral therapy and progressive relaxation therapy.

<table>
<thead>
<tr>
<th>Intervention and modules</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>iCBT</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>
| 1-3                      | - Psychoeducation about OCD<sup>b</sup> and anxiety  
                           - Introduction to CBT  
                           - Mood management strategies (eg, activity scheduling) |
| 4-6                      | - Exposure and response prevention strategies (eg, construction of fear hierarchies) |
| 7-9                      | - Cognitive therapy techniques (eg, cognitive restructuring) targeting OCD-specific cognitive styles (eg, inflated responsibility or overestimation of threat, importance of control of thoughts) |
| 10-12                    | - Relapse prevention strategies (eg, problem solving, risk identification, contingency management, and mindfulness techniques) |
| **iPRT**<sup>c</sup>     |          |
| 1-3                      | - Psychoeducation about OCD and anxiety  
                           - Introduction to PRT  
                           - Sequential tensing and releasing of 16 muscle groups |
| 4-5                      | - Sequential tensing and releasing of 7 muscle groups |
| 6-7                      | - Sequential tensing and releasing of 4 muscle groups |
| 8-11                     | - Releasing of muscle groups without tension component (relaxation through recall) |
| 12                       | - Mental summary of previously learned techniques |

<sup>a</sup>iCBT: internet-based cognitive behavioral therapy.  
<sup>b</sup>OCD: obsessive-compulsive disorder.  
<sup>c</sup>iPRT: internet-based progressive relaxation therapy.

**Results**

**Examination of Covariates**

All analyses were conducted with and without using pretreatment YBOCS, depression, and anxiety scores as covariates. Inclusion of covariates did not change the pattern of results; thus, results not including covariates are reported. In addition, Pearson correlations were conducted between pretreatment anxiety and depression and posttreatment YBOCS scores, revealing only a marginal influence of the covariates on posttreatment OCD severity; HAM-A $r_{119}$=1.19 and HAM-D $r_{120}$=1.14. Results were compared with those obtained using a completer sample. For the completer analyses, cases were used only if pre- and postintervention OCD severity data (ie, YBOCS) was available. Little’s MCAR test supports the assumption of data missing completely at random for pre- and postintervention YBOCS, HAM-D, and HAM-A across the 2 conditions indicated that data were missing at random ($\chi^2_1=1.02$, $P=.31$).

**Baseline Differences and Completers**

There were no significant differences between the groups on demographic or mental health variables (all $P>.05$; Tables 1 and 2). In addition, there were no significant differences in treatment expectancies ($F_{1,94}$=0.21, $P=.64$; see Tables 1 and 2). From the iCBT group, 7% of participants (6/89) discontinued the treatment compared to 10% of participants (9/90) in the iPRT group; this difference was not statistically significant ($\chi^2_1=0.62$, $P=.43$). Common reasons offered for ceasing the treatment in both conditions were other life commitments: 2 participants from the iCBT group dropped out because they did not find the treatment helpful, and 4 participants from the iPRT group indicated that the treatment was not specific to OCD, not effective, or that they would prefer to receive the CBT intervention (see Figure 1). Combining participants who discontinued treatment and/or did not complete the posttreatment assessment, there were more such participants in the iCBT group (37/89, 42%) compared to the iPRT group (27/90, 30%); however, this difference was not statistically significant ($\chi^2_1=2.61$, $P=.11$). No significant differences ($P>.05$) were found between participants who did and did not complete posttreatment assessments on gender, education, marital status, number of hospitalizations, pretreatment YBOCS scores, whether participants had received any kind of treatment or medication in the month prior to commencing the study, or baseline treatment expectancies. However, there was a significant difference on age, with younger participants less likely to complete the posttreatment assessment ($F_{1,173}=4.14$, $P=.04$), making an ITT analysis advisable. Posttreatment completion rates increased on average by 3.4% for each year of age (95% CI 0.1%–6.7%).

Pre-Post Treatment Improvements

Means and standard deviations at pre- and posttreatment for the YBOCS are shown in Table 4, while Figure 2 shows the pattern of results. In order to test whether participants in the iCBT group showed greater improvement in OCD severity compared to improvements in the iPRT group, changes in YBOCS scores from pre- to posttreatment across the 2 treatment groups (ie, iCBT vs iPRT) were analyzed while controlling for age.

No negative experiences were reported at posttreatment for participants in the iCBT or iPRT interventions. Results for the ITT sample showed a significant main effect for time \((F_{1,114}=11.75, \ P=.001)\) and a significant main effect for time \((F_{1,148}=83.52, \ P<.001)\); however, there was no significant main effect of group \((F_{1,180}=3.58, \ P=.06)\), suggesting that both treatment groups improved over time but the iCBT group showed greater improvement compared to the iPRT group. These results were replicated in the completers sample: time \(\times\) group interaction effect \((F_{1,107}=6.91, \ P=.01)\), main effect for time \((F_{1,107}=110.05, \ P<.001)\), and main effect for group \((F_{1,109}=3.61, \ P=.06)\).

Paired \(t\) tests were conducted to test within-group improvements on the YBOCS. A \(t\) test comparing pre- and post-iCBT scores was statistically significant \((t_{66}=7.90, \ P<.001)\); on average participants in the intervention group (iCBT) improved by 6.40 units on the YBOCS (95% CI 4.78–8.03). A second \(t\) test comparing pre- and post-iPRT scores was also significant \((t_{66}=3.92, \ P<.001)\); on average participants in the control group (iPRT) improved by 2.90 units on the YBOCS (95% CI 1.43–4.38). There were large improvements in OCD severity from pre- to posttreatment in the iCBT group and medium-to-large improvements in the iPRT group (see Table 4).

Post-Internet-Based Progressive Relaxation Therapy Improvement

In order to compare overall improvement in OCD severity between the iCBT cohort and the group undertaking iPRT followed by iCBT (iCBT–post-iPRT), changes in YBOCS scores from pretreatment (either condition) to post-iCBT treatment were analyzed while controlling for age: ITT analysis indicated a significant main effect for time \((F_{1,115}=116.31, \ P<.001)\); however, there was no significant interaction effect for time \(\times\) group \((F_{1,115}=0.23, \ P=.63)\), suggesting that the combined iPRT/iCBT condition was no more effective than the iCBT condition on its own.

A \(t\) test comparing pre-iCBT and post-iCBT scores in the group that had previously received the iPRT intervention (iCBT–post-iPRT) was significant \((t_{48}=4.03, \ P<.001)\); after having received the iPRT treatment, participants who continued with the iCBT treatment improved on average by 3.14 units on the YBOCS (95% CI 1.56–4.72). Moderate improvements were found from pre-iCBT to post-iCBT for the group that had previously received the iPRT treatment (iCBT–post-iPRT) (Table 5). Figure 2 presents the estimated means across the 2 treatments including standard error bars.

Reliable Improvement and Reliable Recovery

Using the previously discussed definition for reliable improvement (ie, at least a 6-unit YBOCS change) and reliable recovery (reliable improvement plus YBOCS below 16 at posttreatment), for the ITT analysis there were statistically significant differences between the 2 treatments for both of these variables (Table 6). Of the people with YBOCS scores of at least 16 prior to the iCBT treatment, 49% (25/51) showed an improvement of at least 6 units and 33% (17/51) made a reliable recovery. For the iPRT treatment, 29% (16/55) of the people with a YBOCS score of at least 16 prior to treatment showed an improvement of more than 6 units, however, only 11% (6/55) made a reliable recovery. Note that only 1 participant with a YBOCS score initially below 16 showed an improvement of at least 6 units. Using more conservative criteria defined by Fisher and Wells [58] (YBOCS cutoff <14 and reliable change of YBOCS >10), 18% (9/51) of the iCBT were considered to have been reliably recovered compared to 6% (3/55) of the iPRT group; this difference was statistically significant \((\chi^2_{1}=3.92, \ P=.048)\).

We also identified 4 participants who had deteriorated at posttreatment (ie, deterioration of at least 6 units in YBOCS severity scores and an overall posttreatment YBOCS score above 16): 3 participants in the iPRT and 1 participant in the iCBT condition. Demographic variables were comparative to the rest of the sample (eg, age, education, gender); however, pretreatment severity scores tended to be lower compared to the rest of the sample (YBOCS mean 18.75 [SD 6.50], HAM-D mean 8.50 [SD 7.14], HAM-A mean 11.00 [SD 10.03]).

Prediction of Obsessive-Compulsive Disorder Severity Improvement Using Pretreatment Characteristics

Using regression analyses, the effect of pretreatment YBOCS scores on levels of improvement was compared for the iCBT and iPRT treatments. For the iCBT treatment, there was a significant positive relationship between pretreatment severity and improvement levels \((t_{55}=2.37, \ P=.02)\) with an average improvement of 0.58 units for each additional unit on the pretreatment YBOCS. For the iPRT treatment, there was also a significant positive relationship between pretreatment severity and improvement levels \((t_{65}=2.59, \ P=.01)\) with an average improvement of 0.43 units for each additional unit for the pretreatment YBOCS. However, this difference in average improvements between the 2 treatments was not significant \((t_{121}=0.90, \ P=.37)\). These results suggest that both treatments are more effective for individuals with higher initial OCD severity.
Table 4. Changes in the Yale-Brown Obsessive-Compulsive Scale scores from pre- to postintervention.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Preintervention mean (SD)</th>
<th>Preintervention SE</th>
<th>Postintervention mean (SD)</th>
<th>Postintervention SE</th>
<th>Effect size, Cohen d (95% CI)</th>
<th>Between</th>
<th>Within</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITT(^c) analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT(^d) YBOCS(^e) score (n=89)</td>
<td>22.44 (5.36)</td>
<td>.61</td>
<td>15.86 (5.65)</td>
<td>.74</td>
<td>1.05 (0.72-1.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPRT(^f) YBOCS score (n=90)</td>
<td>22.13 (5.73)</td>
<td>.62</td>
<td>19.15 (6.45)</td>
<td>.69</td>
<td>0.48 (0.22-0.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completer analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iCBT YBOCS score (n=52)</td>
<td>22.18 (5.61)</td>
<td>.81</td>
<td>15.26 (5.01)</td>
<td>.81</td>
<td>1.24 (0.87-1.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPRT YBOCS score (n=63)</td>
<td>22.64 (6.02)</td>
<td>.62</td>
<td>18.49 (6.35)</td>
<td>.76</td>
<td>0.78 (0.49-1.08)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Estimated marginal mean and standard deviation based on a mixed model analysis.

\(^b\)SE: standard error.

\(^c\)ITT: intention-to-treat.

\(^d\)iCBT: internet-based cognitive behavioral therapy.

\(^e\)YBOCS: Yale-Brown Obsessive-Compulsive Scale.

\(^f\)iPRT: internet-based progressive relaxation therapy.

Figure 2. Pre- and post-internet–based cognitive behavioral and progressive relaxation therapy estimated means including standard error bars. iCBT: internet-based cognitive behavioral therapy, iPRT: internet-based progressive relaxation therapy, YBOCS: Yale-Brown Obsessive-Compulsive Scale.
Finally, separate regression analyses were performed using the total sample and the iCBT and iPRT groups. In the first regression model using the total sample, sociodemographic variables (gender, age, number of children, education, and marital status) were used to predict improvements in YBOCS scores. None of the sociodemographic variables explained a significant amount of variance in YBOCS improvement scores ($F_{3,96}=0.42, P=.84$). In a second regression model, indicators of disability (pretreatment global assessment of functioning, depression, anxiety scores, medication, number of hospitalizations) were used as predictors for YBOCS change scores in a subgroup of participants for whom full disability data sets were available, and none of these indicators explained a significant amount of variance in YBOCS improvement scores ($F_{5,95}=2.06, P=.08$). However, note that due to an administrative error, sociodemographic and disability data were not available for all participants. Nonetheless, there were no differences in pretreatment YBOCS scores between participants with and without missing sociodemographic ($t_{135}=1.28, P=.20$) and disability data ($t_{173}=0.62, P=.53$) used in the regression analyses.

In line with the results for the total sample, none of the sociodemographic variables or the indicators of illness severity were significant predictors for YBOCS change scores in the iCBT or iPRT group except pretreatment depression scores predicting YBOCS improvement scores in the iPRT group ($t_{43}=2.41, P=.02$), suggesting that participants with higher initial depressive symptoms showed greater YBOCS improvement scores; with every point on the HAM-D, participants in the iPRT group improved on average by 0.5 points more on the YBOCS.

**Table 5.** Changes in the Yale-Brown Obsessive-Compulsive Scale scores for participants in the progressive relaxation versus cognitive behavioral therapy groups.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Post-iPRTa (mean (SD)c)</th>
<th>SEd</th>
<th>Post-iCBT (post-iPRTa) (mean (SD)c)</th>
<th>SE</th>
<th>Effect size (Within), Cohen d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITT analysis (n=58)</td>
<td>19.15 (6.45)</td>
<td>.69</td>
<td>16.16 (6.89)</td>
<td>.81</td>
<td>0.55 (0.21-0.88)</td>
</tr>
<tr>
<td>Completer analysis (n=46)</td>
<td>18.49 (6.35)</td>
<td>.76</td>
<td>15.26 (5.01)</td>
<td>.78</td>
<td>0.55 (0.22-0.88)</td>
</tr>
</tbody>
</table>

aPost-iPR: postintervention internet-based progressive relaxation therapy.
cEstimated marginal mean and standard deviation based on a mixed model analysis.
dSE: standard error.
eITT: intention-to-treat.

**Table 6.** Reliability of improvement and recovery for intention-to-treat analysis at posttreatment.

| Treatment | Reliable improvement | | | Reliable recovery | | | |
|-----------|----------------------|---|---|-------------------|---|---|
|           | n (%) | $\chi^2$ | $P$ value | n (%) | $\chi^2$ | $P$ value |
| iCBTa (n=51) | 25 (49) | 4.43 | .04 | 17 (33) | 7.83 | .01 |
| iPRTb (n=55) | 16 (29) | N/Ad | N/A | 6 (11) | N/A | N/A |

aICBT: internet-based cognitive behavioral therapy.
biPRT: internet-based progressive relaxation therapy.
cN/A: not applicable.

**Discussion**

**Principal Findings**

Access to evidence-based treatment for psychological disorders can be facilitated by the digital revolution and the advent of online CBT, which is seen as an important component of contemporary mental health policies [60]. Such access is particularly important for a mental health condition such as OCD, which requires specialized treatment and is prone to effects of low help-seeking due to shame and stigma associated with the disorder [61]. This RCT aimed to evaluate the effect of therapist-assisted iCBT for OCD compared to an analogous active iPRT condition. This paper reports pre-post findings, with upcoming papers reporting follow-up findings and patterns of use associated with outcome.

Our findings demonstrate the large magnitude effect of a therapist-assisted iCBT for OCD. The study also established that a structured iPRT was efficacious, albeit less so than the iCBT intervention. While the addition of iCBT sequentially immediately following iPRT led to further significant symptom amelioration, the combined treatment was no more efficacious than iCBT alone. A similar pattern of results was found when we examined reliable improvement (ie, at least a 6-unit YBOCS change) and reliable recovery (reliable improvement plus YBOCS below 16). The iCBT condition was superior to iPRT, with around half of those in the iCBT treatment making a reliable improvement and a third making a reliable recovery compared to only 29% and 11%, respectively, in the iPRT condition. An exploration of predictors of treatment response found that pretreatment OCD symptom severity was the only significant predictor of change. No sociodemographic or...
psychopathology severity variables predicted improvement. The small number of participants who deteriorated presented with an interesting profile; they tended to have lower severity scores on OCD, depression, and anxiety. This is contrary to what one might expect; however, previous literature has not generally reported deterioration statistics, although the relevant samples have been very small. The characterization of participants undertaking internet-based therapies who deteriorate is an important future research question and will require greater power, given the small numbers.

The magnitude of symptom amelioration is largely commensurate with previous studies of iCBT treatment indicating large effect sizes [32,62], although posttreatment YBOCS scores in this study were slightly higher than those reported in previous trials, while pretreatment YBOCS were either on par or slightly higher [33,35]. Our study used a more rigorous design by including an active control group that was comparable in terms of amount of content, prescribed therapist time, and mode of delivery, providing strong support for the efficacy of the specific CBT interventions over and above the effect of more general factors such as therapist support and time in treatment. While an inactive control might have been a useful addition from a design perspective, ethical considerations precluded this. Note that previous comparisons of iCBT against treatment as usual indicated no significant effects for the inactive control [36]. Overall, the findings support the notion that iCBT is an effective treatment for OCD, a disorder characterized particularly by shame, stigma, delayed help-seeking, and poor access to expert treatment [21-25].
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One of the more interesting findings from this trial was that iPRT is moderately efficacious if embedded within a framework of managing anxiety in OCD situations, although results may have been influenced by a biased sample that maintained adherence in order to undertake iCBT. While older trials had previously concluded that the efficacy of PRT was limited for OCD [41], a more recent study by Twohig et al [17] reported that PRT had a large magnitude effect in an RCT, raising the possibility that PRT is more efficacious than had been believed in the treatment of OCD. For ethical and practical purposes, we embedded the PRT within the context of coping with anxiety in OCD-relevant situations rather than merely engaging participants in decontextualized progressive muscular relaxation training, meaning that participants may have found the information to be more personally relevant than in some PRT protocols. A recent online applied relaxation program was found to be effective in the management of anxiety in panic disorder [44]; hence, the anxiety management component of iPRT may have moderate but significant specific benefits in OCD.

Regardless of the reasons, while there was satisfactory adherence and relatively good effects for iPRT, these were still limited relative to iCBT, and the combined iPRT/iCBT did not perform any better than iCBT alone. Nonetheless, while guidelines to use CBT over interventions such as PRT are supported by the current findings, iPRT may prove useful in cases where the individual’s capacity or willingness to undertake CBT is compromised. Future studies could examine the characteristics of affected individuals who respond specifically to the use of iPRT.

Future research will also need to pay greater attention to mechanisms of change. What is the impact on outcome of specific components of treatment protocols, treatment length or integrity, amount of time spent by assessors in interviewing participants, content of messages sent by therapists in responding to participant emails, and markers of degree of engagement with or by therapists? In this study, therapists were instructed to spend no more than 15 minutes per participant in writing responses to emails (ie, maximum 180 minutes per participant over 12 weeks). While some participants did not use the opportunity to write to their therapist, others wrote multiple emails with copious details. Investigating the impact of markers of engagement (eg, number of emails sent to therapist, number of words written in emails) could provide greater insights into mechanisms of change. Alternatively, examining therapeutic alliance and time spent on the modules and degree of homework adherence [67] could also inform about treatment processes. As our previous examination of an automated version of this iCBT indicated medium effect sizes in an uncontrolled naturalistic study [68], factors related to therapist assistance are likely to be important in facilitating greater efficacy in online programs. A following paper will examine some of these issues.

Given the evidence for the efficacy of this intervention alongside other RCTs using iCBT for OCD, we believe that such interventions hold promise as a routine treatment for individuals with OCD, particularly those with similar symptoms as in this study (eg, a majority with mild-moderate symptoms). For example, Andrews and Williams [69] note that 19 out of 20 individuals in their clinic, when given the option, chose iCBT over traditional CBT, meaning the iCBT became the standard treatment. This would be particularly the case for disorders such as OCD, where knowledge of treatment in the health care community has been low [23] and where availability of treatment is consequently limited [24,25]. The flexibility of the protocol means that various treatment constellations could be used. For example, our treatment center (which is subsidized by the Australian Government Department of Health and Ageing) currently offers a free automatic version of the therapy as well as a low-cost therapist-assisted version. Alternatively, community-based clinicians could be trained to provide motivational support while prescribing online training modules as the main component of treatment and then providing limited or brief face-to-face or telehealth support where required (eg, if patients experience difficulties in implementing ERP). This could minimize costs and maximize the advantages of internet-based treatment irrespective of funding models for mental health services. Alternatively, online programs can be used within a stepped care framework, which has been found to be effective in the treatment of anxiety [70].

Limitations and Strengths
A number of limitations have already been discussed throughout the paper. These include the lack of an inactive control arm, high rate of dropout at posttreatment assessment, and available data being biased toward older participants. Nonetheless, based on the evaluation framework from Öst [47], our study has several strengths. Broad recruitment strategies were used and participants were only excluded if they met primary criteria for other major disorders or reported current active suicidal ideation; thus, we are confident that the sample constituted a good representation of patients seeking online treatment for OCD. Furthermore, the use of well-trained blind evaluators, structured interviews to establish initial clinical diagnosis, and psychometrically sound outcome measures added to the quality of our study. Although the clinician contact was limited to 1 email per week for each participant, all therapists were trained using an online training module for e-therapists and supervised biweekly by an experienced clinical psychologist trained in e-therapy who provided supervision of e-therapists ensuring ongoing checks for treatment adherence and therapist competence. Equality of treatments, bone fide nature of the control condition, randomization to treatment condition, equality of maximum therapist engagement, and control of concomitant treatments were all strengths of this RCT. Although ITT analyses were used to control for this, participant attrition from data collection was a distinct limitation and may have impacted effect sizes.

Conclusions
Overall, this paper established the large magnitude effect of a 12-module therapist-assisted iCBT program for OCD and the moderate magnitude effect of iPRT when embedded within the framework of coping with anxiety in OCD-relevant situations. The iCBT program was significantly more efficacious than iPRT, and the sequential addition of iCBT immediately following iPRT was no more efficacious than iCBT alone. Recovery rates were not as high as those reported in previous literature, although participant characteristics and recruitment
strategies may account partially for these findings. While only pretreatment OCD symptom severity predicted outcome, younger people were more likely to drop out before assessment. Nonetheless, the study supported iCBT as a useful form of treatment for OCD, a disorder characterized by shame, delayed help-seeking, and poor access to expert treatment. The integration of digitally delivered treatment options into health systems and policies therefore seems an important development in managing the mental health challenges of communities.
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Abstract

Background: The 7-item Game Addiction Scale (GAS) has been validated under standard confirmatory factor analysis and exhibits good psychometric properties. Whether this scale satisfies the necessary conditions for consideration by item response theory (IRT) modeling remains unknown. However, the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition (DSM-5) recently proposed criteria, in its section 3, to define internet gaming disorder (IGD) to promote research on this possible condition.

Objective: The objective of our study was to (1) analyze GAS in the context of IRT (graded-response) modeling; (2) investigate differential item functioning (DIF), a feature of IRT modeling, in 2 subsamples; and (3) contribute to the ongoing (IGD) debate related to the validity of the DSM-5 criteria using GAS items as a proxy.

Methods: We assessed 2 large representative samples of Swiss men (3320 French-speaking and 2670 German-speaking) with GAS.

Results: All items comprised high discrimination parameters. GAS items such as relapse, conflict, withdrawal, and problems (loss of interests) were endorsed more frequently in more severe IGD stages, whereas items related to tolerance, salience (preoccupation), and mood modification (escape) were endorsed more widely among participants (including in less severe IGD stages). Several DIF effects were found but were classified as negligible.

Conclusions: The results of the analyses partly support the relevance of using IRT to further establish the psychometric properties of the GAS items. This study contributes to testing the validity of the IGD criteria, although cautious generalization of our findings is required with GAS being only a proxy of the IGD criteria.

(J Med Internet Res 2018;20(8):e10058) doi:10.2196/10058
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internet addiction; internet gaming disorder; internet gaming; item response theory; game addiction scale
Introduction

In recent years, growing concerns have been expressed concerning public health issues related to excessive internet use [1] and online gaming [2,3], leading to numerous studies and debate about the possible addictive characteristics of some behaviors associated with the excessive use of internet games [4-7]. Thus, it is crucial to better understand and screen for potential disorders such as internet gaming addiction.

Many tools have been developed to this end, including the Game Addiction Scale (GAS) by Lemmens et al [8]. GAS was created to measure the following 7 criteria: salience, tolerance, mood modification, relapse, withdrawal, conflict, and problems. Validation of GAS in 2 samples of Dutch adolescent gamers showed good psychometric properties. GAS was, subsequently, cross-culturally validated with 2 independent samples from two linguistic regions in Switzerland [9]. Standard confirmatory factor analysis (CFA) results revealed that the scale behaves similarly in both regions except for one item (withdrawal). This item showed a lack of invariance.

Standard CFA and item response theory (IRT) are two popular methods for establishing measurement invariance. Although both approaches share a number of similarities, they differ in many ways [10]. For instance, standard CFA models account for the covariance between test items, whereas IRT models account for examinee item responses [11]. The main difference between these methods, however, is that the relationship between the latent construct and the true score at the item level is linear in the standard CFA framework but nonlinear in the IRT framework [10]. Indeed, standard CFA often uses linear regression, but IRT typically uses a logistic model to estimate the probability of various types of item responses and thus, to describe item functioning along a continuum [12]. Under IRT, the primary purpose of administering a psychometric test is to locate the person taking it on the latent trait scale. If such a latent trait measure can be obtained for each person taking the test, two goals can be achieved. First, the respondent can be evaluated for the severity of the characteristic of interest and second, respondents can be compared to assign severity grades [13] under the appropriate IRT model. Within the IRT family, the logistic graded-response model (GRM) is a cumulative probability model developed by Samejima [14] and designed for Likert-type items.

However, the use of traditional IRT modeling rests on the following three fundamental assumptions: unidimensionality, local independence, and monotonicity [15]. Unidimensionality means that the test measures only one dimension. Strongly related to unidimensionality, local independence means that the item should be uncorrelated after conditioning on the latent trait [16]. Finally, monotonicity means that the probability of endorsement of item response categories increases with higher levels of the latent trait. To the best of our knowledge, no study has tested GAS against the monotonicity assumption, although previous studies have reported inconsistent results regarding dimensionality and local independence. Although most studies have found support for a unidimensional factorial structure [8,17-19], this was not the case in a large Norwegian study [20], which reported a better fit for a correlated 2-factor structure that distinguished between what they interpreted as core and peripheral criteria items. Earlier work on the French and German validation of GAS conducted on the this sample reported a good fit to a unidimensional factor structure but only after allowing for the correlation of 6 error terms, which suggests some local dependencies. Of note, however, scales are rarely strictly unidimensional. Thus, it is more a matter of whether the data are adequately unidimensional to produce relatively unbiased parameters using an IRT model despite some multidimensionality [21].

Accordingly, the first aim of this study was to explore whether it is appropriate to analyze GAS using IRT modeling. IRT provides an interesting feature to investigate the equivalence in the meaning of subgroup items; when such equivalence does not hold for item parameters, it is called differential item functioning (DIF) [22]. In addition, such items are of concern because they present a potential threat to the validity of the test. Regarding the validation of GAS referred to earlier, the withdrawal item did not seem to operate equivalently for both linguistic regions [9]. Many hypotheses were invoked, including a lack of precision for this concept when applied to game use [23] and a statistically significant difference because of the large sample size. A potential limitation of the study was that only weak (equal loadings) and not strong invariance (equal loadings and intercepts or thresholds) was tested. In IRT terminology, measurement noninvariance differentiates between the nonuniform DIF (different discrimination parameter or loading) and uniform DIF (equal factor loading but different threshold). Hence, a further aim of this study was to investigate a possible DIF effect associated with the group membership within the IRT framework.

Considering the concerns and debates related to potential internet addiction [24], the American Psychiatric Association recently published, in section 3 (not yet accepted conditions requiring further research) of the Diagnostic and Statistical Manual for Mental Disorders, 5th Edition (DSM-5) [25], the diagnostic criteria for internet gaming disorder (IGD). IGD is defined as a “persistent and recurrent use of the internet to engage in games...leading to clinically significant impairment or distress...during the past 12 months as indicated by 5 or more out of 9 criteria.” These criteria are borrowed from substance use disorder and gambling disorder criteria [26], and the adequacy of such adaptation was criticized [4,7,27-29]. In particular, high engagement in video games might not always be considered an addiction but might simply reflect elevated healthy involvement [30].

In the context of the debates related to the IGD criteria, this study aims, in addition to its primary aims, to contribute to the discussion using the data driven by the analyses on a representative sample of young adult men.

Methods

Participants and Procedure

The data in this study are part of a longitudinal study, the Cohort Study on Substance Use Risk Factors, designed to assess...
substance and game use among young Swiss men. This study protocol was approved by the Lausanne University Medical School’s Ethics Committee for Clinical Research, and we obtained written informed consent from participants. The recruitment was conducted in 3 of 6 national army recruitment centers covering 21 of 26 cantons in the French- and German-speaking regions in Switzerland. Considering that military service is mandatory for adult men in Switzerland, the sample could be considered representative of their gender and age group.

During the recruitment period (August 2010–November 2011), 15,074 men received a mandatory appointment with the army recruitment center. Of 87.87% (13,245/15,074) men who were informed about the study, 57.10% (7563/13,245) provided their written consent to participate. Questionnaires were thus sent to their private addresses to ensure complete confidentiality of participants. Overall, 79.20% (5990/7563) participants completed the assessments (3320 French-speaking and 2670 German-speaking).

Instrument: Game Addiction Scale

We assessed participants with the 7-item version of GAS [8] translated into French and German. Because playing video games is often associated with other internet gaming-related behaviors (eg, gaming-related forums or chats and game broadcasts on apps such as YouTube) and considering that this was a large sample with diverse internet use habits who played a variety of games, the original 7-item GAS was modified to include the assessment of internet and gaming behaviors. For instance, the item “Do you play games to forget about real life?” was modified to “Do you play games or spend time on the Internet to forget about real life?” Each of the 7 items was preceded by the statement “During the last 6 months, how often...” and was scored on a 5-point Likert scale (1=never, 2=rarely, 3=sometimes, 4=often, and 5=very often).

GAS was developed before the publication of DSM-5 based on a model that maintains that all addictions consist of some components (eg, salience, mood modification, tolerance, withdrawal, conflict, and relapse) [31]. The scale, nonetheless, partially covers the DSM-5 IGD criteria [32] (Table 1) [8]. However, one of the DSM-5 criteria, “jeopardized or lost a relationship, job or educational or career opportunity,” is not explicitly proposed by GAS. In addition, the GAS item “problems” related to the DSM-5 criterion of “continue despite problems” is, instead, worded in relation to a loss of interest as “problems” related to the DSM-5 criterion of “continue despite problems” (Table 1) [8].

Statistical Analysis

In this study, we used GRM because it is suitable for ordered polytomous variables [14]. GAS is a polytomous-ordered categorical scale containing 7 survey questions that measure gaming addiction on the internet. The items are labeled as salience, tolerance, mood modification, relapse, withdrawal, conflict, and problems and are ranked on a 5-point Likert scale from 1 (never) to 5 (very often). In GRM, the following two types of parameters were estimated: the discrimination parameter and the difficulty parameter. Because GRM is an ordered logistic model, difficulty parameters of each item were naturally estimated in the increasing order. Furthermore, the probability of observing outcome k or higher for item i and person j is as follows:

\[
Pr(Y_{ij}\geq k|\theta_j)=\frac{\exp[\alpha_i(\theta_j-\beta_k)]}{1+\exp[\alpha_i(\theta_j-\beta_k)]}
\]

where \(\alpha_i\) represents the discrimination of item i, \(\beta_k\) is the k th cutoff point for item i, and \(\theta_j\) is the latent trait of person j.

Each item varies in difficulty and shares the same discrimination slope. Of note, the discrimination parameter (also called slope) is a measure of the differential capability of an item. A high discrimination parameter suggests that an item has a high ability to differentiate subjects. In practice, a high discrimination parameter value means that the probability of endorsing an item response increases more rapidly as the latent trait or severity increases [33].

When discrimination is high (and the item response function is steep), the item provides more information on the latent trait and the information is concentrated around item difficulty. Items with low discrimination parameters, however, are less informative, and the information is scattered along a greater part of the latent trait range. With a logistic model for the item characteristic curve (ICC), Baker [13] proposed the following different ranges of values to better interpret the discrimination parameter: 0=nondiscriminative power; 0.01-0.34=very low; 0.35-0.64=low; 0.65-1.34=moderate; 1.35-1.69=high; >1.70=very high; and + infinity=perfect.

In GRM, 2 types of parameters are estimated, the discrimination and the threshold parameters. The number of thresholds is equal to the outcome categories minus 1. In this study, we had 5 alternative responses yielding 4 thresholds. The item threshold in the GRM model refers to the level of the latent variable an individual needs to endorse the item with 50% probability [34]. In addition, we presented ICCs, which are graphical functions that represent the respondents’ latent trait as a function of the probability of endorsing the item [35]. Subsequently, ICCs were transformed into item information curves (IICs), which are a mathematical way to compute how much information each ICC can provide. Finally, IICs were summed, in turn, to obtain the test information function (TIF), which informs how well the instrument can estimate person locations. Globally, the information plots indicate the amount of psychometric information at each point along a latent severity dimension [36].

Model Fit Analysis

Prior to fitting a traditional item response model, a few prerequisites must be checked for the assessment of model fit, notably the assumptions of unidimensionality, local independence, and monotonicity. The flowchart in Figure 1 shows the steps leading to the use of IRT modeling.
Table 1. Game Addiction Scale (GAS).

<table>
<thead>
<tr>
<th>How often in the last 6 months...</th>
<th>Answer options(^a), %</th>
<th>GAS items</th>
<th>DSM-5(^b) criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Have you thought all day long about playing a game or spending time on the internet?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>48.5</td>
<td>24.8</td>
<td>15.0</td>
</tr>
<tr>
<td>French</td>
<td>45.5</td>
<td>23.5</td>
<td>16.4</td>
</tr>
<tr>
<td>German</td>
<td>52.3</td>
<td>26.4</td>
<td>13.2</td>
</tr>
<tr>
<td>Have you played or stayed on the internet longer than intended?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>36.0</td>
<td>21.4</td>
<td>24.9</td>
</tr>
<tr>
<td>French</td>
<td>31.9</td>
<td>20.8</td>
<td>27.1</td>
</tr>
<tr>
<td>German</td>
<td>41.0</td>
<td>22.3</td>
<td>22.3</td>
</tr>
<tr>
<td>Have you played games or spent time on the internet to forget about real life?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>61.1</td>
<td>19.3</td>
<td>12.4</td>
</tr>
<tr>
<td>French</td>
<td>62.7</td>
<td>17.9</td>
<td>11.9</td>
</tr>
<tr>
<td>German</td>
<td>59.1</td>
<td>20.9</td>
<td>13.0</td>
</tr>
<tr>
<td>Have others unsuccessfully tried to reduce your time spent on games or the internet?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>69.8</td>
<td>15.7</td>
<td>9.9</td>
</tr>
<tr>
<td>French</td>
<td>68.5</td>
<td>15.8</td>
<td>10.5</td>
</tr>
<tr>
<td>German</td>
<td>71.3</td>
<td>15.6</td>
<td>9.1</td>
</tr>
<tr>
<td>Have you felt upset when you were unable to play or to spend time on the internet?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>78.5</td>
<td>13.6</td>
<td>5.8</td>
</tr>
<tr>
<td>French</td>
<td>79.4</td>
<td>12.9</td>
<td>5.5</td>
</tr>
<tr>
<td>German</td>
<td>77.4</td>
<td>14.4</td>
<td>6.1</td>
</tr>
<tr>
<td>Have you had arguments with others (eg, family and friends) over your time spent on games on the internet?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>75.6</td>
<td>14.3</td>
<td>7.4</td>
</tr>
<tr>
<td>French</td>
<td>76.1</td>
<td>13.5</td>
<td>7.1</td>
</tr>
<tr>
<td>German</td>
<td>75.1</td>
<td>15.2</td>
<td>7.7</td>
</tr>
<tr>
<td>Have you neglected important activities (eg, school, work, and sports) to play games or spent time on the internet?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All samples</td>
<td>70.0</td>
<td>17.0</td>
<td>9.2</td>
</tr>
<tr>
<td>French</td>
<td>68.1</td>
<td>17.2</td>
<td>10.2</td>
</tr>
<tr>
<td>German</td>
<td>72.2</td>
<td>16.7</td>
<td>8.0</td>
</tr>
</tbody>
</table>

\(^a\)1=never, 2=rarely, 3=sometimes, 4=often, 5=very often.

\(^b\)DSM-5: Diagnostic and Statistical Manual of Mental Disorders, 5th Edition.
Figure 1. Flowchart of the steps leading to the decision to use item response theory (IRT) modeling. CFI: comparative fit index; GAS: game addiction scale; MI: modification indices; RMSEA: root mean square error of approximation.

Unidimensionality

The unidimensionality assumption suggests that the correlation among these items could be explained by a single latent factor; this assumption was assessed using 2 different approaches, the fit of a unidimensional model in the categorical confirmatory factor analysis (CCFA; declaring the data as ordinal using the weighted least square mean and variance-adjusted estimator and the Mokken scaling method, a nonparametric IRT model...
following an adaptation of Loevinger’s $H$ coefficients [37]. When testing the unidimensional assumption for an IRT model, it is more appropriate to use CCFA than standard CFA because the former (similar to an IRT model) treats the data as categorical. In addition, the acceptable and good fit is indicated by the root mean square error of approximation (RMSEA) of $<0.08$ and $<0.06$, respectively, and the comparative fit index (CFI) values of $>0.90$ and $>0.95$, respectively [38,39]. Furthermore, the $H$ coefficients express the degree of homogeneity of a set of items. When $0.3 \leq H < 0.4$, the scale is considered weakly unidimensional; when $0.4 \leq H < 0.5$, it is considered moderately unidimensional; and when $H \geq 0.5$ [40,41], the scale is considered strong.

**Local Independence**

In local independence, it is assumed that a person’s responses to questions are not statistically related to each other when the latent trait is held constant [42], that is, the response to one item should not influence the response to another item. Moreover, because local independence is closely related to the unidimensionality assumption, some authors argued that when the latter is true, local independence is obtained [22,43]. However, we tested for local independence by evaluating the matrix of residual correlations resulting from the CCFA model. Notably, residual correlations that are $>0.1$ are indicative of a possible local dependence [44,45].

**Monotonicity**

The monotonicity assumption is met when the probability of endorsing a response to a test item is nondecreasing with an increase in the value of the latent construct [46]; this assumption was examined through the results of the check monotonicity function of the Mokken package. The minimum violation default value was set to 0.3, and violations greater than this value were reported. In addition, the rest-score graphs, computed as the raw scale score minus the item score for each item, also served to detect monotonicity violation patterns. Graphically, rest-scores are on the x-axis, and the proportion of respondents in each rest-score group endorsing the item is on the y-axis [47]. We used the Mokken package to plot these graphs in this study.

After we found out that the IRT assumptions were tenable, we proceeded with the estimation of the item parameters for the whole sample and the detection of a possible DIF effect by regressing the group membership on all test items and the latent symptom severity dimension.

**Differential Item Functioning**

In DIF analyses, we compared a model, in which the alpha and beta parameters were constrained to be equal for the relevant subgroups, with a model, in which the parameters were left to be free. In addition, DIF was evaluated across linguistic groups with the help of the Lordif package [48], which uses a hybrid iterative technique in an ordinal regression. Of note, this approach tests the null hypothesis that $\alpha_i$ is equal for the 2 linguistic regions (absence of the nonuniform DIF) and the null hypothesis that $\beta_{ij}$ is equal (absence of the uniform DIF). Because the chi-square test is highly sensitive to sample size [49], we decided that the change in pseudo $R^2$ also had to be a minimum of 0.035 to be flagged as a nonnegligible DIF effect [50].

**Missing Values**

The data from which this study was drawn were already analyzed for missingness in a previous study that performed hot decking [9]; this imputation technique implies that for each case with missing data, another case similar in characteristics to the case with the missing value is found but has responses for the item in question.

**Sample Size Considerations**

Sample size plays an important role in providing unbiased parameter estimates and accurate model fit information. Previous research has established guidelines concerning sample sizes needed to accurately estimate item parameters for the unidimensional GRM through simulation studies. For instance, it was reported [51] that a sample size of 375 respondents for a 15-item scale provided adequate discrimination and boundary parameter estimates. Reeve and Fayers [12] reported that GRM could be estimated with 250 respondents. However, around 500 respondents are recommended for accurate parameter estimates [12]. Stemming from a large-scale survey data, our sample widely fulfills this requirement.

In addition, we obtained all analyses and plots using the free R program (R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria) [52]. More specifically, the Mokken package served to test the monotonicity and unidimensionality of the scale. For the detection of local dependence problems, we fit the CCFA model using the lavaan package. In addition, we were able to estimate the IRT-GRM parameters using the latent trait models (LTM) package, and the Lordif package served to evaluate the DIF effects if any.

**Results**

**Sample Characteristics**

The demographic and clinical characteristics of the sample (N=5983) have been described elsewhere [9]. Table 1 presents the item response distribution by region and for the entire sample in this study.

**Unidimensionality**

In a previous study [12], Velicer’s minimum average partial test and parallel analyses [53] supported the 1-factor solution; this solution was also tested by the use of a standard CFA in an asymptotic distribution-free analysis to accommodate nonnormal variables. The 1-factor solution was only supported, however, after allowing for the correlation between 6 pairs of variables, indicating a certain degree of multidimensionality. This study found similar conflicting findings. For instance, the magnitude of Loevinger’s coefficients ($H>0.5$) indicated a strong common dimension, whereas the results of a unidimensional CCFA model showed an inadequate model fit with an RMSEA value of 0.107 and a CFI value of 0.97. In addition, a competing 2-factor CCFA model, which distinguishes between core and peripheral criteria items [20], obtained a more acceptable fit ($\chi^2_{13}=426.0$, $P<.001$;
RMSEA = 0.073 and CFI = 0.99) but was problematic because of the correlation (>0.9) between the 2 factors being very high and >0.85 cutoff set for the discriminative validity [54]. Therefore, we proceeded with the 1-factor solution, assuming that the effects of multidimensionality were negligible.

**Local Independence**

We examined local independence using modification indices and residual correlations in the CCFA model. On the one hand, the highest modification index was observed between salience and tolerance. On the other hand, having examined the concept of local independence through the residual correlation matrix, we observed that the residual correlation between salience and tolerance was 0.102, thereby marginally exceeding the cutoff value of 0.10 set by Kline. Another residual, the highest one, which also exceeded the cutoff value of 0.10, was observed between salience and conflict (0.107). These findings suggested that these item pairs (salience and tolerance as well as salience and conflict) might not be totally free of some local dependence bias. In addition, to explore the potential impact of these local dependencies, we examined whether the removal of 1 or 2 of the locally dependent items (e.g., salience, tolerance, and conflict) had any noticeable effect on the size of the remaining IRT discriminative parameters in the original unidimensional model [55]. Consequently, the sizes of the remaining discriminative parameters were rather robust to such removals. The largest changes were for salience (−15%, [1.63–1.92]/1.92) and tolerance (−14%, [1.75–2.03]/2.03) with the removal of the tolerance and salience items, respectively. Furthermore, these modest changes supported GAS as being adequately unidimensional to obtain reasonably unbiased parameters when using traditional IRT models, despite some local dependencies.

**Monotonicity**

We found no violation of monotonicity in this study because rest-score graphs (from the Mokken scale) indicated that the probability of endorsing higher categories increased along the latent trait for all items. All in all, we decided that it is acceptable to use an IRT unidimensional model on GAS.

**Item Response Theory Parameter Estimates**

Table 2 presents results for item response modeling for GAS as well as the estimates of the parameters in the GRM. Figures 2-4 present the ICC, IIC, and TIF curves. Regarding the ranges proposed by Baker [13], we observed that all items had a very high discriminative power with a range of 1.92-2.93. In increasing order of strength, we found salience followed by tolerance, mood modification, problems, withdrawal, conflict, and relapse. Besides providing a reasonably good differentiation among individuals, large values of the parameter estimates also indicated that all items were highly related to the latent variable, gaming addiction.

In Table 2, it can also be observed that all thresholds were positive, except for those of salience and tolerance, the first threshold of which was negative. Moreover, these 2 items had the largest spread. Hence, their information functions exhibited a broader coverage on the continuum (below and above the mean), whereas the other items were better at discriminating people above the mean. In addition, we observed that all threshold parameters were not tightly clustered together, indicating that the item has adequate response options. Overall, the scale appears to cover a wide range of the item difficulty spectrum from −0.47 (with tolerance) to 3.15 (with withdrawal).

**Figure 2** presents ICCs for the 7 items; these curves represent the probability that an individual selects a particular category at a given level of the latent construct. The x-axis represents the latent construct (or gaming addiction in this particular case), in which higher scores are indicative of higher game addiction. In contrast, the y-axis shows the probability of selecting each response option. In addition, each curve corresponds to one of the following 5 possible response alternatives: never, rarely, sometimes, often, and very often. Moving from left to right on the x-axis, the gaming addiction increases. Furthermore, Figure 2 shows that the response options for the respective items are monotonically related to game addiction and that each response option is most likely to be selected at some range of theta.

Consider, for example, ICCs with the largest and the smallest spread, that is, tolerance and relapse, respectively. For tolerance, subjects up to approximately 0.2 SD below the mean were more likely to endorse response category 1 (never); from 0.2 SD below the mean to 0.1 SD above, they were more likely to endorse category 2 (rarely); and from 0.1 to 1.2 SD above the mean, they were more likely to respond to category 3 (sometimes). In addition, from 1.2 to 2.0 SD above the mean, they exhibited the highest likelihood of endorsing category 4 (often). Finally, subjects most likely to choose category 5 (very often) were those with the intensity of gaming disorder symptoms of >2.0.

As GRM is defined in terms of cumulative probabilities, we also performed cumulative comparisons. The difficulties represented a point at which a person with $\theta = b_k$ had a 50% chance of responding in category $k$ or higher [56]. For example, looking at the estimated parameters for tolerance, we observed that a person with $\theta = 0.47$ has a 50% chance of answering 1 versus ≥2 and a person with $\theta = 0.24$ has a 50% chance of answering 1 or 2 versus ≥3. Similarly, a person with $\theta = 1.18$ has a 50% chance of answering 1, 2, or 3 versus ≥4, and a person with $\theta = 2.17$ has a 50% chance of answering 1, 2, 3, or 4 versus 5. We noted that the ratings for tolerance span a broad range of the latent trait and that its discrimination parameter was high.

For relapse, subjects up to 0.8 SD above the mean were more likely to endorse response category 1 (never); subjects from 0.8 to 1.2 SD above the mean were more likely to endorse category 2 (rarely); and subjects from 1.2 to 1.8 SD above the mean were more likely to respond to category 3 (sometimes). From 1.8 to 2.5 SD above the mean, they exhibited the highest likelihood of endorsing category 4 (often); from 2.5 SD above the mean, they were more likely to choose category 5 (very often). With the highest discrimination parameter, we noted that the curves for relapse were more peaked than for tolerance and more concentrated toward the upper end of the trait.
Table 2. Estimates of discrimination and severity parameters for the Game Addiction Scale under the graded-response model with the LTM package.

<table>
<thead>
<tr>
<th>Item</th>
<th>Discrimination, $\alpha_i$</th>
<th>Severity $\beta_{ik}$</th>
<th>Spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salience</td>
<td>1.92</td>
<td>$-0.04$</td>
<td>2.33</td>
</tr>
<tr>
<td>Tolerance</td>
<td>2.03</td>
<td>$-0.47$</td>
<td>2.64</td>
</tr>
<tr>
<td>Mood modification</td>
<td>2.13</td>
<td>0.35</td>
<td>2.21</td>
</tr>
<tr>
<td>Relapse</td>
<td>2.93</td>
<td>0.59</td>
<td>2.13</td>
</tr>
<tr>
<td>Withdrawal</td>
<td>2.56</td>
<td>0.92</td>
<td>2.23</td>
</tr>
<tr>
<td>Conflict</td>
<td>2.83</td>
<td>0.79</td>
<td>2.09</td>
</tr>
<tr>
<td>Problems</td>
<td>2.19</td>
<td>0.65</td>
<td>2.28</td>
</tr>
</tbody>
</table>

$\alpha_i$ reflects the ability of item $i$ to discriminate between different levels of game addiction severity ($\theta$).

$\beta_{ik}$ is the $k$th cutoff point for item $i$. It is interpreted as the standardized level of game addiction severity where subsequent response options become more probable than the previous option.

Figure 2. Item characteristic curves: salience; tolerance; mood modification; relapse; withdrawal; conflict; and problems. GAS: Game Addiction Scale.

Figure 3 plots IICs of the 7 items. The shape of an IIC was determined both by its discrimination and threshold parameters; however, the steepness of the curves was determined by the magnitude of the discrimination index. Salience, tolerance, mood modification, and problems were less steep than relapse, conflict, and withdrawal, but they covered a wider range of the item severity spectrum. In turn, the latter best discriminated the population for the latent trait at a higher level.

Figure 4 presents TIF, which is the condensed information of each item in Figure 3. Applying the formula [12] reliability = 1 – (1/information), we observed that the scale reliably assessed a wide range of individuals below and above the average. For instance, information scores of 5-12, which translate to a reliability range of 0.80-0.92, corresponded to participants from 0.3 SD below to 2.5 SD above the mean.
Figure 3. Item information curves. GAS: Game Addiction Scale.

Figure 4. Test (scale) information function. GAS: Game Addiction Scale.
Differential Item Functioning Parameter Estimates

The results obtained with Lordif software showed that 5 of 7 items (i.e., salience, tolerance, mood modification, withdrawal, and conflict) were flagged for DIF using the change in the chi-square. Of note, relapse and problems were not flagged as DIF and thus, used as anchors. The nonuniform DIF, that is, a different slope or discrimination parameter between the 2 linguistic regions, was present in salience, withdrawal, and conflict, whereas the uniform DIF, resulting in different severity parameters, was observed in tolerance and mood modification.

After the inspection of the pseudo $R^2$ (not shown here), all could be regarded as negligible when using Jodoin and Gierl’s criteria (the largest being 0.0073) [50]. In addition, the test characteristic curves for all items (Figure 5, on left) and the DIF items only (Figure 5, on right) revealed that the impact of the DIF items was trivial at the scale level because the expected total score was virtually identical for the 2 linguistic groups along the whole latent trait continuum.

Discussion

Item Response Theory Modeling

In this study, using IRT modeling, we investigated the psychometric properties of GAS for the amount of information provided by the 7 items and the severity of the latent trait being measured. Although the monotonicity assumption was satisfied, the fit of the unidimensional model was somewhat unsatisfactory owing to the fact that 3 items appeared to be locally dependent. Although these dependencies had some impact on the IRT discriminative parameters, their impact on the performance of new coefficients was not large (maximum 15%). Indeed, referring to Baker’s cutoff points, their estimates, except one, remained in the “very high range” category. In addition, when we modeled a 2-factor solution, the high correlation between the 2 dimensions was a matter of concern and ignoring this finding would have undermined their discriminative validity.

Satisfied by the strong Loevinger’s $H$ coefficients, suggesting the occurrence of a strong primary factor, we decided to retain the 1-dimension model and concluded that it is reasonable to analyze GAS with a traditional IRT model. However, it is important to emphasize that the practical impact of ignoring multidimensionality probably depends on the intended use of the scale. Although the local dependencies shown in this study will probably exert a negligible impact on the scaling of individuals, the available research suggests that even minor violations of unidimensionality can exert an important impact on various aspects such as score reliability, differential functioning, and linking [57-59].

All items had high discrimination parameters and as a set, these items differentiated across a reasonable range of the trait. In accordance with Baker’s interpretation, their discriminative power was very high [13] with the estimated parameters ranging from 1.92 to 2.93. Overall, the severity parameters ($\beta_1-\beta_4$), which reflect the range of the underlying construct, were between −0.47 and 3.15 for the whole sample, implying that the items show reasonable variability for the endorsement of response categories. Furthermore, no null categories existed because all item response categories were chosen by the respondents, null categories being referred to as “never chosen categories.” Reportedly, none of the items in response categories seem to be superfluous owing to the fact that their response occupied a distinct portion of the ability continuum [60].

Internet Gaming Disorder Criteria Debate

Theoretical debate is ongoing about the IGD criteria in consideration of their ability to capture the features of addictive internet gaming and their potential tendency to conflate passion (i.e., healthy repeated use) and disorder (i.e., pathological addictive use). The following 4 criteria, described by some authors of the core addiction criteria [20,30], received more consensus than the other criteria: unsuccessful attempts to reduce or stop [4]; loss of interest in previous hobbies or activities [32,61,62]; continuation despite problems [4,30,62]; and jeopardized or...
lost a relationship, job, or educational or career opportunity [62]. When observing such criteria, careful attention must be paid to possible coping motives (ie, related to a depressive disorder) before attributing any such symptoms to addictive behavior [61,63].

The following 5 criteria are more controversial:

1. **Preoccupation** (being absorbed by gaming and thinking about it): this criterion, thought to be related to cognitive salience, is considered a core criterion by some authors [30,64] but not others [20,61,65]. Preoccupation is commonly reported among high achievers [26,66] and is supposed to be common for gamers because of the social features of the games and flow-related engagement [65,67].

2. **Withdrawal**: Considered to be a core symptom in some studies [20,30], this criterion has, nonetheless, come under criticism (ie, difficulty distinguishing it from irritability related to the involuntary discontinuation of gaming). The withdrawal symptoms described for IGD were mostly irritability, restlessness, and sadness [68].

3. **Tolerance**: This criterion refers to the need to increasingly engage in games to feel as though one has played enough. Progression is, however, a part of the game process. This criterion is, therefore, difficult to conceptualize for IGD [69].

4. **Escape**: Despite the association between game involvement and escape motives [2,70,71], the specificity of this criterion and its link with possible primary disorders (ie, depression) has been discussed [4,26,64,66,72]. In some, but not all [65], IGD-related studies, low diagnostic accuracy was observed for this criterion [61,64].

5. **Deceiving others** (such as lying to relatives related to the number of games): This criterion is related to “excessive gaming despite problems” and conflicts. Considered as core by some authors [20,30], deceiving others is, however, sensitive to cultural aspects and interactions with relatives and age probably lead to low accuracy of the criterion in some adult studies [66].

Most debates related to the validity of the criteria were theoretically based and insufficiently data-driven [4,73] and thus, more empirical work is warranted [74]. Kiraly et al [62] examined how each IGD criterion performs at different severity levels using an IRT approach and demonstrated that some criteria, such as preoccupation, escape, continue despite problems, and jeopardized or lost a relationship, were endorsed more frequently in less severe IGD stages, whereas other criteria, such as tolerance, unsuccessful attempts to stop or reduce, loss of interest in previous hobbies or activities, and deceiving others, were reported only in more severe cases. However, the study was exposed to self-selected bias because of the Web-based recruitment of a convenience sample [75].

**Reappraisal of Internet Gaming Disorder Criteria Using Game Addiction Scale as Proxy**

**Figure 4** shows that the information provided by GAS is reliable about respondents who are located between 0.3 SD below and 2.5 SD above the mean, suggesting that the scale does a good job of differentiating individuals below and above the average even though it is more precise at a higher level above the mean. Specifically, relapse (unsuccessful attempts to stop or reduce), conflict (deceiving others), withdrawal and problems (loss of interests) were the GAS items with a higher ability to discriminate IGD (endorsed more frequently in more severe IGD stages), whereas the items related to tolerance, salience (preoccupation), and mood modification (escape) were endorsed more widely among participants (included in less severe IGD stages). The results regarding preoccupation and escape were in concordance with those reported in previous studies [62,64], which showed large endorsement of the criteria. As reported in other studies, loss of interests [61,62], unsuccessful attempts to reduce or stop [62], deceiving others [62], and withdrawal [61,62] were more endorsed among participants with more severe IGD.

In contrast to the findings of this study, tolerance was endorsed by more severe cases in other studies [61]. This contradiction could be attributed to the differences in samples or in the wording of the criteria across scales (eg, “Have you ever felt the need to play more often or played for longer periods to feel that you have played enough?” vs “Have you played longer than intended?” in GAS). The wording used in GAS could realistically be interpreted as a form of loss of control or a form of enthusiasm related to the flow [76] induced by the mechanisms of game progression [69]. The wording used for this item in GAS is, perhaps, not entirely successful in capturing the intended meaning of tolerance [32], which might also be part of the reason that we found some local dependence between salience and tolerance in this study.

This study highlights that the IGD condition, as assessed by GAS and the proposed IGD criteria, involves different symptoms, some of which were widely disseminated across the sample and others that were characteristic of disorder severity. However, the GAS items differ from the IGD criteria in several ways. Hence, GAS has to be considered as a proxy measure of the IGD criteria and the findings must be interpreted accordingly.

As found in other studies, the preoccupation [61,62,65] and escape [64,66] criteria exhibited lower discriminatory power than that exhibited by other items. The deceiving other items had good discriminant capacity in this study and others [62], whereas some studies reported low diagnostic accuracy for this criterion [66]. This study was conducted on young adult men, and one may hypothesize that this item is more sensitive to differences in cultural contexts, family contexts, and age groups. In addition, discrepancies between the study results for this criterion could be attributed to differences in item wording across studies (“Have you had arguments with others?” vs “Are you have arguments with others?”). Furthermore, we cannot exclude that the discriminative ability of the item is inflated in this study because of local dependencies in the model.

**Differential Item Functioning**

DIF occurs when items have a different relation with the construct in different subgroups; in our case, it is linguistic status. In this study, the discrimination and threshold parameters were very similar between the 2 linguistic groups as the uniform DIF and nonuniform DIF were found to be negligible, as shown
by the weak pseudo $R^2$. A change in beta showed no significant effect size, except for the withdrawal item, which was just above the 0.01 cutoff; this is the same item that was flagged for measurement invariance in a previous validation of this scale with the AMOS software. However, as can be seen in Figure 5, the curves are superposed. As we expected, the conclusions drawn from standard CFA analyses concerning the measurement invariance between the 2 linguistic regions are unambiguously supported by IRT analyses.

Limitations

This study has several limitations. First, although the sample is representative, it included only young men of about the same age group (almost 99% of them were between 18 and 24 years of age) from Switzerland, thereby limiting the generalizability of the results. Even though the military service is not mandatory for women in Switzerland, it enrolls a marginal number of them each year on a voluntary basis. Because of this marginal number and, more importantly, because no official figures of the female representation were available during the recruitment period, female army recruits were not considered in this study, further limiting the generalizability. However, the sample recruitment allowed us to overcome the self-selection biases reported in other studies [62]. Second, another limitation is related to the use of self-reported questionnaires with possible differences in understanding of questions, desirability bias, and recall bias and the difficulty in assessing the context of a given behavior. Other limitations of the study are directly related to the GAS instrument. In this study, several DSM-5 criteria, such as the loss of opportunities and relationships, were not included in GAS nor were other possibly important criteria for assessing IGD, such as craving or immersion. In addition, the time frame differed (6 months) than that proposed by DSM-5 (12 months). Furthermore, the study did not directly assess the internet-based or game activities used by participants. Thus, for example, we were not able to differentiate one game activity from another or a specific game activity from other types of internet use behavior, although the participants’ answers might have related to a specific activity or a combination of activities. However, the advantage of such an approach is that other internet gaming-related activities, which can be time-consuming and performed in excess (eg, game broadcasts), are covered by the items.

Despite the variability across game mechanisms [77], it appears that video games are addictive among some users through refined rewards and processes contributing to the loss of control over game use [78]. In consideration of such similarities between the behavior associated with video games and that associated with other games, numerous studies have assessed games in general without focusing on a specific gaming behavior [62,79]. In addition, previous studies showed the suitability of assessing different internet behaviors (ie, internet gambling and internet gaming) using similar scales [80], whereas other studies concluded the differences between the problematic internet use and online gaming using different assessment tools and finding mostly between-group gender differences [81]. Hence, further studies with IRT analyses are warranted to increase our understanding of the similarities and differences across different types of excessive internet and game use behaviors.

Conclusions

This study partly supports the relevance of using IRT to further establish the psychometric properties of the GAS items. With respect to an overall picture of the symptoms assessed by GAS, relapse, conflict, withdrawal, and problems were endorsed more frequently in more severe IGD stages, whereas the items related to tolerance, preoccupation, and mood modification were endorsed more widely, including among participants in less severe IGD stages. However, these findings must be considered with caution because GAS measures something akin to the IGD criteria but does not measure these criteria per se.
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Abstract

Background: E-liquid is one of the main components in electronic nicotine delivery systems (ENDS). ENDS review comments could serve as an early warning on use patterns and even function to serve as an indicator of problems or adverse events pertaining to the use of specific e-liquids—much like types of responses tracked by the Food and Drug Administration (FDA) regarding medications.

Objective: This study aimed to understand users’ “vaping” experience using sentiment opinion summarization techniques, which can help characterize how consumers think about specific e-liquids and their characteristics (eg, flavor, throat hit, and vapor production).

Methods: We collected e-liquid reviews on JuiceDB from June 27, 2013 to December 31, 2017 using its public application programming interface. The dataset contains 27,070 reviews for 8058 e-liquid products. Each review is accompanied by an overall rating and a set of 4 aspect ratings of an e-liquid, each on a scale of 1-5: flavor accuracy, throat hit, value, and cloud production. An iterative dichotomiser 3 (ID3)-based influential aspect analysis model was adopted to learn the key elements that impact e-liquid use. Then, fine-grained sentiment analysis was employed to mine opinions on various aspects of vaping experience related to e-liquids.

Results: We found that flavor accuracy and value were the two most important aspects that affected users’ sentiments toward e-liquids. Of reviews in JuiceDB, 67.83% (18,362/27,070) were positive, while 12.67% (3430/27,070) were negative. This indicates that users generally hold positive attitudes toward e-liquids. Among the 9 flavors, fruity and sweet were the two most popular. Great and sweet tastes, reasonable value, and strong throat hit made users satisfied with fruity and sweet flavors, whereas “strange” tastes made users dislike those flavors. Meanwhile, users complained about some e-liquids’ steep or expensive prices, bad quality, and harsh throat hit. There were 2342 fruity e-liquids and 2049 sweet e-liquids. There were 55.81% (1307/2342) and 59.83% (1226/2049) positive sentiments and 13.62% (319/2342) and 12.88% (264/2049) negative sentiments toward fruity e-liquids and sweet e-liquids, respectively. Great flavors and good vapors contributed to positive reviews of fruity and sweet products. However, bad tastes such as “sour” or “bitter” resulted in negative reviews. These findings can help businesses and policy makers to further improve product quality and formulate effective policy.
Conclusions: This study provides an effective mechanism for analyzing users’ ENDS vaping experience based on sentiment opinion summarization techniques. Sentiment opinions on aspect and products can be found using our method, which is of great importance to monitor e-liquid products and improve work efficiency.

(J Med Internet Res 2018;20(8):e252) doi:10.2196/jmir.9373
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Introduction

The market for electronic nicotine delivery systems (ENDS) or electronic cigarettes (e-cigarettes) is growing rapidly. According to data from Research and Markets, the global electronic cigarette market was expected to grow at a compound annual rate of 16.6% during 2017-2022 and hit US $27.7 billion by 2022 [1]. E-cigarettes are now the most commonly used tobacco product among youth [2]. More than 2 million middle and high school students used e-cigarettes in 2016 [3]. Among middle school students, 31% use e-cigarettes because they contain multiple flavors [4]. To protect Americans from dangers of tobacco and nicotine, the US Food and Drug Administration (FDA) extended its authority to e-cigarettes in 2016 [5]. ENDS or e-cigarette products heat a liquid (e-liquid) that may contain nicotine, as well as varying compositions of flavorings, propylene glycol (PG), vegetable glycerin (VG), and other ingredients into an aerosol that the user inhales [3]. All elements in the e-liquid form the unique “vaping” experience. For example, VG produces more vapor than PG and offers a slight sweetness; PG provides more “throat hit” and usually carries a stronger flavor [6-9]. Mining vaping experience with e-liquid products can help FDA policy makers understand use patterns and reasons users like or dislike products and thus make better decisions.

Social media such as Facebook, Twitter, and YouTube have recently become significant platforms for health surveillance and social intelligence [10,11], also providing new insights on e-cigarettes to help inform future research, regulations, surveillance, and enforcement efforts [12]. For example, Liang et al studied the prevalence and promotional strategies of protobacco content in Facebook, Wikipedia, and YouTube [13]. Chu et al examined marketing strategies of leading e-cigarette brands on multiple social networking sites including Facebook, Twitter, Google+, and Instagram [14]. Hua et al showed that e-cigarette use can have wide-ranging positive and negative effects by analyzing health effects in Web-based forums [15]. Kim et al used Twitter data to gain insights into e-cigarette marketing and locations of use [12]. Cole-Lewis et al conducted content analysis to identify key conversation trends and patterns over time using historical Twitter data [16]. Cole-Lewis et al adopted supervised machine learning-based predictive classification models to assess Twitter data for a range of e-cigarette-related factors, thus helping the development of public health communication, policies, and interventions regarding e-cigarettes [17]. Lazard et al uncovered key patterns and important e-cigarette topics on Twitter [18]. Harris et al analyzed messages and tweet patterns to mine the response to the Chicago Department of Public Health’s e-cigarette campaign [19]. Huang et al quantified e-cigarette-related videos on YouTube, assessed their content, and characterized levels of engagement with the videos [20].

As two new social media platforms, Reddit and JuiceDB have been studied to analyze broadly discussed vaping methods and features including flavor, throat hit, and vapor production. In previous research, Wang et al have identified 8 categories of flavors on Reddit: fruits, cream, tobacco, menthol, beverages, sweet, seasonings, and nuts [21]. In JuiceDB, there were 9 flavor categories: sweet, fruity, rich, creamy, spiced, tobacco, cool, nutty, and coffee. The two category systems were fairly consistent, providing a good schema for future research. Li et al mined potential relationships between symptoms and e-liquid components, such as PG, VG, flavor extracts, and nicotine, using user-generated data collected from Reddit [22]. Jin et al performed e-liquid review rating prediction by jointly modeling review content and aspect ratings [23]. Zhan et al examined Reddit, JuiceDB, and Twitter as social media data sources for e-cigarette research and adopted latent Dirichlet allocation topic modeling techniques to identify 4 topics across platforms: promotions, flavor discussions, experience sharing, and regulation debates [24]. Chen et al analyzed polarities of e-liquid features by mining Web-based reviews [25]. These studies showed the importance of flavor in ENDS or e-cigarette products.

Despite the growing amount of literature regarding ENDS or e-cigarettes on social media, to date, no published studies have systematically mined users’ e-liquid usage patterns from review data based on opinion summarization techniques. JuiceDB [26], one of the world’s largest independent e-liquid and vape juice resources, has great influence in promoting e-liquid product use through user-generated content, that is, it allows users to share their vaping experience with different e-liquid products by leaving detailed comments, aspect ratings, and overall product ratings. This study aims to answer the following questions. Which factors have the most influence on users’ sentiments toward e-liquids? What are the most popular flavors? Why do users like or dislike products? Data-driven findings could serve as an early warning on use patterns and even function to indicate problems or adverse events pertaining to use of specific e-liquids.
**Methods**

**Framework**

Figure 1 shows the framework for analyzing users’ ENDS vaping experience. It consists of three components: data collection and preprocessing, data analysis, and results.

![Diagram of framework](image)

**Data Collection and Preprocessing**

Since the first review by JuiceDB’s API was published on June 27, 2013, we used API to collect e-liquid reviews on JuiceDB, one of the world’s largest independent e-liquid and vape juice resources, from June 27, 2013 to December 31, 2017. The JuiceDB website provides flavor category information for each product. Registered users can provide reviews for e-liquids consisting of an overall rating and aspect ratings that respectively reflect their sentiments toward the product and its attributes. Each review is accompanied by an overall rating and a set of 4 e-liquid aspect ratings on a scale from 1 to 5: flavor accuracy, throat hit, value, and cloud production. The dataset contains 27,070 reviews for 8058 e-liquid products.

To better understand the sentiment toward products and aspects, discretization processing is necessary. A positive label is given to a product or aspect if the overall rating or aspect rating is ≥4; a neutral label is generated if the rating score is ≥3 and <4; and a negative label is assigned if the score is <3.

**Data Analysis**

This study aimed to understand users’ e-liquid usage patterns by mining summarization, which helps explain reasons users like or dislike a product. The following processes were performed.

**Influential Aspect Analysis**

To evaluate the importance of aspects that influence a user’s sentiment toward an e-liquid product, the iterative dichotomiser 3 (ID3) algorithm was adopted to construct a decision tree,
which has turned out to be an efficient method of identifying important features [27]. The key idea of the method was to compute feature importance based on information gain. An aspect with higher information gain has greater influence on users’ sentiments toward an e-liquid product. First, both aspect ratings and overall ratings were discretized. Second, the ID3 algorithm computed the information gain of each aspect and split the dataset into subsets according to the value of the aspect with the largest information gain. This process was iterated on each subset until there was no available aspect. Finally, the importance of an aspect was computed as the normalized total information gain brought by the corresponding aspect. The aspect with a higher value was considered more important.

**Aspect Sentiment Opinion Summarization**

Opinions are aspect-sentiment pairs that summarize a user’s sentiment toward a product at a fine granularity. Opinion summarization modeling aims to automatically mine aspect words and their corresponding sentiment words [28]. The model consists of the following two steps.

**Step 1: Parser and Dependency Analysis**

To identify words’ part-of-speech tag and dependency in review sentences, Stanford Parser 3.4 [29], one module in the Stanford natural language processing toolbox, was adopted. For example, in “Flavor is great, definitely an adv,” the adjective “great” modifies the noun “flavor.”

**Step 2: Opinion Phrases Extraction**

Based on the above results, aspect-sentiment pairs were extracted. An aspect word is usually a noun. Term frequency was adopted to measure the importance of nouns, and we selected nouns whose term frequency was >20 as candidate words. Then, meaningful aspect words were manually selected. Sentiments are adjective words that modify the aspect words. The sentiment polarity of aspect-sentiment pairs was identified by the popular emotional word dictionary [30]. For example, an opinion phrase “great flavor” can be extracted from “A great flavor. Tastes like tobacco with waffles and maple syrup,” and the corresponding sentiment polarity is positive.

**Results**

**Influential Aspect Analysis**

Aspect ratings such as flavor accuracy, throat hit, value, and cloud production reflect users’ feelings about more specific aspects of an e-liquid product. The overall rating score is a mixture of product quality and the customer’s overall interest in the product. Analyzing the relationship between aspect ratings and overall rating can help identify important aspects that influence users’ interest in a product and impact marketing or product decisions.

Influential aspect analysis was performed on 16,407 reviews with no missing aspect ratings. The decision tree constructed in this analysis process is shown in Figure 2. Specifically, the label on the branch node means that this dataset is split into subsets according to the corresponding aspect. For example, the label “f” on the root node meant that the dataset was split into 3 subsets according to the value of the flavor accuracy aspect. The label on the edge from a parent node to a child node represented a condition. As another example, the label “1” on the edge from the root node to the leftmost child node indicated that reviews were split into the leftmost child node if their flavor accuracy aspects were positive. The label on the leaf node was the predicted sentiment of reviews that belong to this node, and the number in parentheses referred to the number of reviews on the node.

Table 1 shows the normalized information gain computed with the ID3 algorithm. The aspect with higher information gain is more important. According to results, flavor accuracy and value were the two most important aspects that influence users’ sentiments toward e-liquids.

**Figure 2.** The decision tree constructed on reviews without missing aspect ratings. C: cloud production; f: flavor accuracy; t: throat hit; v: value; 1: positive; 0: neutral; -1: negative.
Table 1. Normalized information gain of each aspect.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Normalized information gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flavor accuracy</td>
<td>0.8912</td>
</tr>
<tr>
<td>Value</td>
<td>0.1022</td>
</tr>
<tr>
<td>Cloud production</td>
<td>0.0049</td>
</tr>
<tr>
<td>Throat hit</td>
<td>0.0017</td>
</tr>
</tbody>
</table>

Table 2. The number of reviews for each flavor category.

<table>
<thead>
<tr>
<th>Flavor</th>
<th>Number of reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coffee</td>
<td>282</td>
</tr>
<tr>
<td>Cool</td>
<td>1609</td>
</tr>
<tr>
<td>Creamy</td>
<td>4056</td>
</tr>
<tr>
<td>Fruity</td>
<td>9653</td>
</tr>
<tr>
<td>Nutty</td>
<td>625</td>
</tr>
<tr>
<td>Rich</td>
<td>3268</td>
</tr>
<tr>
<td>Spiced</td>
<td>1089</td>
</tr>
<tr>
<td>Sweet</td>
<td>5128</td>
</tr>
<tr>
<td>Tobacco</td>
<td>1360</td>
</tr>
</tbody>
</table>

Table 3. Sentiment analysis of reviews for fruity and sweet flavors.

<table>
<thead>
<tr>
<th>Reviews</th>
<th>Fruity (n=9653), n (%)</th>
<th>Sweet (n=5128), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>6381 (66.10)</td>
<td>3315 (64.65)</td>
</tr>
<tr>
<td>Negative</td>
<td>1233 (12.77)</td>
<td>739 (14.41)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2039 (21.12)</td>
<td>1074 (20.94)</td>
</tr>
</tbody>
</table>

Statistics of Reviews for Each Flavor Category

The numbers of reviews for each flavor category are listed in Table 2. Flavors with more reviews were more popular. Table 2 shows that fruity and sweet were the two most popular categories.

Furthermore, we counted the numbers of positive, negative, and neutral reviews for these two popular flavors. As shown in Table 3, both flavors had more positive reviews than negative reviews. Sweet flavors had a higher percentage of negative reviews than fruity flavors.

Opinion Sentiment Summarization

By mining the opinion sentiment summarizations of flavor accuracy, throat hit, value, and cloud production aspects for different flavors, decision makers and businesses have the opportunity to know why users like or dislike the aspect, thus gaining better understanding of users’ vaping experience. Multimedia Appendix 1 shows identified aspect words. Flavor-related words included “flavor,” “juice,” “vape,” “taste,” “aftertaste,” etc. Value-related words included “price,” “value,” “quality,” etc. Cloud production-related words included “vapor production,” “vapor,” “cloud production,” etc. Throat hit-related words included “throat,” “hit,” “throat hit,” etc.

Multimedia Appendix 2 shows opinion summarization of the flavor accuracy aspect for fruity and sweet flavors. Fruity flavors cover a wide range, and since different flavors have different tastes, they have the most positive and negative reviews. Users were satisfied with fruity and sweet flavors with tastes such as “great,” “sweet,” “good,” “strong,” and “nice;” “weak,” “sour,” “bad,” and “terrible” tastes made users dislike fruity flavor.

Reviews with value aspect ratings ≥4 and <3 were used to generate positive and negative opinions for value aspects, respectively. Multimedia Appendix 3 shows opinion summarization of value aspect for fruity and sweet flavors. There were more opinions about price and quality, indicating that they were two key concerns about value. Products with “great,” “good,” and “reasonable” prices can attract more user attention; “steep,” “expensive,” and “crazy” prices can make users dislike the product.

Multimedia Appendix 4 shows opinion summarization of the throat hit aspect for fruity and sweet flavors. Users liked fruity and sweet flavors with a throat hit that was “strong,” “good,” “nice,” and “perfect;” users disliked these flavors when the throat hit was “nonexistent,” “weak,” “unpleasant,” and “harsh.” Specifically, users preferred strong throat hit the most and disliked harsh throat hit the most.
### Table 4. The number of products for each flavor category.

<table>
<thead>
<tr>
<th>Flavor</th>
<th>Number of products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coffee</td>
<td>104</td>
</tr>
<tr>
<td>Cool</td>
<td>459</td>
</tr>
<tr>
<td>Creamy</td>
<td>920</td>
</tr>
<tr>
<td>Fruity</td>
<td>2342</td>
</tr>
<tr>
<td>Nutty</td>
<td>222</td>
</tr>
<tr>
<td>Rich</td>
<td>1033</td>
</tr>
<tr>
<td>Spiced</td>
<td>439</td>
</tr>
<tr>
<td>Sweet</td>
<td>2049</td>
</tr>
<tr>
<td>Tobacco</td>
<td>490</td>
</tr>
</tbody>
</table>

### Table 5. Sentiment analysis of products for fruity and sweet flavors.

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Fruity (n=2342), n (%)</th>
<th>Sweet (n=2049), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive products</td>
<td>1307 (55.81)</td>
<td>1226 (59.83)</td>
</tr>
<tr>
<td>Neutral products</td>
<td>716 (30.57)</td>
<td>559 (27.28)</td>
</tr>
<tr>
<td>Negative products</td>
<td>319 (13.62)</td>
<td>264 (12.88)</td>
</tr>
</tbody>
</table>

Multimedia Appendix 5 shows opinion summarization for the cloud production aspect for fruity and sweet flavors. Generally, users were satisfied with “great” and “good” cloud production and were not satisfied with “poor” cloud production.

### Product Statistics for Each Flavor Category

We regarded products whose average overall ratings were ≥ 4 as positive products, < 4 and ≥ 3 as neutral products, and < 3 as negative products. Then, we counted the number of products for each flavor category. The result is shown in Table 4.

Fruity and sweet products were the two most popular e-liquids. The sentiment distribution of products for fruity and sweet flavor is presented in Table 5. Furthermore, we extracted opinions for fruity and sweet products.

### Positive and Negative Product Opinions

The positive and negative opinions for fruity and sweet products are shown in Multimedia Appendix 6. In addition to “great flavor” and “good juice,” users also expressed their love for fruity products with “great vape.” This suggested that good vapor contributes to positive reviews of fruity products. However, negative reviews were attributed to bad tastes, which were expressed by “soapy flavor,” “odd taste,” and so on.

### Discussion

**Principal Findings**

This study provides a sentiment analysis of users’ ENDS vaping experience from review sites. By analyzing influential factors and opinions, we revealed users’ e-liquid preferences. Our findings may help businesses and policy makers better understand the advantages, disadvantages, and potential health risks of e-cigarette products, thus helping them to further improve product design and provide decision-making references.
smooth caramel paired with the crisp green apple flavor. Very
addicting!!!!” “Sweet flavor that is nice for an ADV;” “I am
addicted to this juice.”

Opinions such as “bad juice/terrible flavor/harsh throat hit”
described why users disliked these flavors. E-cigarette flavorings
could potentially be harmful to users. Prior research has found
that the majority of users reported negative sentiments about
symptoms. Negative symptom words included “dry,” “nausea,”
“burn,” “hurt,” “sore,” “tingle,” “fatigue,” “sick,” “toothache,”
“cough,” and “headache” [22,24]. Among 929 posts containing
adjectives in the negative opinion summarization for fruity and
sweet flavor, the number of posts containing negative symptoms
was 38. For example, users described symptoms caused by
flavors as follows: “I do get a headache from all the sweeteners
if I vape too much too quickly;” “Lemon vapes give me a
headache;” and “The harsh throat hit makes me cough.”

Our research shows that both attractiveness and negative
symptoms of fruity and sweet products had effects on users’
health. Policy makers need to pay more attention to these
products and take appropriate regulatory action to reduce health
risk. For example, they may formulate a comprehensive policy
to manage ingredients, dosage, and sales of such products.

The proposed method for analyzing vaping behavior also has
the potential to be used for surveillance and detection of
health-related activities on other platforms. Figure 3 shows an
application scenario of the proposed framework, which can be
used to monitor e-liquid product information automatically.
Consider a simple example. First, we can construct an e-liquid
vaping experience-oriented knowledge base, including “throat
hit, harsh, negative, cough,” “menthol, strong, negative, and
headache.” Furthermore, we may automatically monitor
incoming information from multiple platforms including Reddit,
Twitter, Facebook, and JuiceDB. When the discovery of e-liquid
may be harmful to human health, the system will generate
prompt warnings. For instance, incoming posts like “The
menthol is strong, I feel headache” and “After vaping it all day,
all week, all month, I begin to cough” will be labeled as
negative, highlighted, and sent to regulatory authorities. At
the same time, prevention messages could be delivered to users
at risk for harm associated with e-liquid use, thus realizing
automatic supervision of product information across platforms.

Contributions

The rapid growth of ENDS, or e-cigarettes, indicates the
importance of research in this field. Social media plays an
indispensable role in providing new insights on e-cigarettes to
help inform future research, regulations, and surveillance.
Previous research has mainly utilized social media including
Twitter, Facebook, YouTube, and Reddit as data sources to
study e-cigarettes. Review sites such as JuiceDB provide a novel
channel for users to discuss vaping methods and features;
however, systematic studies on mining users’ e-liquid usage
patterns from review websites are still missing. This study
contributes to the field by analyzing users’ ENDS vaping
experience from reviews using sentiment summarization.
Specifically, we found that flavor accuracy and value were the
two most important aspects that influence users’ sentiments
toward e-liquids. Of reviews in JuiceDB, 67.83%
(18,362/27,070) were positive, while 12.67% (3430/27,070)
were negative. This indicates that users generally hold positive
attitudes toward e-liquids. Among the 9 flavors, fruity and sweet
were the two most popular. Great and sweet tastes, reasonable
values, and strong throat hit satisfied users with “fruity” and
“sweet” flavors, whereas “strange” tastes made users dislike
these flavors. Meanwhile, users complained about steep or
expensive prices, bad quality, and harsh throat hit of some
e-liquids. There were 2342 fruity e-liquids and 2049 sweet
e-liquids. There were 55.81% (1307/2342) and 59.83%
(1226/2049) positive sentiments and 13.62% (319/2342) and
12.88% (264/2049) negative sentiments toward fruity e-liquids
and sweet e-liquids, respectively. Great flavor and good vapor
contributed to positive reviews of fruity and sweet products.

Figure 3. Framework showing automatic supervision of e-liquid product information.
However, bad tastes such as “sour” and “bitter” resulted in negative reviews. Mined data-driven findings can help businesses and policy makers to further improve product quality and formulate effective policy.

Limitations
We collected review data only from JuiceDB—feasible for our current research. However, several other social media platforms, such as Twitter, Facebook, and E-cigarette Forum, could be jointly used to implement cross-platform sentiment analysis.

Another limitation of this paper was incomplete demographic information. Because JuiceDB does not provide complete personal characteristics, specifically, age and gender, we could not divide our dataset into several subgroups to analyze different usage patterns among different age or gender groups.

Finally, this study used only sentiment summarization methods to mine users’ ENDS vaping experiences. Many other data mining tools could be applied to explore the dataset further. For instance, more advanced topic association methods could be adopted to discover associations between flavors and symptoms.

Future Research
We envision three possible approaches for future study. First, the influential aspect analysis model could be extended by integrating aspect ratings and review content. In this study, we applied the ID3 algorithm to identify the relationship between aspect ratings and overall ratings; however, the review content provides more detailed semantic description information about aspect ratings. We believe that integrating these two kinds of information could produce more insights about what aspects influence users’ attitude toward e-liquid products.

Second, the aspect sentiment opinion summarization model provides basic components for analyzing aspect and product opinions. More advanced algorithms can be used to extend the model, to cluster similar opinions, and to generate more explainable opinions.

Finally, other social media platforms such as other review sites, Twitter, Reddit, etc can be considered to implement cross-platform sentiment analysis. It will be challenging and meaningful to develop a tool to monitor e-liquid product information automatically and provide timely, valuable signals for management departments to make better decisions.

Conclusion
This study provides an effective mechanism for analyzing users’ ENDS vaping experience based on sentiment opinion summarization techniques. Sentiment opinions for aspect and product can be found using our method, which is of great importance for monitoring e-liquid products and improving work efficiency of management departments. We hope that the characteristics we reported in this paper can be useful for other researchers and policy makers.
Multimedia Appendix 4
Opinion sentiment summarization for throat hit aspect.

Multimedia Appendix 5
Opinion sentiment summarization for cloud production aspect.

Multimedia Appendix 6
Opinions on products belonging to fruity and sweet categories.
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Abstract

Background: Information and communication technologies (ICT) offer the potential for delivering health care interventions to low socioeconomic populations who often face barriers in accessing health care. However, most studies on ICT for health education and interventions have been conducted in clinical settings.

Objective: The aim of this study was to examine access to and use of mobile phones and computers, as well as interest in, using ICT for receipt of behavioral health information among a community sample of urban, predominately black, women with low socioeconomic status.

Methods: Participants (N=220) were recruited from hair salons and social service centers and completed audio-computer assisted self-interviews.

Results: The majority of the participants (212/220, 96.3%) reported use of a cell phone at least weekly, of which 89.1% (189/212) used smartphones and 62.3% (137/220) reported computer use at least weekly. Of the women included in the study, 51.9% (107/206) reported using a cell phone and 39.4% (74/188) reported using a computer to access health and/or safety information at least weekly. Approximately half of the women expressed an interest in receiving information about stress management (51%-56%) or alcohol and health (45%-46%) via ICT. Smartphone ownership was associated with younger age (odds ratio [OR] 0.92, 95% CI 0.87-0.97) and employment (OR 5.12, 95% CI 1.05-24.95). Accessing health and safety information weekly by phone was associated with younger age (OR 0.96, 95% CI 0.94-0.99) and inversely associated with higher income (OR 0.42, 95% CI 0.20-0.92).

Conclusions: Our findings suggest that ICT use, particularly smartphone use, is pervasive among predominantly black women with low socioeconomic status in urban, nonclinical settings. These results show that ICT is a promising modality for delivering health information to this population. Further exploration of the acceptability, feasibility, and effectiveness of using ICT to disseminate behavioral health education and intervention is warranted.

(J Med Internet Res 2018;20(8):e248) doi:10.2196/jmir.9962
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Introduction

Information and communication technologies (ICT) use has become widespread across the United States. An estimated 73% of American adults own computers and as many as 92% own a cell phone, 68% of which are smartphones, cellular devices with internet capabilities [1]. Although earlier studies found racial and ethnic disparities in ICT accessibility [2-4], recent studies have suggested that this divide is narrowing, particularly related to cell phone use. Black Americans are equally as likely as white Americans to own a cell phone, more likely to report cell phones as a primary internet source and use a wider array of cell phone data functions compared to their white American counterparts [5]. The availability of ICT offers a promising vehicle for dissemination of health education and interventions in a convenient delivery format [6,7].

ICT may be particularly useful for intervening on potentially stigmatizing conditions, such as behavioral health disorders involving substance misuse and/or mental health. Multiple studies have shown that people are more likely to disclose sensitive behaviors when the data are collected using computers as compared to more traditional methods, such as a face-to-face interview [8-10]. Evidence suggests that internet-based interventions can effectively reduce drinking [7,11-13] and are a promising way to improve mental health symptoms [14,15]. This may be especially relevant for minority populations living in low-income, urban neighborhoods, as members of minority populations are less likely to access health care in traditional medical settings; and services for co-occurring mental health and substance misuse are less likely to be found in urban neighborhoods [16-19]. Thus, ICT-based interventions warrant exploration of their potential for reducing health disparities by engaging vulnerable populations in urban medically underserved environments who are often underrepresented in traditional clinical settings [20,21].

Although age, income, and educational attainment remain barriers to accessing health information through ICT [5,21-23], findings suggest that the majority of low-income patients recruited from urban health care settings have access to, and are generally interested in, the use of ICT for health advice and communication with their families’ health providers [22,24]. However, less is known about ICT use and access of behavioral health information among nonclinical urban populations. This exploratory analysis aimed to address gaps in the literature by examining the availability and use of ICT as well as the interest in ICT-based information on alcohol use and stress symptoms management among women recruited from urban community-based sites.

Methods

Participants

Participants (N=220) were recruited for a larger study examining the prevalence and relationship between trauma, posttraumatic stress, and high-risk drinking in predominantly black women. Between June 2014 and September 2016, women were recruited from 3 urban hair salons (n=57) and 4 Community Action Partnership Centers (CAPCs). CAPCs are city social service centers providing a variety of resources, including housing and energy assistance (n=163). English speaking women between the ages of 21 to 65 years old were eligible. Women who were pregnant, currently enrolled in treatment for substance use, or unable to provide informed consent were excluded.

Procedures and Measures

Research assistants approached women in the waiting rooms of the hair salons and CAPCs. After completing a screening questionnaire, eligible women provided informed consent and used a tablet computer equipped with headphones to complete a battery of instruments via audio-computer assisted self-interview (ACASI). The survey included demographic questions and the Technology Use Survey, a 20-item questionnaire on cell phone, computer, and internet use adapted from an emergency department study examining parents’ access of child health and safety information [24]. The survey was modified to include questions on access to and interest in receiving alcohol and stress management health information via ICT. The study was approved by the Johns Hopkins Institutional Review Board.

Data Analyses

Descriptive statistics (frequencies, means, and standard errors) were used to describe the sample. Exploratory logistic regression analyses were used to examine the women’s use of ICT based on demographic variables of interest (age, education, employment, and income). The frequency of cell phone and computer use was dichotomized into daily and less than daily use, and frequency of accessing health and safety information was dichotomized into weekly and less than weekly access. Most of the independent variables were binary except age, which was continuous, and education (< high school, high school or general equivalency degree, > high school). Annual household income was also dichotomized (<US $25,000 and ≥US $25,000). Given that this study targeted predominantly black women, race was dichotomized into black and nonblack. However, race was excluded from the logistic regression analyses because it failed criteria for inclusion (P<.10) during univariable analyses. Significance was determined at alpha level of .05. Analyses were performed using SPSS version 24.0 for Windows.

Results

Demographics

Most women were in their mid-forties (mean [SD] of 44.7 [12.11] years), black (185/220, 84.1%), had at least a high school education (173/220, 78.6%), and reported annual household income of less than US $25,000 (140/220, 64.5%). However, the average household income was largely influenced by women recruited from the CAPCs, as more than half of these women (84/163, 51.5%) reported household incomes of less than US $10,000 annually. When compared to women recruited from the CAPCs, women recruited from salons were roughly four years younger (41.8 vs 45.7; t=2.07, P=.04), more likely to be black (P=.03), married (χ²=15.06; P=.001), and employed (χ²=33.00; P<.001), more educated (χ²=37.47; P<.001),
and had higher annual household incomes ($\chi^2 = 109.17; P < .001$).
Sample demographic characteristics are presented in Table 1.

**Cell Phone Use**

The results from the cell phone section of the questionnaire are presented in Table 2. The overwhelming majority of women (212/220, 96.4%) reported using a cell phone at least weekly. Of those reporting at least weekly cell phone use, the majority reported personal ownership of the phone (206/212, 97.2%), of which a majority were smartphones (189/212, 89.1%). Most women (181/206, 89.9%) had a monthly cell phone plan and reported <5 days in which their phones were not working in the previous three months (180/205, 87.9%). A substantial majority used their cell phones to send or receive emails (145/206, 70.4%) or to access the internet daily (148/206, 71.8%). As shown in Table 2, there were some statistically significant differences for certain characteristics of cell phone use between women recruited from the salons and those recruited from the CAPCs, but not for smartphone ownership or daily internet use via cell phones.

**Computer Use**

Two-thirds of the women (147/220, 66.7%) reported at least weekly use of a computer and it was found that the women were accessing computers in multiple locations (Table 3). The home was the most frequent place where participants reported accessing the internet via computer (115/187, 61.5%), followed by work (58/187, 31.0%), and the library (54/187, 28.9%). Just over half reported using the computer to send or receive emails (145/206, 70.4%) or to access the internet daily (148/206, 71.8%). As shown in Table 2, there were some statistically significant differences for certain characteristics of cell phone use between women recruited from the salons and those recruited from the CAPCs.

### Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total recruited (n=220)</th>
<th>Recruited from salons (n=57)</th>
<th>Recruited from CAPCs (n=163)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td>44.7 (12.11)</td>
<td>41.8 (13.0)</td>
<td>45.7 (11.7)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Black</td>
<td>185 (84.1)</td>
<td>52 (91.2)</td>
<td>133 (81.6)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>22 (10.0)</td>
<td>1 (1.8)</td>
<td>21 (12.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>13 (5.9)</td>
<td>4 (7.0)</td>
<td>9 (5.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤ High school or GEDb</td>
<td>47 (21.4)</td>
<td>2 (3.5)</td>
<td>45 (27.6)</td>
<td></td>
</tr>
<tr>
<td>High school or GED</td>
<td>81 (36.8)</td>
<td>12 (21.1)</td>
<td>69 (42.3)</td>
<td></td>
</tr>
<tr>
<td>&gt; High school</td>
<td>92 (41.8)</td>
<td>43 (75.4)</td>
<td>49 (30.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Single (never married)</td>
<td>114 (51.8)</td>
<td>25 (43.9)</td>
<td>89 (54.6)</td>
<td></td>
</tr>
<tr>
<td>Married or living as married</td>
<td>43 (19.6)</td>
<td>21 (36.8)</td>
<td>22 (13.5)</td>
<td></td>
</tr>
<tr>
<td>Previously married (divorced, separated, or widowed)</td>
<td>63 (28.6)</td>
<td>11 (19.3)</td>
<td>52 (31.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)c</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed for wages</td>
<td>87 (39.9)</td>
<td>41 (71.9)</td>
<td>46 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>8 (3.7)</td>
<td>2 (3.5)</td>
<td>6 (3.7)</td>
<td>1.00</td>
</tr>
<tr>
<td>Unemployed</td>
<td>38 (17.4)</td>
<td>5 (8.8)</td>
<td>33 (20.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Disabled</td>
<td>50 (22.9)</td>
<td>0 (0.0)</td>
<td>50 (31.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Homemaker</td>
<td>13 (6.0)</td>
<td>0 (0.0)</td>
<td>13 (8.1)</td>
<td>.02</td>
</tr>
<tr>
<td>Student</td>
<td>10 (4.6)</td>
<td>4 (7.0)</td>
<td>6 (3.7)</td>
<td>.29</td>
</tr>
<tr>
<td>Retired</td>
<td>10 (4.6)</td>
<td>5 (8.8)</td>
<td>5 (3.1)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Household income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;US $25,000</td>
<td>140 (64.5)</td>
<td>3 (5.6)</td>
<td>137 (84.0)</td>
<td></td>
</tr>
<tr>
<td>≥US $25,000</td>
<td>77 (35.5)</td>
<td>51 (94.4)</td>
<td>26 (16.0)</td>
<td></td>
</tr>
</tbody>
</table>

a CAPC: Community Action Partnership Center.
b GED: General Equivalency Diploma.
c Respondents able to select multiple options.
<table>
<thead>
<tr>
<th>Cell phone use characteristics</th>
<th>Total (n=220)</th>
<th>Salons (n=57)</th>
<th>CAPCs(^a) (n=163)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Do you use a cell phone at least once per week?</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>No</td>
<td>8 (3.6)</td>
<td>0 (0.0)</td>
<td>8 (4.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>212 (96.4)</td>
<td>57 (100)</td>
<td>155 (95.1)</td>
<td></td>
</tr>
<tr>
<td><strong>What kind of cell phone do you use most of the time?(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Smartphone</td>
<td>189 (89.2)</td>
<td>53 (93.0)</td>
<td>136 (87.7)</td>
<td></td>
</tr>
<tr>
<td>Other, non-smartphone</td>
<td>23 (10.8)</td>
<td>4 (7.0)</td>
<td>19 (12.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Does this phone belong to you or to someone else?(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Belongs to me</td>
<td>206 (97.2)</td>
<td>57 (100)</td>
<td>149 (96.1)</td>
<td></td>
</tr>
<tr>
<td>Belongs to someone else</td>
<td>6 (2.8)</td>
<td>0 (0.0)</td>
<td>6 (3.9)</td>
<td></td>
</tr>
<tr>
<td><strong>How long have you had the same phone number?(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤1 year</td>
<td>57 (27.7)</td>
<td>5 (8.8)</td>
<td>52 (34.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>146 (70.9)</td>
<td>49 (86.0)</td>
<td>97 (65.1)</td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>3 (1.5)</td>
<td>3 (5.3)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td><strong>In the last 3 months, how many days was your phone not working for any reason (disconnected, dead battery, etc)?(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0 days</td>
<td>127 (62.0)</td>
<td>47 (82.5)</td>
<td>80 (54.1)</td>
<td></td>
</tr>
<tr>
<td>1-4 days</td>
<td>53 (25.9)</td>
<td>9 (15.8)</td>
<td>44 (29.7)</td>
<td></td>
</tr>
<tr>
<td>&gt;5 days</td>
<td>25 (12.2)</td>
<td>1 (1.8)</td>
<td>24 (16.2)</td>
<td></td>
</tr>
<tr>
<td><strong>What type of cell phone plan do you have?(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Pay per month</td>
<td>181 (87.9)</td>
<td>56 (98.2)</td>
<td>125 (83.9)</td>
<td></td>
</tr>
<tr>
<td>Pay as you go (you have to add minutes)</td>
<td>6 (2.9)</td>
<td>1 (1.8)</td>
<td>5 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>19 (9.2)</td>
<td>0 (0.0)</td>
<td>19 (12.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Thinking just about cell phones, how often do you use a cell phone to:</strong></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td><strong>Send or get text messages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>175 (85.0)</td>
<td>52 (91.2)</td>
<td>123 (82.6)</td>
<td></td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>14 (6.8)</td>
<td>3 (5.3)</td>
<td>11 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>17 (8.3)</td>
<td>2 (3.5)</td>
<td>15 (10.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Send or get email messages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>145 (70.4)</td>
<td>49 (86.0)</td>
<td>96 (64.4)</td>
<td></td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>10 (4.9)</td>
<td>2 (3.5)</td>
<td>8 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Rarely or never</td>
<td>51 (24.8)</td>
<td>6 (10.5)</td>
<td>45 (30.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Access the internet</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Daily</td>
<td>148 (71.8)</td>
<td>43 (75.4)</td>
<td>105 (70.5)</td>
<td></td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>12 (5.8)</td>
<td>3 (5.3)</td>
<td>9 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Rarely or never</td>
<td>46 (22.3)</td>
<td>11 (19.3)</td>
<td>35 (22.3)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CAPC: Community Action Partnership Center.

\(^b\)Includes responses only from those reporting at least weekly cell phone use.

\(^c\)Includes responses only from those reporting at least weekly cell phone use and cell phone belongs to them.
Table 3. Computer use characteristics of participants.

<table>
<thead>
<tr>
<th>Computer use characteristics</th>
<th>Total (n=220)</th>
<th>Salons (n=57)</th>
<th>CAPCs a (n=163)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>How often do you use a computer for any reason?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>98 (44.5)</td>
<td>44 (77.2)</td>
<td>54 (33.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>49 (22.3)</td>
<td>9 (15.8)</td>
<td>40 (24.5)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>73 (33.2)</td>
<td>4 (7.0)</td>
<td>69 (42.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Where do you use a computer to access the internet b,c</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I don't use the internet</td>
<td>10 (5.3)</td>
<td>1 (1.9)</td>
<td>9 (6.7)</td>
<td>.29</td>
</tr>
<tr>
<td>Home</td>
<td>115 (61.5)</td>
<td>40 (75.5)</td>
<td>75 (56.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Work</td>
<td>58 (31.0)</td>
<td>33 (62.3)</td>
<td>25 (18.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Library</td>
<td>54 (28.9)</td>
<td>6 (11.3)</td>
<td>48 (35.8)</td>
<td>.001</td>
</tr>
<tr>
<td>Other</td>
<td>38 (20.3)</td>
<td>11 (20.8)</td>
<td>27 (20.1)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Thinking just about computers, how often do you use a computer to:</strong> c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send or get email messages</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Daily</td>
<td>97 (51.6)</td>
<td>41 (75.9)</td>
<td>56 (41.8)</td>
<td></td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>30 (16.0)</td>
<td>9 (16.7)</td>
<td>21 (15.7)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>61 (32.4)</td>
<td>4 (7.4)</td>
<td>57 (42.5)</td>
<td></td>
</tr>
<tr>
<td>Access the internet</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Daily</td>
<td>107 (56.9)</td>
<td>42 (77.8)</td>
<td>65 (48.5)</td>
<td></td>
</tr>
<tr>
<td>Weekly to monthly</td>
<td>34 (18.1)</td>
<td>9 (16.7)</td>
<td>25 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>47 (25.0)</td>
<td>3 (5.6)</td>
<td>44 (32.8)</td>
<td></td>
</tr>
</tbody>
</table>

aCAPC: Community Action Partnership Center.
bRespondents able to select multiple options.
cExcludes those reporting never using a computer.

ICT and Access of Health and Safety Information

Approximately half of women reported using a cell phone (107/206, 52.0%) and one-third used a computer (74/188, 39.4%) to access health information at least weekly (Table 4). Just over half were interested in accessing stress management information on their cell phones (115/212, 54.2%) and computers (96/188, 51.5%), and just under half reported interest in accessing alcohol-related health information via cell phones (94/211, 44.5%) and computers (84/188, 44.7%).

Demographics and Information and Communication Technology Use

The exploratory logistic regression results are shown in Tables 5 and 6. Younger age was associated with all cell phone use and access variables (ie, smartphone ownership, daily text messaging, daily email, daily internet access, and weekly access of health and safety information via cell phone) but not with any of the computer use variables. Compared to women with less than a high school education, women with greater than a high school education were more likely to report daily use of a cell phone to access the internet. Employment was associated with owning a smartphone. Women with annual household incomes of $25,000 were four times more likely to use a computer daily for email messaging and almost three times more likely to access the internet daily on a computer. There was no association between income and cell phone use with the exception that women with higher incomes were less likely to report weekly access health and safety information via their cell phones.
Table 4. ICT (information and communication technology) and access of health and safety information.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=220)</th>
<th>Salons (n=57)</th>
<th>CAPCs(^a) (n=163)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thinking just about mobile phones, how often do you use a mobile phone to:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Get health or safety information (^b)</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Daily</td>
<td>78 (37.9)</td>
<td>15 (26.3)</td>
<td>63 (42.3)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>29 (14.1)</td>
<td>9 (15.8)</td>
<td>20 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>20 (9.7)</td>
<td>9 (15.8)</td>
<td>11 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>79 (38.3)</td>
<td>24 (42.1)</td>
<td>55 (36.9)</td>
<td></td>
</tr>
<tr>
<td>Would you like to be able to use a mobile phone for information about dealing with stress? (^c)</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>No</td>
<td>97 (45.8)</td>
<td>32 (56.1)</td>
<td>65 (41.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>115 (54.2)</td>
<td>25 (43.9)</td>
<td>90 (58.1)</td>
<td></td>
</tr>
<tr>
<td>Would you like to be able to use a mobile phone to get information about alcohol and health? (^c)</td>
<td></td>
<td></td>
<td></td>
<td>53 .</td>
</tr>
<tr>
<td>No</td>
<td>117 (55.5)</td>
<td>35 (61.4)</td>
<td>82 (53.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>94 (44.5)</td>
<td>22 (38.6)</td>
<td>72 (46.8)</td>
<td></td>
</tr>
<tr>
<td>Thinking just about computers, how often do you use a computer to: (^d)</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Get health or safety information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>47 (25.0)</td>
<td>14 (25.9)</td>
<td>33 (24.6)</td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>27 (14.4)</td>
<td>9 (16.7)</td>
<td>18 (13.4)</td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>23 (12.2)</td>
<td>13 (24.1)</td>
<td>10 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Rarely to never</td>
<td>91 (48.4)</td>
<td>18 (33.3)</td>
<td>73 (54.5)</td>
<td></td>
</tr>
<tr>
<td>Would you like to be able to use a computer to get information about dealing with stress?</td>
<td></td>
<td></td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>No</td>
<td>92 (48.9)</td>
<td>25 (46.3)</td>
<td>67 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>96 (51.1)</td>
<td>29 (53.7)</td>
<td>67 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Would you like to be able to use a computer to get information about alcohol and health?</td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>No</td>
<td>104 (55.3)</td>
<td>28 (51.9)</td>
<td>76 (56.7)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>84 (44.7)</td>
<td>26 (48.1)</td>
<td>58 (43.3)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CAPC: Community Action Partnership Center.
\(^b\)Includes responses only from those reporting at least weekly cell phone use and cell phone belongs to them.
\(^c\)Includes responses only from those reporting at least weekly cell phone use.
\(^d\)Excludes those reporting never using a computer.
Table 5. Demographic associations with cell phone use.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Smartphone ownership, OR (95% CI)</th>
<th>Daily text messages, OR (95% CI)</th>
<th>Daily email messages, OR (95% CI)</th>
<th>Daily internet access, OR (95% CI)</th>
<th>Weekly health/safety info, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.92 (0.87-0.97)(^b)</td>
<td>0.88 (0.83-0.93)(^b)</td>
<td>0.93 (0.90-0.96)(^b)</td>
<td>0.89 (0.85-0.93)(^b)</td>
<td>0.96 (0.94-0.99)(^b)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school or GED(^c) (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>High school or GED</td>
<td>0.45 (0.13-1.55)</td>
<td>1.06 (0.35-3.25)</td>
<td>1.26 (0.54-2.95)</td>
<td>1.18 (0.47-2.96)</td>
<td>1.30 (0.58-2.94)</td>
</tr>
<tr>
<td>&gt;High school</td>
<td>0.99 (0.21-4.65)</td>
<td>0.52 (0.15-1.85)</td>
<td>2.09 (0.78-5.61)</td>
<td>5.10 (1.62-16.00)(^b)</td>
<td>2.42 (0.99-5.93)</td>
</tr>
<tr>
<td>Employment(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Working</td>
<td>5.12 (1.05-24.95)(^b)</td>
<td>2.28 (0.71-7.30)</td>
<td>1.24 (0.55-2.80)</td>
<td>1.23 (0.50-3.05)</td>
<td>1.85 (0.91-3.74)</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000 (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>≥US $25,000</td>
<td>1.07 (0.27-4.22)</td>
<td>3.34 (0.96-11.59)</td>
<td>2.50 (1.00-6.26)(^e)</td>
<td>0.57 (0.20-1.57)</td>
<td>0.42 (0.20-0.92)(^b)</td>
</tr>
</tbody>
</table>

\(^a\) OR: odds ratio.  
\(^b\) Statistically significant.  
\(^c\) GED: General Equivalency Diploma.  
\(^d\) Working defined as employed for wages and self-employed; not working defined as out of work, homemaker, student, retired, or disabled.  
\(^e\) Appears statistically significant only because of rounding.

Table 6. Demographic associations with computer use.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Daily email messages, OR(^a) (95% CI)</th>
<th>Daily internet access, OR (95% CI)</th>
<th>Weekly health or safety info, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.00 (0.97-1.03)</td>
<td>1.00 (0.97-1.02)</td>
<td>1.00 (0.97-1.02)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school or GED(^b) (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>High school or GED</td>
<td>0.98 (0.38-2.52)</td>
<td>0.88 (0.35-2.21)</td>
<td>1.57 (0.58-4.22)</td>
</tr>
<tr>
<td>&gt;High school</td>
<td>1.48 (0.55-3.96)</td>
<td>1.43 (0.54-3.78)</td>
<td>2.38 (0.86-6.57)</td>
</tr>
<tr>
<td>Employment(^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Working</td>
<td>1.62 (0.79-3.32)</td>
<td>1.85 (0.90-3.78)</td>
<td>1.06 (0.52-2.13)</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $25,000 (reference)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>≥US $25,000</td>
<td>4.00 (1.88-8.51)(^d)</td>
<td>2.87 (1.34-6.15)(^d)</td>
<td>1.26 (0.62-2.59)</td>
</tr>
</tbody>
</table>

\(^a\) OR: odds ratio.  
\(^b\) GED: General Equivalency Diploma.  
\(^c\) Working defined as employed for wages and self-employed; not working defined as out of work, homemaker, student, retired, or disabled.  
\(^d\) Statistically significant.

Discussion

Principal Results and Comparison with Prior Work

In this sample of predominantly black women with low socioeconomic status recruited from urban hair salons and social service centers, we found high rates of ICT access and use, particularly with regard to smartphone use. Additionally, we found a moderate use of ICT to access health and safety information and moderate interest in receipt of behavioral health information on alcohol or stress management via ICT. Younger age was associated with smartphone ownership, daily internet access, and weekly access of health and safety information. We found that employment was associated with smartphone access, with working individuals having higher odds of using ICT compared to those not working. Income also played a role, with higher income levels associated with increased use of ICT. The findings highlight the importance of understanding the demographic factors influencing ICT use and suggest potential areas for targeted interventions to promote the use of ICT for health and safety purposes.
ownership, and higher educational attainment was associated with daily internet access via cell phones. Our findings are consistent with other studies demonstrating associations between technology use, age [5,21,25], and educational attainment [5,21,22,25]. Higher income was associated with daily email messaging and internet access via computer and inversely associated with weekly access of health and safety information by cell phone. Notably, smartphone ownership was not associated with income. Our results suggest that ICT health interventions would be accessible and may be of interest as a modality for receipt of behavioral health information in women recruited from urban community sites. These findings support consideration and exploration of the use of ICT, particularly smartphones, as a tool to educate women outside of traditional healthcare delivery settings.

With the evolution of cell technology, portable ICT devices have many of the same functionalities as computers, potentially decreasing the need for a computer. The ICT modality most frequently used by the women in our sample was cell phones, particularly smartphones. While 62.2% of women in our sample reported at least weekly computer use, 96.4% were using a cell phone at least weekly. The near universal report of cell phone ownership and use among our community-based sample is consistent with that of the general US population [1] and clinic-based samples of urban predominantly lower socioeconomic status patients [22,24-28]. Yet with respect to smartphone ownership, our findings differed from previous analyses. A larger proportion of women in our sample reported smartphone use (89%) compared to the most recent general population survey of US adults (68%) [1]. In our sample, cell phones were the principal ICT means for communicating which is consistent with other studies of persons with lower socioeconomic status [22,24,29]. These results are also consistent with national data indicating that racial and ethnic minorities, specifically black and Latino Americans, lead the way with respect to use of cell devices for accessing the internet, social media sites, health information, and tracking or managing health with specialized apps [20,30]. Reasons for these differences are likely multifactorial including decreased rates of home broadband access and tablet ownership for black Americans compared to white Americans, making cell phones the only device available for internet use [31,32], as well as racial differences in attitudes about information exchange via cell devices [33-35].

More than half of the women in the sample used ICT to access health and safety information at least weekly. About half of the participants in this study reported interest in receiving information about stress management and/or alcohol and health via ICT. These rates are somewhat lower than other studies among low socioeconomic samples conducted in clinical settings which focused on the receipt of general medical information rather than behavioral health information. For example, Mitchell and colleagues found that the majority of parents (84%) in pediatric clinics were willing to receive health information through ICT [22]. Studies specifically examining interest in ICT for behavioral health education or intervention have reported variable results. Torous and colleagues found that approximately half of the patients (49%) recruited from 4 psychiatric clinics across the US reported accessing general health information via smartphone in the previous 6 months, but approximately 71% reported interest in using a smartphone to monitor mental health symptoms [36]. In contrast, Sharpe and colleagues found that only 29% of persons living with HIV, who were recruited from 5 clinical sites in Florida, reported interest in using a cell phone app to self-manage drinking, though there were significant differences based on respondents’ drinking levels, with those with hazardous drinking being more likely to express interest [37]. Our results highlight that interest in and use of ICT for accessing health-related information extend beyond clinic-based samples and support the acceptability of ICT-based behavioral health educational applications, including those focused on stress management or alcohol use.

**Limitations**

These findings should be interpreted in the context of the study’s limitations. The sample size was small and not nationally representative, which limits generalization of our results to men, nonblack racial groups, or nonurban populations. Analyses relied on self-reported data, which introduced potential response bias, as participants may be more likely to provide socially desirable answers, and we did not have procedures to confirm ICT use. This may have been mitigated by our use of ACSI. We did not inquire about use of tablet computers or downloadable apps for cell phones, which limited our ability to report on use or acceptability of these ICT formats for delivering health information and interventions.

Despite these limitations, this study extends the existing literature on ICT use. This study advances the literature by surveying a population that been underrepresented in previous surveys on ICT access or interests. The unique method of sampling from urban hair salons and CAPCs provides valuable new information about ICT use and the potential for health-related education among a community sample of predominantly black women with low socioeconomic status. Additionally, this study used a computer-assisted survey, which is a unique method among studies of populations with low socioeconomic statuses. Our results suggest that smartphone behavioral health education programs would be both accessible and of interest to black women in urban areas with low socioeconomic status.

**Implications for Practice and Policy**

There are several potential advantages of ICT-delivered health education and intervention applications. ICT interventions allow for increased intervention fidelity as unlike humans the software’s intervention delivery will be standardized [7,38]. ICTs offer a more cost-effective approach to education and or intervention delivery as compared to employing a full-time health educator or interventionist [39-41]. ICTs allow for increased confidentiality and elimination of barriers to care associated with traditional interventions, such as discomfort discussing sensitive topics [6,38]. Finally, the widespread adoption of ICT use offers increased portability, reach and convenience, allowing patients to complete the education and/or intervention at times most suitable to them, as well as eliminating potential barriers of lack of transportation and lapses in health insurance [6,38,42,43]. Future research should explore...
ICT app use, preferred design and content features as well as the development, piloting, and assessment of utility and cost-effectiveness of different ICT health-related modalities in this population.

Conclusions

ICT, particularly smartphones, were widely available and used in our sample of urban, predominantly black women with low socioeconomic status. These devices offer a promising vehicle to study the delivery of behavioral health education and intervention in this population. Given these findings, developers of ICT-based behavioral health programs should ensure cell platforms are as robustly developed and investigated as computer-based modalities.
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Abstract

Background: Different treatment alternatives exist for psychological disorders. Both clinical and cost effectiveness of treatment are crucial aspects for policy makers, therapists, and patients and thus play major roles for healthcare decision-making. At the start of an intervention, it is often not clear which specific individuals benefit most from a particular intervention alternative or how costs will be distributed on an individual patient level.

Objective: This study aimed at predicting the individual outcome and costs for patients before the start of an internet-based intervention. Based on these predictions, individualized treatment recommendations can be provided. Thus, we expand the discussion of personalized treatment recommendation.

Methods: Outcomes and costs were predicted based on baseline data of 350 patients from a two-arm randomized controlled trial that compared treatment as usual and blended therapy for depressive disorders. For this purpose, we evaluated various machine learning techniques, compared the predictive accuracy of these techniques, and revealed features that contributed most to the prediction performance. We then combined these predictions and utilized an incremental cost-effectiveness ratio in order to derive individual treatment recommendations before the start of treatment.

Results: Predicting clinical outcomes and costs is a challenging task that comes with high uncertainty when only utilizing baseline information. However, we were able to generate predictions that were more accurate than a predefined reference measure in the shape of mean outcome and cost values. Questionnaires that include anxiety or depression items and questions regarding the mobility of individuals and their energy levels contributed to the prediction performance. We then described how patients can be individually allocated to the most appropriate treatment type. For an incremental cost-effectiveness threshold of 25,000 €/quality-adjusted life year, we demonstrated that our recommendations would have led to slightly worse outcomes (1.98%), but with decreased cost (5.42%).

Conclusions: Our results indicate that it was feasible to provide personalized treatment recommendations at baseline and thus allocate patients to the most beneficial treatment type. This could potentially lead to improved decision-making, better outcomes for individuals, and reduced health care costs.
**Introduction**

In a clinical context, different forms of behavioral interventions such as face-to-face or internet-based treatments exist for patients with depressive disorders. Clinical and cost-effectiveness studies provide important knowledge regarding these treatment alternatives [1]. However, questions remain as to which particular individuals prefer particular treatment types or receive an increased benefit from one specific treatment option over another, especially before the treatment begins. Therapists or other clinicians often make decisions based on personal understanding and experience, leading to high uncertainty or nonoptimal decisions [1]. This uncertainty can potentially result in worse treatment outcomes for individuals and increased health care costs. Simultaneously, policy makers and stakeholders increasingly demand cost-effectiveness evidence in order to support their conclusions and decisions [2].

For supporting these admittedly difficult and complex decisions, approaches exist based on cost analysis or decision analysis [1,3]. The incremental cost-effectiveness ratio (ICER) is a widespread indicator for cost effectiveness [4]. The goal is to support the mentioned decisions by identifying actions that, on average, maximize a specific result [1] such as quality-adjusted life years (QALYs). The ICER is applied on a population level, which means that average values of costs and outcomes are considered for population-level decisions [1,5]. This procedure does not consider any heterogeneity among individuals regarding outcomes and costs. Individual patients, for example, respond differently to treatment and have varying mindsets regarding risks [6,7]. Thus, the average outcomes and costs often do not necessarily represent the best decision for an individual [6]. Even though these aspects are well known, cost-effectiveness analyses based on average values are still widely used [6].

Predictive analyses can provide crucial insight into aspects that influence outcomes and costs of interventions and can be beneficial for patients as well as society [8]. Research that seeks to forecast outcomes for patients with depression already exists. One study, for example, predicted treatment success in the domain of depression and showed that baseline data has predictive power in this context [9]. Another study predicted treatment outcomes of treatment-resistant patients with depression and thereby revealed important predictors such as severity and suicidal risk, among others [10]. These types of statistical procedures can ultimately result in the development of decision support systems in the context of health interventions. In the field of depression treatment, these systems often lead to positive effects and even a reduction of symptoms in various situations [11].

This study focused on making personalized treatment recommendations. For this purpose, we predicted the outcomes and costs for different treatment types, at baseline, on an individual patient level. We applied various machine learning techniques, evaluated them based on their predictive performance, and revealed important features that contributed to the prediction. In order to derive personalized treatment recommendations, we applied an individualized cost-effectiveness analysis based on the ICER. Unlike its traditional utilization based on the ratio of average values, we used individual predictions for each treatment type and its alternative. The predictions and their generated information can provide additional knowledge and enable practitioners, as well as researchers, to individually assign patients at baseline to their most appropriate treatment type in terms of outcomes and costs. This approach is applied to data from an internet-based two-arm randomized controlled trial in the domain of depression.

The forecast of individual outcomes and costs is one of the most important aims in clinical research [12], and personalized analyses and illustrations of cost effectiveness in this context are of increased interest and need [6,13]. Thus, we contribute to existing research by attempting to predict these factors at the start of treatment for each individual and by further proposing a conceptual approach for treatment recommendations, as applied to empirical data.

**Methods**

**Data and Preprocessing**

The data we utilized originate from the European Union-funded project E-Compared in which the clinical and cost effectiveness of blended treatment (BT) for depression, where internet-based and face-to-face treatments are combined in one integrated treatment protocol, is evaluated and compared with treatment as usual (TAU) in 9 different countries [14]. Participants were aged 18 years or older, met criteria for a major depressive disorder, were not of high suicidal risk, were not being treated for depression, and had access to an internet connection. Table 1 illustrates the different questionnaires used in the study.

The data consisted of individualized information regarding depressive symptoms, medical costs, and other factors. These questionnaires are widely utilized and known and can be found elsewhere [14-18]. The data in the E-Compared project were collected multiple times during the trial: at baseline, 3 months, 6 months, and 12 months. Questionnaires 3, 4, 6, and 7 (according to Table 1) were also available, not only at baseline but also after other times during data acquisition. Because we were interested in recommendations before the start of the actual treatment, we solely used the baseline information as features in this study.
We used QALY as an outcome, as measured by the EuroQol questionnaire (5-level EQ-5D version). Utility weights were calculated using the Dutch tariffs [19]. These weights are a preference-based measure of quality of life anchored at 0 (worst perceivable health) and 1 (perfect health). QALYs were calculated by multiplying the utility weights with the amount of time a participant spent in a particular health state. Transitions between the health states were linearly interpolated. The costs that we aimed to forecast were measured from the societal perspective (including healthcare utilization and productivity losses) based on the adapted version of the Trimbos and Institute for Medical Technology Assessment questionnaires on Costs Associated with Psychiatric Illness [18]. Dutch unit costs were used to value healthcare utilization and productivity losses [20].

Costs for the online part of BT included maintenance and hosting of the treatment and costs that occurred for a therapist to provide feedback to participants. We decided to use costs from a societal perspective because they represent interests of society and all other stakeholder groups [1]. More information on the calculation of the costs can be found elsewhere [21]. As dependent variables, we utilized QALY and costs that appear after a 6-month period. This allowed for more observations compared with the data at 12 months (350 patients vs 212 patients) because not all patients had already finished the treatment process. Because we focused on the outcome data up to 6 months, QALY could have a maximum value of 0.5 in our analysis.

During the data preprocessing phase, we merged all mentioned data from Table 1. This process led to 309 features that could be utilized for the prediction. We then calculated the costs and QALY for each individual. We only included patients for which both dependent variables were not missing. By splitting the dataset into groups for the different treatment types (TAU and BT), some factor levels of an item or feature can go missing. We removed 97 features that had just one level or were missing.

<table>
<thead>
<tr>
<th>Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic data</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Current treatment</td>
<td>Current treatment type, medication, provider</td>
</tr>
<tr>
<td>MINI International Neuropsychiatric Interview</td>
<td>Structured clinical interview for making diagnoses</td>
</tr>
<tr>
<td>Quick Inventory of Depressive Symptomatology (16-Item) (Self-Report)</td>
<td>Quick Inventory of Depressive Symptomatology</td>
</tr>
<tr>
<td>Patient Health Questionnaire-9</td>
<td>Questions regarding depressive symptoms</td>
</tr>
<tr>
<td>5-level EQ-5D</td>
<td>EuroQol questionnaire; measuring generic health status; for calculation of quality-adjusted life years</td>
</tr>
<tr>
<td>Costs Associated with Psychiatric Illness</td>
<td>Measurement of healthcare costs and productivity losses</td>
</tr>
<tr>
<td>Treatment preferences</td>
<td>Individual preferences for blended treatment or treatment as usual</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: Not applicable.

We therefore utilized two different methods for handling them in order to evaluate which method would perform better regarding the predictive performance. We first imputed the numeric values by sampling from a normal distribution based on the mean value and SD of the corresponding feature. We imputed the categorical predictors by sampling from the categorical distribution of those features. As a second approach, we imputed the missing values by the median (numeric variable) and mode (categorical variable). Finally, we ended up with a dataset of 350 observations (1 for each patient) and 212 features. In the following, we have reported only the results for the latter imputation procedure. In Multimedia Appendix 2, we have also demonstrated the final performances for the first imputation method. However, we decided to utilize the latter method because it led to the best performance in terms of prediction.

**Approach & Statistical Analysis**

In order to derive individual treatment recommendations, we utilized the baseline features as input for predicting individual level outcome and costs based on the treatment type, as seen in Figure 1. We applied various machine learning techniques to evaluate which yielded the highest prediction performance. As mentioned by several studies, it is beneficial to compare different statistical procedures in order to eventually find the most precise model, especially when predicting costs due to the challenging nature of this activity [8,22,23]. Because the data consist of numerous features, we applied a feature selection method to reveal variables that contributed to the prediction performance. To demonstrate how the forecasts can be beneficial in recommending treatment types on an individual patient level, we applied the ICER to the predictions.

Specifically, we estimated the conditional probability \( p(o,c \mid b,tt) \) for each treatment type, where \( o \) is the outcome, \( c \) is the costs, \( b \) reflects the baseline features, and \( tt \) is one of the 2 treatment types. Given the limited amount of data, we assumed that the conditional probability could be factorized as follows:

\[
p(o,c \mid b,tt) = p(o \mid b,tt)p(c \mid b,tt).
\]
For the prediction of outcome and costs, we used linear regression and support vector regression (SVR). The latter method has shown good predictive capabilities in various fields [24]. We further utilized regression trees and ridge regression. For finding the optimal parameters, we applied a grid-based search and cross-validation. Additionally, we defined the mean of all outcomes or costs as a reference measure. If unable to achieve a better prediction performance compared with the reference measure, it is questionable if the application of more advanced statistical methods is appropriate in this context. For finding the model that achieves the highest prediction performance, we used leave-one-out cross-validation. That is, one observation is utilized as the test set and the remaining observations are used for training the model. This procedure is repeated for every single observation in the dataset. The error measures we used were root mean square error (RMSE) and mean absolute error (MAE). We have presented both error measures because debate exists as to which measure is more appropriate for the demonstration of predictive performance [25,26].

When utilizing a vast number of features, overfitting presumably occurs. Thus, we used Lasso regression to select features that contributed to the predictive performance. Lasso is a linear regression that introduces a penalty term called regularizer [27]. The error function of the regression, which is to be optimized, consists of the mean square error of the misclassified samples and a term that penalizes the absolute value of the sum of regression coefficients. This linear penalty enforces useless coefficients to shrink toward zero in order to produce a sparse solution. The corresponding optimization problem is illustrated below, where \( X \) is the baseline feature, \( Y \) is the outcome or costs, and \( \beta \) is the coefficient:

\[
\text{minimize} \quad \frac{1}{2n} \sum_{i=1}^{n} (y_i - x_i^T \beta)^2 + \lambda \sum_{j=1}^{p} |\beta_j|
\]

The parameter \( \lambda \) influences the strength of the penalty. Specifically, the higher the value of \( \lambda \), the higher the penalty. A higher penalty leads to sparser solutions (more coefficients are shrunk to zero). The optimal \( \lambda \)'s are found by utilizing cross-validation. After obtaining the specific features that appear to add to the predictive accuracy, we again predicted the outcome values and costs based on the aforementioned machine learning techniques. This time, however, we only utilized the features that were identified by the Lasso regression. Finally, we selected the algorithm that produced the smallest error and therefore performed best for the outcome and cost predictions. Based on these individual predictions, we calculated the ICER, as seen in the equation:

\[
\text{ICER} = \frac{p(\text{outcome}) - p(\text{outcome}, \text{TAU/BT})}{p(\text{cost}) - p(\text{cost}, \text{TAU/BT})}
\]

The ICER was then visualized in the cost-effectiveness plane [28]. By predicting the costs and outcomes at baseline and utilizing the ICER, we could then make recommendations about individual patient allocation. We implemented the mentioned models and processes in R (R Core Team; Vienna, Austria) [29].

**Results**

**Overall Findings**

Before we focused on the outcome and cost predictions, we illustrated the general improvements of the patients for TAU and BT. The E-Compared project hypothesized noninferiority between both treatment types (ie, BT is not less effective) [14]. Improvement was defined as the difference of the start and end value of the cumulated PHQ9 values. The PHQ9 questionnaire is a reliable measure for depression severity [16]. Because we only investigated the improvements for a 6-month period, these results are not final; however, they can indicate a trend. Table 2 shows that the mean baseline score for PHQ9 was 15.35 for BT and 15.42 for TAU. At the 6-month measurement, the scores were 7.85 and 9.49, respectively. Furthermore, 154 patients in the BT group and 140 patients in the TAU group showed improvement. Therefore, we can see that the PHQ9 value decreased more strongly for BT and that the number of improvements for BT exceeded the outcome of TAU. Applying a \( t \) test for the comparison of the mean end values resulted in the rejection of the hypothesis that both samples had the same mean (\( P=0.006 \)).
Table 2. Mean of Patient Health Questionnaire-9 scores at baseline and end for treatment as usual and blended treatment as well as the numbers of patients in each condition that improved (N=350).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Treatment as usual</th>
<th>Blended treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start Patient Health Questionnaire-9, mean</td>
<td>15.42</td>
<td>15.35</td>
</tr>
<tr>
<td>End Patient Health Questionnaire-9, mean</td>
<td>9.49</td>
<td>7.85</td>
</tr>
<tr>
<td>Patients with improvement, n</td>
<td>140</td>
<td>154</td>
</tr>
<tr>
<td>Patients without improvement, n</td>
<td>38</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 3. Results for prediction performance based on all baseline features for varying machine learning approaches.

<table>
<thead>
<tr>
<th>Model</th>
<th>Outcome MAE&lt;sub&gt;O&lt;/sub&gt;&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Outcome RMSE&lt;sub&gt;O&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Costs MAE&lt;sub&gt;C&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Costs RMSE&lt;sub&gt;C&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector regression</td>
<td>0.0714</td>
<td>0.0997</td>
<td>6299.63</td>
<td>9360.50</td>
</tr>
<tr>
<td>Regression tree</td>
<td>0.0698</td>
<td>0.0992</td>
<td>6573.94</td>
<td>9406.11</td>
</tr>
<tr>
<td>Ridge regression</td>
<td>0.0711</td>
<td>0.1000</td>
<td>6557.69</td>
<td>9187.78</td>
</tr>
<tr>
<td>Reference measure</td>
<td>0.0770</td>
<td>0.1017</td>
<td>7024.11</td>
<td>9539.54</td>
</tr>
</tbody>
</table>

<sup>a</sup>MAE<sub>O</sub>: mean absolute error in outcome.
<sup>b</sup>RMSE<sub>O</sub>: root mean square error in outcome.
<sup>c</sup>MAE<sub>C</sub>: mean absolute error in cost.
<sup>d</sup>RMSE<sub>C</sub>: root mean square error in cost.

Outcome and Cost Prediction

Table 3 illustrates the prediction performance for all utilized machine learning techniques and all baseline features. Overall, the SVR and regression tree had the smallest errors for performance measures. The ridge regression also performed better than the reference measure. Based on a Wilcoxon test, MAEs differed significantly (SVR: P<sub>O</sub>=.030, P<sub>C</sub><.001; Regression: P<sub>O</sub><.001, P<sub>C</sub><.001; Tree: P<sub>O</sub>=.002, P<sub>C</sub><.001; Ridge: P<sub>O</sub><.001, P<sub>C</sub><.001). This suggested that feature selection resulted in more accurate predictions in this context. The overall results demonstrate that some machine learning approaches are beneficial when predicting the outcomes and costs. Since ridge regression predicted the outcome and costs best, we utilized this model in the following analysis.

We observed a general increase in performance (Table 4). All statistical methods performed better than the reference measure (except for RMSE for linear regression and cost prediction), which was again confirmed by a significant Wilcoxon test for MAEs (SVR: P<sub>O</sub><.001, P<sub>C</sub><.001; Regression: P<sub>O</sub><.001, P<sub>C</sub><.001; Tree: P<sub>O</sub>=.002, P<sub>C</sub><.001; Ridge: P<sub>O</sub><.001, P<sub>C</sub><.001). This suggested that feature selection resulted in more accurate predictions in this context. The overall results demonstrate that some machine learning approaches are beneficial when predicting the outcomes and costs. Since ridge regression predicted the outcome and costs best, we utilized this model in the following analysis.

Figure 2 illustrates the predicted and observed values for each treatment type and dependent variable (QALY/costs). For estimating the ridge regression penalty term, we implemented 100 cross-validation runs and utilized the parameter that minimized the mean cross-validated error among these runs. The predictions were sorted in an ascending order. The blue markers or lines are the predictions and the black markers are the observed values where the y-axis demonstrates the value of the QALY/costs and the x-axis represents the corresponding patient. We observed that the predicted outcome and costs showed high uncertainty. The broader range of the actual observations around the blue markers for the cost predictions indicated that these were more difficult to achieve than outcome predictions in this context. Visually, however, the trend of the predictions appeared to be as expected, and as illustrated by the increased performance compared with the reference measure; this result indicates a step in the right direction.

Multiple features appeared repeatedly. Various questions regarding the medication use and the amount of consultations of some kind of therapist, practitioner, or treatment program occurred most often (24 and 16 times, respectively). Furthermore, the anxiety or depression items (6 times), mobility (5 times), origin of the patient (7 times), and energy level questions (4 times) appeared to have an influence on the prediction performance. Using the selected features, we then repeatedly applied the above specified statistical methods in order to achieve a better accuracy.
Table 4. Results for prediction performance based on selected baseline features for varying machine learning approaches.

<table>
<thead>
<tr>
<th>Model</th>
<th>Outcome MAE&lt;sub&gt;O&lt;/sub&gt;&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Outcome RMSE&lt;sub&gt;O&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Costs in € MAE&lt;sub&gt;C&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Costs in € RMSE&lt;sub&gt;C&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector regression</td>
<td>0.0575</td>
<td>0.0812</td>
<td>5164.22</td>
<td>8026.46</td>
</tr>
<tr>
<td>Regression</td>
<td>0.0590</td>
<td>0.0793</td>
<td>6436.63</td>
<td>15319.89</td>
</tr>
<tr>
<td>Regression tree</td>
<td>0.0684</td>
<td>0.0952</td>
<td>6573.94</td>
<td>9406.11</td>
</tr>
<tr>
<td>Ridge regression</td>
<td>0.0553</td>
<td>0.0747</td>
<td>4590.00</td>
<td>6607.31</td>
</tr>
<tr>
<td>Reference measure</td>
<td>0.0770</td>
<td>0.1017</td>
<td>7024.11</td>
<td>9539.54</td>
</tr>
</tbody>
</table>

<sup>a</sup> MAE<sub>O</sub>: mean absolute error in outcome.  
<sup>b</sup> RMSE<sub>O</sub>: root mean square error in outcome.  
<sup>c</sup> MAE<sub>C</sub>: mean absolute error in cost.  
<sup>d</sup> RMSE<sub>C</sub>: root mean square error in cost.

Figure 2. Predicted and observed values for quality-adjusted life years and costs and both treatment types (left panels for treatment as usual and right panels for blended treatment).
Figure 3. Expected improvement for all patients in relation to costs. The x-axis illustrates the difference in quality-adjusted life years (blended treatment-treatment as usual) and the y-axis the difference in costs (blended treatment- treatment as usual).

Treatment Recommendation

In order to derive individual treatment recommendations, we represent the differential outcomes and costs in the cost-effectiveness plane, where the y-axis is the difference between the costs of each treatment type and the x-axis is the difference between the clinical effects, as seen in Figure 3 [28]. Each quadrant has a different meaning. In our context, the NE quadrant represents higher costs and positive effects for BT; the SE quadrant indicates that BT is less expensive and more effective (BT dominates); the SW quadrant demonstrates the case where BT is less expensive but less effective; and the NW quadrant displays the situation where BT is more expensive and less effective (TAU dominates) [30]. As a first step, a threshold had to be defined that specified up to which point an additional improvement was worth the costs. In the context of this study, the monetary amount or willingness to pay for gaining one QALY differed by country [30]; the commonly used UK WTP thresholds for QALYs are between 25,000 and 35,000 €/QALY [31]. For this study, we used the conservative estimation of 25,000 €/QALY. A value above this threshold indicated that the treatment type was too expensive. Each patient represented by a green cross received the treatment type we would have recommended based on the prediction.

On the contrary, each patient that had a red circle should have received the other treatment type based on the forecasts. Questionnaire items that deviate tremendously for either TAU or BT create high differences when calculating the ICER. The point for the participant at the bottom of Figure 3 at (−0.04, −60.42), for example, is due to the fact that this patient reported a large number of hospital admissions. Since these are very expensive, it led to very high costs for this particular patient, and thus, the difference in costs between BT and TAU was high. Following this process, it is possible to recommend the likely most beneficial treatment type, on an individual level, at baseline.

Table 5 is a contingency table consisting of the patients for whom we recommended a specific treatment type. Only 46.57% (163/350) of all patients were treated using the treatment type we would recommend based on our models and the particular ICER threshold.

We then calculated potential outcomes and costs on a population level assuming the patients would have been allocated according to the predictions. For patients who had already received the recommended treatment type, we utilized the observed outcomes and costs. For patients for whom the actual treatment type was not recommended, we utilized the predictions of the model. Then, QALYs would have decreased by 1.98%, while at the same time, a reduction in costs of 5.42% could have been achieved.
that the baseline features do include some information regarding prediction (reference measure). Therefore, we are convinced that we were able to predict the outcomes and costs better, to precisely predict results remains. Nevertheless, we showed that model specifications and inability of the baseline information improves with more data, the uncertainty that results from the estimation of the model parameters and thus the recommendations, come with uncertainty when predictions, in the context of digital health interventions. Therefore, including questionnaires that contain these factors and subsequently utilizing these features in statistical analyses when predicting outcomes and costs can be beneficial. We further illustrated that experimentation with different statistical methods benefits the final results since considerable varying performances occurred among the methods.

However, we demonstrated that prediction is a challenging task. Even though the results suggest that predictive power exists in the baseline features, our analyses indicated that the predictions, and thus the recommendations, come with uncertainty when only baseline information is available. In general, the predictive uncertainty is due to two sources. The first source is the uncertainty in the estimated parameters. With an increased amount of data, the uncertainty in parameter estimation reduces. This does not mean that we would achieve perfect predictions because the second source is related to the variance of treatments that cannot be explained by the model. More specifically, the models do not fully represent the reality and all its complexity. Hence, although the estimation of the model parameters improves with more data, the uncertainty that results from the model specifications and inability of the baseline information to precisely predict results remains. Nevertheless, we showed that we were able to predict the outcomes and costs better, compared with using the mean of the dependent variables as prediction (reference measure). Therefore, we are convinced that the baseline features do include some information regarding the forecast of outcomes and costs and can support practitioners in their decision-making process. Thus, combining these results with the ICER enabled us to provide treatment recommendations on an individual level.

As mentioned earlier, if the patients would have been allocated according to our predictions, QALYs would have decreased by 1.98% and a simultaneous reduction in costs of 5.42% could have been achieved. These results are based on a specific ICER threshold. When applying this procedure in a real-world setting, this threshold can be adjusted to values set by experts or policy makers or available budgets. These experts must make decisions regarding the monetary resources they would want to spend on a specific QALY gain. Thus, the outcome and costs can be controlled by setting this threshold. As suggested by a previous study [32], the cost-effectiveness decision rule might be modeled in a nonlinear form. For example, the value of improvements may vary among the outcome levels. Particularly, a difference between 0.1 and 0.2 on the scale might be more important than a difference between 0.8 and 0.9, even though the absolute difference is the same. The absolute severity of the symptoms can also play an additional role in this context. It might not be justifiable to spend additional monetary effort if a specific patient already does not suffer from severe symptoms. Therefore, experts in the field need to choose appropriate values for the ICER threshold based on their experiences and knowledge and even consider a nonlinear specification.

Even though these results are preliminary, the implementation of such predictive models in clinical decision support systems for usage in interventions can be beneficial. We envision developing a system that incorporates these models and provides treatment recommendations for individuals. However, investment into other aspects is necessary for the realization of such support systems. Besides the technical implementation, the creation of information systems in this context also requires interdisciplinary collaboration among clinicians, computer scientists, and other decision makers [33]. Future users, for example decision makers or therapists, need to be educated appropriately and also be involved in the design phase of the system and its requirements and development, while at the same time, the IT specialists need to be confronted with content-related issues of the user [34,35]. Thus, implementation should be carefully planned and considered as organizational development [36]. Furthermore, a vast amount of financial and organizational resources can be required for the implementation [33], and clinical decision makers need to understand the value and limitations of such decision support systems. Additionally, we need to be cautious with the interpretability of the results because in individual cases, recommendations might lead to suboptimal outcomes and high uncertainty depending on the particular context. Overall, these systems may be used in the future to support the decision-making process of clinicians and therapists and not to replace their treatment recommendations.

### Table 5. Treatment recommendation for all patients (N=350).

<table>
<thead>
<tr>
<th>Treatment type</th>
<th>Recommended blended treatment, n (%)</th>
<th>Recommended treatment as usual, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Received blended treatment</td>
<td>70 (20)</td>
<td>102 (29.14)</td>
</tr>
<tr>
<td>Received treatment as usual</td>
<td>85 (24.29)</td>
<td>93 (26.57)</td>
</tr>
</tbody>
</table>

### Discussion

**Principal Findings**

Given the growth in demand for personalized treatments and the need for a reduction in costs, predictions of outcomes and costs, in the context of mental health, are increasingly important [3]. In this study, we proposed an approach for personalized treatment recommendations at baseline. Here, individuals are assigned to the most beneficial treatment before treatment, which can, if desired, even be automated. We derived these recommendations by predicting patient individual QALYS and costs based on data from a European Union-funded project. We then used the ICER and the cost-effectiveness plane as an individualized treatment recommendation tool. Nowadays, decisions are often made based on the ICER; we proposed a feasible path that allows the individualization and tailoring of this process.

We illustrated that the utilization of all baseline features is not necessarily appropriate in this context. Taking advantage of feature selection techniques can increase prediction performance. As a result, we found that consultations with some kind of therapist, medication usage, anxiety or depression information (severity), mobility items (ie, “I have no problems in walking about”), and origin of the patient play an important role when predicting outcomes and costs in the context of digital health interventions. Therefore, including questionnaires that contain these factors and subsequently utilizing these features in statistical analyses when predicting outcomes and costs can be beneficial. We further illustrated that experimentation with different statistical methods benefits the final results since considerable varying performances occurred among the methods.

However, we demonstrated that prediction is a challenging task. Even though the results suggest that predictive power exists in the baseline features, our analyses indicated that the predictions, and thus the recommendations, come with uncertainty when only baseline information is available. In general, the predictive uncertainty is due to two sources. The first source is the uncertainty in the estimated parameters. With an increased amount of data, the uncertainty in parameter estimation reduces. This does not mean that we would achieve perfect predictions because the second source is related to the variance of treatments that cannot be explained by the model. More specifically, the models do not fully represent the reality and all its complexity. Hence, although the estimation of the model parameters improves with more data, the uncertainty that results from the model specifications and inability of the baseline information to precisely predict results remains. Nevertheless, we showed that we were able to predict the outcomes and costs better, compared with using the mean of the dependent variables as prediction (reference measure). Therefore, we are convinced that the baseline features do include some information regarding
Limitations

This study has certain limitations. One limitation is the fact that we utilized data after a 6-month period. Usually, the preferred outcome for cost-effectiveness analysis is based on 12 months. Another limitation, which is closely associated with the previous aspect, is the size of the dataset we used. Given the complexity of the problem, it is inevitable that variations in performance occur when predicting other datasets. Thus, for achieving higher accuracy in predictions, obtaining more data is crucial. Even though our results are promising, more data and evaluations are needed in order to investigate the generalizability of these outcomes and improve the predictive accuracy of statistical techniques. Besides the size of the dataset, the data are heterogeneous in different ways. For example, the data were collected from 9 different European countries, with each having their own country-specific conditions [14]. This can result in country-specific patterns in the data. Given the limited amount of observations on a national level, we have not explored this multi-level structure. Additionally, the dataset consists of a large amount of missing values that needed imputation. Making all baseline questions mandatory for the patients can lead to an increased performance of the statistical procedures and can therefore lower uncertainty.

Conclusions

This study investigated how patients can be allocated to different treatment types in order to increase clinical and cost effectiveness. We demonstrated how to predict outcomes and costs in this context and proposed an approach for individualized treatment recommendations by utilizing the ICER. Simultaneously, we evaluated a variety of machine learning techniques and demonstrated specific features that contribute to the prediction performance. The results are indicative of progress. We hope that policy makers increasingly understand the benefit of predictive modeling in this context and apply these types of models to make better and simultaneously more personalized treatment choices. We further hope that we can contribute to the decision-making process in this field by providing a path that allows the prediction of eventual outcomes and costs on an individual basis before the onset of treatment.
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Abstract

Background: While health literacy is important for people to maintain good health and manage diseases, medical educational texts are often written beyond the reading level of the average individual. To mitigate this disconnect, text simplification research provides methods to increase readability and, therefore, comprehension. One method of text simplification is to isolate particularly difficult terms within a document and replace them with easier synonyms (lexical simplification) or an explanation in plain language (semantic simplification). Unfortunately, existing dictionaries are seldom complete, and consequently, resources for many difficult terms are unavailable. This is the case for English and Spanish resources.

Objective: Our objective was to automatically generate explanations for difficult terms in both English and Spanish when they are not covered by existing resources. The system we present combines existing resources for explanation generation using a novel algorithm (SubSimplify) to create additional explanations.

Methods: SubSimplify uses word-level parsing techniques and specialized medical affix dictionaries to identify the morphological units of a term and then source their definitions. While the underlying resources are different, SubSimplify applies the same principles in both languages. To evaluate our approach, we used term familiarity to identify difficult terms in English and Spanish and then generated explanations for them. For each language, we extracted 400 difficult terms from two different article types (General and Medical topics) balanced for frequency. For English terms, we compared SubSimplify’s explanation with the explanations from the Consumer Health Vocabulary, WordNet Synonyms and Summaries, as well as Word Embedding Vector (WEV) synonyms. For Spanish terms, we compared the explanation to WordNet Summaries and WEV Embedding synonyms. We evaluated quality, coverage, and usefulness for the simplification provided for each term. Quality is the average score from two subject experts on a 1-4 Likert scale (two per language) for the synonyms or explanations provided by the source. Coverage is the number of terms for which a source could provide an explanation. Usefulness is the same expert score, however, with a 0 assigned when no explanations or synonyms were available for a term.

Results: SubSimplify resulted in quality scores of 1.64 for English (P<.001) and 1.49 for Spanish (P<.001), which were lower than those of existing resources (Consumer Health Vocabulary [CHV]=2.81). However, in coverage, SubSimplify outperforms all existing written resources, increasing the coverage from 53.0% to 80.5% in English and from 20.8% to 90.8% in Spanish.
(P<.001). This result means that the usefulness score of SubSimplify (1.32; P<.001) is greater than that of most existing resources (eg, CHV=0.169).

Conclusions: Our approach is intended as an additional resource to existing, manually created resources. It greatly increases the number of difficult terms for which an easier alternative can be made available, resulting in greater actual usefulness.

(J Med Internet Res 2018;20(8):e10779) doi:10.2196/10779
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Introduction

Background and Significance

Text is an important resource for health-related information as it is easy to create and distribute. Furthermore, health literature is widely available in the form of web-based resources for people to obtain information on medical conditions, diseases, and modalities [1]. However, these documents are often written at a level beyond the comprehension of the average reader [2]. This disconnect reflects an overall trend in misinformation regarding health conditions [3,4].

To mitigate this problem, researchers have sought automatic ways to improve the readability of these texts and the resulting reader comprehension. This natural language programming (NLP) task is known as text simplification [5] and has been used to create supervised [6], semisupervised [7], and fully automatic tools [8] to make texts easier for consumers to digest by increasing readability [9]. A central challenge for this research is to develop resources and techniques that enhance the quality and accuracy of these systems. Even though deep neural network approaches and other automated translation algorithms are increasingly being developed, it will take time before they can be applied with sufficient impact and precise simplifications. We intend for our algorithm to supplement existing resources as well as generate useful inputs for other algorithms.

The first step is identifying what makes text difficult. Some of the previous studies have focused on simplifying individual terms, while others have focused on grammatical structures. To identify the difficulty of individual terms, we use term familiarity. For a given term, this measure can be calculated by extracting the likelihood that a term occurs in common language usage [10], which we estimate according to the term’s frequency in the Google Web Corpus [11]. In this work, we add to the body of research that identifies these terms and replaces them with easier synonyms [12]. However, we went beyond existing approaches by generating new explanations for terms that do not exist in the available resources. To do this, we developed and evaluated a new algorithm to generate new explanations. We generated explanations of terms in plain language using word internal parsing and affix dictionaries with SubSimplify.

Resources for Finding Explanations for Difficult Terms

Ideally, there would be an endless resource of expert-written explanations for difficult terms, optimized for the general public in multiple languages. However, few resources are able to provide appropriate explanations at all and even fewer are able to automatically or semiautomatically produce such explanations.

The resource closest to ideal is the English Consumer Health Vocabulary (CHV) [13], which is included in the Unified Medical Language System (UMLS) [14]. This resource was manually created and provides synonyms as well as definitions for medical terms in a consumer-friendly language. For the purposes of text simplification, these plain language definitions and simple synonyms double as ready-made explanations for difficult terms. However, the number of explanations is low relative to the overall number of difficult terms that occur in a given medical text. The CHV contains 2567 unique definitions and 88,529 synonyms for concepts found in the UMLS. We did not employ the UMLS as a resource because this system focuses on mapping complex medical concepts onto ontologies and is not designed to relate health information to patients or any other person outside the medical domain.

Previous research has shown that the CHV can be used to simplify texts [15-17], but it has also been shown to contain jargon words and not enough consumer-friendly vocabulary when providing summaries for specialized research [18]. Furthermore, while this resource is well tailored to text simplification, it is limited to English terms and explanations. In summary, the CHV provides explanations that can be automatically sourced in a given simplification system. However, CHV is only in English, is for relatively few terms, and can at times contain jargon beyond the reading level of the average reader.

While not being medically focused, WordNet is a useful resource for text simplification. It is an online lexical database containing terms and definitions, as well as interword semantic relations such as hypernyms, hyponyms, synonyms, and antonyms [19]. WordNet provides 128,391 word-sense definitions in English and is also available in Spanish, albeit in a less complete form [20]. Since WordNet is not a medical resource, many of its explanations are not optimal for medical text simplification, and when several senses are provided for a word, it is not always clear which best suits the medical sense. Previously, WordNet has been used to provide synonyms for lexical simplification [21]. For example, hyponym-hypernym relations have been used to generate synonyms that are simpler (more general) for text simplification [22]. In other areas, this resource has been used to simplify texts in the domain of biomolecules [23] and in texts written for non-native English speakers [24]. In summary, while WordNet is larger than CHV and also available in Spanish, the resource is not always optimal for giving the definition for medical terms.
Recent developments using neural networks trained on large bodies of text have produced larger resources such as word embeddings, where words are represented by multidimensional word vectors. The resulting vectors position the word relative to each other in a multidimensional space and have been shown to possess semantic and syntactic relations that allow us to automatically find synonyms and semantically related terms [12]. Given a word, we can use its vector representation to find the word whose vector is nearest to this word. Often, this nearest vector is a synonymous word. One freely available version of this resource is the pretrained Global Vectors for Word Representation (also known as GLoVe) [25]. Prior work has shown that these vectors can prove to be useful to isolate simple yet more frequent terms in the areas of text simplification [26]. However, they can include spurious matches because the approach cannot differentiate antonyms from synonyms. Given that this resource is totally automated, a word vector model can be produced from any language given a relatively large body of text. This means that this resource is also available for Spanish, with pretrained vectors available online [27]. In our study, we employed the GLoVe pretrained vectors for English and for Spanish [27], labeling the approach more generally as Word Embedding Vectors (WEV).

In all, the methods that exist for explanation generation range from specific, and precise, with low coverage to high coverage, with a much lower relative accuracy. In the next section, we describe our approach, which exists on the spectrum between these resources.

**Methods**

**Using Morphological Information to Generate Explanations**

We first describe the role that morphological units play in medical terminology and then our algorithm, which extracts information and generates explanations using these morphological units.

The resources described above make use of a word’s definition in isolation without reference to the internal characteristics of that word, (ie, the morphology of the word). While it is not always the case, often romance languages contain morphological units that contain relatively clear semantics, such as the case for the prefix anti- (“against”), or the suffix -s (indicating plural). In certain words in English and in Spanish, these can help one to decipher the meaning of a word. In medicine, many terms, both in English and Spanish, originate from Greek and Latin [28,29]. Greek and Latin affixes have meanings commonly unknown to the average reader, but they nevertheless reflect the overall meaning of a word. While at times the meaning of a word is a direct function of the composition of the meaning of these morphological units, to a large degree in English and Spanish, terms composed of these units tend to have a gestalt effect. On the extreme end, a term may completely differ from the meaning of its morphological units (eg, “ledger” does not mean “ledge”+er). However, this problem of semantic drift is small for medical terms, seemingly because medical terms are less affected by semantic drift than more nonmedical, frequent terms.

Affixes that compose medical terms commonly have clear definitions that reflect a word’s meaning. For example, given the prefix cardio- we know that this term’s meaning relates to “the heart.” Several resources containing these affixes and their definitions are freely available online [30-33]. From these, we created a unique dictionary of affixes along with their definitions for each language. We extracted 586 unique affixes for English and 498 affixes for Spanish. We define an affix as any morphological unit that has some denotation apart from the word itself. Affixes are categorized by their position, with prefixes occurring at the beginning of the words and suffixes occurring at the end of words. A root is any morphological unit that can stand alone as a single word. For example, the term cardiovascular contains the prefix cardio-, and the root vascular. Independently, these morphological units denote the heart and consisting of a vessel or vessels, respectively. Although many resources may not contain a definition for cardiovascular, by parsing these morphological units, we can automatically generate an explanation that reflects the actual denotation of the term: relating to the heart and blood vessels.

In both Spanish and English, words may be composed of multiple suffixes, roots, and prefixes. SubSimplify exploits this fact to generate an explanation for a term. Table 1 shows the examples of affixes and their definitions in both Spanish and English.

In addition to these affix dictionaries, we use word stemming [34] to isolate stemmed, or lemmatized, versions of terms. Stemming and lemmatization are two different methods of reducing a term to something similar to its root, but in a way that does not always reflect the actual root. For example, a resource like WordNet may have a definition for Gastrointestine, but not Gastrointestinal. By stemming and stripping the affix -al, we increase the ability to find explanations using all resources.

**Figure 1** provides an overview of our SubSimplify algorithm. The input to SubSimplify is a term we assume to be difficult, and we recursively lookup affixes and generate an explanation by accumulating the definitions of each affix and root identified. When finished, we align these definitions to provide an explanation of the term.

We use affix dictionaries to identify morphological units programmatically. First, the system identifies affixes and then takes the part of the word that is not an affix and performs a database lookup on stemmed variants of the term. To avoid spurious matches, we work from larger to smaller suffixes, and thus, anti- as in anti-hero would match before a- as in a-symmetry. This process occurs iteratively until no affixes are matched, or until there is no root left. In order to describe this process in sequence, **Textbox 1** gives a detailed description of each step.

Since words may contain multiple suffixes, the process occurs multiple times where possible. That is, when we extract a root, it is possible that that root may yet contain another suffix or prefix. To highlight this, we provide an example with the term hyperglycemic in Textbox 2.
### Table 1. Examples of affixes and corresponding definitions in English and Spanish.

<table>
<thead>
<tr>
<th>Language and affix</th>
<th>Type</th>
<th>Definition</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>adip-</td>
<td>prefix</td>
<td><em>Of or relating to fat or fatty tissue</em></td>
<td>Latin</td>
</tr>
<tr>
<td>-dipsia</td>
<td>suffix</td>
<td><em>Condition of thirst</em></td>
<td>Greek</td>
</tr>
<tr>
<td><strong>Spanish</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pireto-</td>
<td>prefix</td>
<td><em>Forma prefija que significa fiebre</em></td>
<td>Latin or Greek</td>
</tr>
<tr>
<td>-opsia</td>
<td>suffix</td>
<td><em>Forma sufija que significa visión</em></td>
<td>Greek</td>
</tr>
</tbody>
</table>

### Figure 1. SubSimplify flow diagram.
Textbox 1. A description of each step in the SubSimplify algorithm.

Affix Identification:
All affixes in the affix dictionary are compared to the term from the longest to shortest length. If the term contains the affix characters at the beginning (for prefixes) or ending (for suffixes), the system considers this an affix match.

Affix Definition:
For each affix match, the affix dictionary definition is added to the newly constructed explanation.

Root Extraction:
The root of the term is extracted by removing the prefix or suffix. Since this can remove some of the characters of the root unintentionally, we consider the root the remaining characters plus single character variations of the root at the edge where the term was matched.

Search Resources:
The extracted root is then searched in WordNet and in CHV. If it is not found, we reintroduce the root to this same process until no matches are found.

Textbox 2. SubSimplify algorithm application to hyperglycemic.

Affix Identification:
We iteratively go through the affix dictionary and match the prefix hyper- in hyperglycemic.

Affix Definition:
The definition for hyper —"denotes something as extreme or beyond normal" —is added to the explanation for the term hyperglycemic.

Root Extraction:
We extract glycemic from hyperglycemic.

Search Resources:
WordNet and CHV are searched for glycemic and all single character variants of glycemic (eg, aglycemic). When not found, we rerun this entire process on glycemic, saving the explanation so far.

Table 2. Example English explanations.

<table>
<thead>
<tr>
<th>Explanation resource</th>
<th>Example term</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHV</td>
<td>pheochromocytoma</td>
<td>A usually benign, well-encapsulated, lobular, vascular tumor of chromaffin tissue of the Adrenal Medulla</td>
</tr>
<tr>
<td>WordNet Summary</td>
<td>Coryza</td>
<td>an inflammation of the mucous membrane lining the nose (usually associated with nasal discharge)</td>
</tr>
<tr>
<td>WordNet Synonym</td>
<td>attenuated</td>
<td>rarely</td>
</tr>
<tr>
<td>SubSimplify</td>
<td>hyperglycemic</td>
<td>hyper-glyc-emi-c, “extreme” or “beyond normal”-sugar-em-pertaining to</td>
</tr>
<tr>
<td>Word Vector Nearest Neighbor</td>
<td>toxoplasma</td>
<td>gondii</td>
</tr>
</tbody>
</table>

aCHV: Consumer Health Vocabulary.

This process repeats until there is either no root left, or until the remaining root fails to be identified by any resource. For glycemic, the system will identify -ic and subsequently glyc- before halting at -em-.

If the term contains “-” or any other nonword characters, we split these as well. The parsed affixes and roots are then aligned with their explanations to provide an affix-by-affix breakdown of the term. For any affix that is not identified in the system, as is the case with -em- in hyperglycemic, the definition of the root remains the root itself. Upon presenting the term, these affixes are matched with their definition both by order and by color in order to make identification as easy as possible for a writer. An example explanation for hyperglycemic is shown in Table 2. This table contains explanations for a few different difficult terms to highlight their quality when present. Note that not all resources contain explanations for all terms, so it is extremely rare that all resources can provide an explanation for a single term.

While the CHV [35] and WordNet Summary resources provided full-sentence explanations (semantic simplification), the WEV and WordNet Synonym provide single-word explanations of each term (lexical simplification). SubSimplify provides a hybrid of the two: for the individual parsed subword units, either a synonym or brief description is presented.

Next, we describe 2 studies designed to evaluate the quality, coverage, and usefulness of these explanations in English and Spanish.

Studies
To evaluate the quality, coverage, and usefulness of the newly generated explanations and how they compare to existing
resources, we conducted two studies: one in English and one in Spanish.

**Study 1: English Term Explanation Generation**

**Study Stimuli**

**Stimuli**

To obtain a range of medical terms that occur in common texts, we extracted 20 documents from Wikipedia written on a medical topic and 100 PubMed abstracts. From these documents, we extracted the difficult terms using term familiarity. For the purposes of this study, we identified difficult terms as those having a frequency less than the 5000th ranked term in the Google Web Corpus, which previous work showed to be a reasonable criterion [7]. Given these difficult terms, we selected 200 terms from each resource type (PubMed and Wikipedia) balanced across all documents (100 and 20, respectively). To investigate the effect of frequency, we also balanced each set of 200 difficult terms by frequency. Two groups were extracted based upon high and low frequencies. High-frequency terms were those which had frequencies in the upper most tertile, and low-frequency terms were those which had frequencies in the lowest tertile. In all, the study contained 400 total terms that were evenly split across high and low frequency, document source, and the documents themselves.

**Explanation Generation**

We compared our approach to four previous approaches: CHV, WordNet Synonyms and Summaries, and WEV. These resources provided explanations when an exact match could be found for the term in their database.

**Metrics**

For each of the 400 terms, we calculated 3 metrics: quality, coverage, and usefulness. Quality was judged by subject experts (SEs). The SEs in this study were required to (1) be a native speaker of the language and (2) have at least a master’s degree in a public health or a medical-related field. The experts typically had experience evaluating the quality of medical resources, and for this study, they were financially compensated for their time.

For quality, the two SEs reviewed each term along with the candidate definitions and explanations. For each definition or explanation, the SEs annotated how useful it was on a 4-point Likert scale. Table 3 provides a description of each rating level. Coverage was measured by calculating the percentage of terms for which an explanation was provided by each source. Usefulness is a broader measure than quality and takes the availability of terms and resources into account. When a term is not found, it receives a score of 0. While quality gives us an idea of how accurate resource explanations are, usefulness tells us how well such a resource would perform if we were to employ it for all terms.

**Procedure**

The SEs evaluated the 400 terms and the corresponding explanations provided by each resource. The order of the presentation of explanations was randomized for each term. For each of the terms, the SEs scored the term on both the quality and coverage metrics described above. We then calculated usefulness by normalizing quality by coverage.

In order to give a visual idea of how this study was performed, Figure 2 contains a flowchart containing the steps of the study.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Explanation is not useful to someone annotating the text.</td>
</tr>
<tr>
<td>2</td>
<td>Explanation is a little useful to someone annotating the text.</td>
</tr>
<tr>
<td>3</td>
<td>Explanation is useful to someone annotating the text.</td>
</tr>
<tr>
<td>4</td>
<td>Explanation is very useful to someone annotating the text.</td>
</tr>
</tbody>
</table>
Evaluation Outcomes

Interoperator Variability

To compare the variability in quality scores between each of the SEs, we calculated Cronbach alpha. Since we did not limit the quality ratings to a rank order, it was possible for each term to have multiple explanations that received the best score per term. Therefore, we calculated Cronbach alpha in two ways. First, in a conservative version, we calculated whether each SE chose all of the same explanations as the best for each term, and in a more liberal version, whether each SE chose one of the same explanations as the best for each term. For English, the results were 0.69 and 0.90 for the conservative and liberal version, respectively. We, therefore, determined that interoperator reliability was high enough to average their ratings. Table 4 shows the results of the quality, coverage, and usefulness metrics for each explanation source in English.

Table 4. English study results.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>CHV(^a)</th>
<th>WordNet Synonym</th>
<th>WordNet Summary</th>
<th>SubSimplify</th>
<th>WEV(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality (1-4 scale)</td>
<td>2.81</td>
<td>2.09</td>
<td>3.32</td>
<td>1.64</td>
<td>1.64</td>
</tr>
<tr>
<td>Coverage (N=400), %</td>
<td>6.0</td>
<td>53.0</td>
<td>53.0</td>
<td>80.5</td>
<td>83.8</td>
</tr>
<tr>
<td>Usefulness (0-4 scale)</td>
<td>0.169</td>
<td>1.11</td>
<td>1.76</td>
<td>1.32</td>
<td>1.38</td>
</tr>
</tbody>
</table>

\(^a\)CHV: Consumer Health Vocabulary.
\(^b\)WEV: Word Embedding Vector.

In Table 4, we see that each column represents explanation sources and the 3 rows give the metrics averaged across SEs. For example, CHV received a mean quality score of 2.81 when present, but could only provide explanations for 24 out of 400 total terms. Subsequently, its usefulness was only 0.169 for the 400 terms. Recall that this resource represents the one that is manually generated to aid lexical simplification in medical documents. As a consequence, the quality rating was relatively high, but the coverage was by far the lowest. Next, we see that WordNet Summaries and Synonyms each provided the same number of explanations. However, the Summaries (Semantic Simplification) scored much higher than the Synonyms (Lexical Simplification) at 3.32 versus 2.09, respectively. Again, given that they only provide explanations for 212 terms, their usefulness was only 1.76 and 1.11, respectively. While SubSimplify had a 1.64 quality score when present, its coverage was 322, whereas that of WordNet was 212, representing an increase from 53.0% to 80.5% in coverage of the 400 difficult terms. Consequently, the usefulness of SubSimplify was 1.32, greater than that of WordNet Synonyms and CHV. Last, WEV provided the greatest coverage and performed identically to SubSimplify in quality (1.64), but had greater coverage (335) and quality (1.38). However, as we describe in the next subsection, there was a clear difference between the quality
performance of SubSimplify and WEV. SubSimplify performed better with lower-frequency words and in more technical literature than WEV.

**Quality**

To evaluate significance, we performed a 2×2×5 analysis of variance (ANOVA), with quality as the dependent variable. The independent measures were document source (Wikipedia or PubMed), frequency (Low or High), and the five explanation sources (CHV, WordNet Synonym, WordNet Summary, SubSimplify, and WEV). There were main effects for frequency ($F_{1,2186} = 3.859, P<.02$) and explanation type ($F_{4,2186} = 260.1, P<.001$). This indicates that on average, the resources performed significantly better with lower-frequency terms and that there were significant differences between the resources.

In addition to the main effects, there was a significant two-way interaction between explanation type and frequency ($F_{8,2186}=2.993, P<.001$; Figure 3). Figure 3 contains the mean quality of each resource at low and high frequencies. Given that our documents contained medical terminology, we expected low-frequency words to be the rarest and, therefore, most technical. They presented the hardest target for any system attempting to summarize these documents. For example, CHV, which is written specifically for medical terms, has much greater performance for low-frequency terms than for high-frequency terms (3.12 vs 1.74). Furthermore, WordNet Synonyms and Summaries both performed slightly better for low-frequency terms than for high-frequency ones. Interestingly, SubSimplify also followed this pattern. However, WEV had the opposite trend. Not only did WEV perform better on high-frequency terms than on low-frequency terms but also it performed slightly poorer than SubSimplify for low-frequency terms (compare SubSimplify’s 1.67 rating to WEV’s 1.63 rating for low-frequency terms).

**Coverage**

To evaluate the effect of frequency and document source on the coverage of each resource, we performed another 2×2×5 ANOVA with coverage as the dependent variable. There were main effects for frequency ($F_{1,3970}=3.859, P<.001$) and explanation type ($F_{4,3970}=260.1, P<.001$; refer to Table 2, row 2). This indicates that explanations, on average, had significantly greater coverage for high-frequency terms than for low-frequency terms.

There was a significant two-way interaction between explanation type and frequency ($F_{8,3970}=6.557, P<.001$) and a significant interaction between explanation type and document source ($F_{4,3970}=11.523, P<.001$; Figure 4).

**Figure 3.** Explanation type-frequency interaction for quality in English. CHV: Consumer Health Vocabulary, WEV: Word Embedding Vector.
As seen in the left side of Figure 4, term frequency affects the coverage of each explanation type. Whereas CHV had similar coverage for low- and high-frequency terms, WordNet had much greater coverage for high-frequency terms than for low-frequency terms (0.47 vs 0.77). SubSimplify then increased the coverage of low-frequency terms from 0.47 to 0.78 and of high-frequency terms from 0.77 to 0.79. Last, WEV slightly increased the coverage of low-frequency terms (from 0.77 to 0.78), but increased that of high-frequency terms from 0.79 to 0.94. This indicates that SubSimplify performed quite similar on low- and high-frequency terms, as is the case with CHV, but with an overall much greater coverage.

Next, we look at the interaction of document source and coverage. Recall that PubMed contains more technical medical terms than Wikipedia sources, and therefore, it constitutes terms that should contain more technical jargon. In the right side of Figure 4, we see that CHV, SubSimplify, and WEV each had greater coverage in PubMed than in Wikipedia, whereas WordNet had greater coverage in Wikipedia documents. The x-axis depicts the proportional coverage for each explanation source in PubMed and Wikipedia, and the y-axis includes the change in coverage. WordNet, for example, provides fewer explanations for PubMed (0.48) than for Wikipedia (0.52), whereas SubSimplify provides more for PubMed (0.8) than for Wikipedia (0.75). One critical point to note is that SubSimplify has equivalent coverage to WEV. This indicates that SubSimplify performed as well as the fully automated WEV within technical medical text.

Usefulness

Next, we performed another 2x2x5 ANOVA with usefulness as the dependent variable. There was only a main effect for explanation type ($F_{1,3970}=95.170, P<.001$; refer to Table 2, row 3) and frequency ($F_{1,3970}=14.663, P<.001$). This indicates that the usefulness ratings were significantly different across the different explanations and that usefulness ratings were significantly greater for high-frequency terms on average.

There was a significant two-way interaction between explanation type and frequency ($F_{1,3970}=5.390, P<.001$) and a significant interaction between explanation type and document source ($F_{1,3970}=6.387, P<.001$; Figure 5).

As seen in Figure 5 on the left, term frequency affected the usefulness of each explanation type. While CHV had a greater usefulness for low-frequency versus high-frequency terms, WordNet Synonyms had much greater usefulness for high-frequency than low-frequency terms (1.50 vs 1.00). WordNet Summaries had the greatest usefulness score for high-frequency terms (2.40) and smaller, but still quite high, scores for low-frequency terms (1.62). Meanwhile, SubSimplify had greater usefulness for low-frequency terms than for high-frequency terms (1.43 vs 1.35). Last, WEV had a greater score for high-frequency than for low-frequency terms (1.64 vs 1.42). This affirmed the idea that SubSimplify is a resource that performs best for low-frequency terms.

Next, we look at the interaction of document source and usefulness. Recall that PubMed contains more technical medical terms than Wikipedia sources, and, therefore, constitutes terms that should contain more technical jargon. In Figure 5, we see that WordNet performed better in Wikipedia and that SubSimplify and CHV both performed better in usefulness for PubMed. This affirmed that SubSimplify performs best on more technical documents.

Summary

For the English study, we found that SubSimplify performed better than existing medical resources for coverage and had a relatively high quality given its coverage. Furthermore, SubSimplify, much like CHV, performed better for low-frequency and more technical terms, than for high-frequency terms. In addition, this resource had the greatest
coverage of all the resources for terms found in the PubMed abstracts. These quality, coverage, and usefulness results suggest that SubSimplify is better equipped to generate explanations for low-frequency and technical terms than the other existing resources.

**Study 2: Spanish Term Explanation Generation**

The second study evaluated our approach in Spanish. This study was identical to the English study, save for two differences. First, there was no Spanish language CHV and WordNet in Spanish only contained summaries (no Spanish synonyms; the version we used contained only Spanish terms mapped to English synonyms). Therefore, we only used WordNet Summaries and compared only three possible explanation resources: our approach (SubSimplify), WordNet, and WEV. Second, since there were no Spanish language PubMed abstracts available, for our second resource, we used Medline Plus [36] instead, which is a resource for medical articles geared toward people interested in health information. Last, all instructions, ratings, and explanations were in Spanish.

**Figure 5.** Explanation type-frequency interaction (left) and explanation type-document source interaction (right) in English usefulness measures. CHV: Consumer Health Vocabulary, WEV: Word Embedding Vector.

### Study Stimuli

**Stimuli**

We tested 400 medical terms balanced for frequency. To get a range of medical terms that occurred in both common texts and more technical texts, we extracted 20 documents from Wikipedia written on the topic of disease and 20 Medline Plus articles. From these documents, we first extracted difficult terms using the same term familiarity threshold. Our cutoff was a frequency less than the 5000th most common term in the Spanish Google Web Corpus [10]. Within these terms, we balanced the terms across low and high frequency. In all, we split these 400 terms across high and low frequency and document source.

**Explanation Generation**

We compared our approach to two previous approaches: WordNet and WEV. These resources provided explanations when an exact match could be found for the term in their database.

**Metrics**

For each of the 400 terms, we extracted explanations. For each explanation, we calculated quality, coverage, and usefulness.

**Procedure**

The procedure was identical to English except that all instructions and explanations were written in Spanish. The SEs were both bilingual Spanish-English speakers who had nevertheless received Master of Public Health degrees in English.

**Evaluation Outcomes**

**Interoperator Variability**

Again, we calculated Crohnbach alpha in both a liberal and conservative version. For Spanish, the results were 0.64 and 0.90 for the conservative and liberal versions, respectively. We, therefore, again determined that the interoperator reliability was high enough to collapse their quality ratings into one group.

**Table 5** shows the results of the quality, coverage, and usefulness for each explanation source in Spanish. It can be seen that WordNet had the highest average quality rating of the three resources (2.64), but provided the lowest coverage at 20.5%, with a low resulting usefulness (0.543). The coverage of SubSimplify was much greater at 90%, with a lower average quality rating (1.49). Last, WEV provided a higher quality rating (1.84) but with a lower coverage than SubSimplify (89.75%). Regarding usefulness, WEV outperformed SubSimplify (1.77 vs 1.24).
Given these results, we performed ANOVAs to understand the relationship between frequency and document source for the quality, coverage, and usefulness of each explanation type.

**Quality**

We performed a 2×2×3 ANOVA to evaluate the effect of document source (Wikipedia or PubMed) and frequency (High or Low) on the quality ratings for each of the three explanation resources (WordNet, SubSimplify, and WEV). There were main effects for frequency ($F_{1,1590}=13.39, P<.001$) and explanation type ($F_{2,1590}=98.805, P<.001$; refer to Table 3 row 1). This indicates that on average, the explanations performed significantly better on high-frequency terms and that there was a significant difference between the average quality of explanations based upon their type.

There was also a significant two-way interaction between explanation type and frequency ($F_{2,1590}=12.010, P<.001$; Figure 6). Figure 6 shows the interaction of frequency with explanation type. The x-axis depicts the mean quality for each explanation source at low and high frequency, and the y-axis includes the change in mean quality ratings as a line. SubSimplify performed better for low-frequency terms (1.54) than for high-frequency terms (1.48), whereas WEV performed worse for low-frequency terms (1.68) than for high-frequency terms (2.03).

**Coverage**

We performed a 2×2×3 ANOVA to evaluate the effect of document source (Wikipedia or MedlinePlus) and frequency (High or Low) on the coverage ratings for each of the three explanation resources (WordNet, SubSimplify, and WEV). There were also main effects for frequency ($F_{1,2382}=7.180, P<.001$) and explanation type ($F_{2,2382}=1142.361, P<.001$; refer to Table 3 row 1). This indicates that on average, the explanations had significantly better coverage on high-frequency terms and that there was a significant difference between the average coverage of explanations based upon their type.

There was a significant two-way interaction between explanation type and frequency ($F_{2,2382}=4.465, P<.015$), and a significant interaction between explanation type and document source ($F_{4,2382}=6.259, P<.001$; Figure 7). For Spanish terms, term frequency affected the coverage of each resource as seen in Figure 7 on the left. For WordNet, there was slightly greater coverage for low-frequency terms (0.22) than for high-frequency terms (0.20), but both were quite low. For SubSimplify, there was greater coverage for high-frequency terms (0.92) than for low-frequency terms (0.87). This was also the case for WEV, with high and low coverages at 0.93 and 0.86, respectively. This indicates that SubSimplify had the greatest coverage for low-frequency terms and WEV had the greatest coverage for high-frequency terms in Spanish.

For document source, WordNet had a greater coverage for MedlinePlus terms (0.25) than for Wikipedia terms (0.20). Likewise, SubSimplify performed better on the more technical terms of MedlinePlus (0.93) than on the more general terms of Wikipedia (0.87). WEV, however, had the opposite effect, with 0.93 for Wikipedia and 0.86 for MedlinePlus. In short, WEV performed better on less technical texts and higher-frequency terms, whereas SubSimplify performed better on low-frequency terms and more technical texts.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>WordNet Summary</th>
<th>SubSimplify</th>
<th>WEV&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality (1-4 scale)</td>
<td>2.64</td>
<td>1.49</td>
<td>1.84</td>
</tr>
<tr>
<td>Coverage (N=400), %</td>
<td>20.5</td>
<td>90.0</td>
<td>89.7</td>
</tr>
<tr>
<td>Usefulness (0-4 scale)</td>
<td>0.543</td>
<td>1.24</td>
<td>1.77</td>
</tr>
</tbody>
</table>

<sup>a</sup>WEV: Word Embedding Vector.
Figure 6. Explanation type-frequency interaction for quality in Spanish. WEV: Word Embedding Vector.

Figure 7. Coverage-frequency interaction (left) and coverage-document type interaction (right) in Spanish. WEV: Word Embedding Vector.
Usefulness

We performed the same 2×2×3 ANOVA, but this time with usefulness as the dependent measure. The results indicated main effects for frequency ($F_{1,2382}=16.197, P<.001$), explanation type ($F_{2,2382}=230.268, P<.001$), and document source ($F_{1,2382}=6.737, P<.001$). These results indicate that explanations, on average, performed significantly better on high-frequency terms and on Wikipedia documents. This also indicates that there was a significant difference in the usefulness measures for explanation type (refer to Table 3, row 3).

Furthermore, there was a significant two-way interaction between explanation type and frequency ($F_{2,2382}=17.911, P<.001$). Figure 8 depicts this interaction. Notice that WordNet Summaries performed nearly identically on low- and high-frequency terms (0.6). This pattern was also true for SubSimplify (1.4 for both). Last, WEV performed much better in usefulness on high-frequency terms than on low-frequency terms (1.9 vs 1.4).

Summary

For the Spanish study, we found that SubSimplify performed better than WordNet and WEV for coverage. Specifically, it performed best for low-frequency and more technical terms; its average quality was lower than that of the other two resources, but was better at low frequency.
Results

In both English and Spanish, SubSimplify had its best quality ratings at low frequency, which were similar for both languages. Furthermore, in both languages, SubSimplify had similar results regarding coverage. In both the English and Spanish studies, we saw that SubSimplify greatly outperformed the existing resources with its ability to provide multiword explanations for difficult terms. Namely, SubSimplify outperformed CHV and WordNet Summaries in English in quality, and in Spanish, it outperformed WordNet in this same measure. Furthermore, it provided the most explanations at low frequencies and in more technical texts.

At the same time, much of the quality and coverage that we have shown covers overlapping data. Here we have evaluated the coverage of these resources if we were to employ all of them into a single system. Doing so will highlight the role that SubSimplify can play in a larger simplification system. Given the 400 terms in each language, the charts in Figure 7 highlight the cumulative coverage of each resource. Given that not all resources cover the same words, these bar graphs show the coverage of a system that includes each nonoverlapping explanation or synonym from the previous resource.

Left, CHV provides the lowest coverage with 23, WordNet then provides 212, SubSimplify provides 322, and, finally, WEV provides 336 out of 400. On the right, we see the number of explanations that our system can provide as we add each resource in Spanish. For example, if we only used CHV, we would only be able to provide explanations for 23 terms. However, as we add each resource, the number of (nonoverlapping) terms for which we can provide explanations increases. As we add WordNet, we can provide explanations for 222 terms; then by adding SubSimplify, we can provide explanations for 349. Last, by adding WEV, we can provide a total of 385 explanations out of the 400 total terms, or 99% of all terms.

Figure 9. Cumulative coverage in English (left) and Spanish (right). CHV: Consumer Health Vocabulary, WEV: Word Embedding Vector.
SubSimplify acts as an intermediate resource between the fully automatic, synonym-providing source of WEV and the annotator-written resources of CHV and WordNet. In its semiautomated approach, it increases the coverage of total terms for which any simplification system can provide multiword explanations. This also is made apparent when we look at the cumulative usefulness of all explanations, which can be found in Figure 9. Here we have provided the cumulative quality rating for all terms additively. For example, in English (left), the CHV quality is the average rating of explanations for all 400 terms, most of them being 0. Then +WordNet Synonyms gives the average quality of these two resources combined. When two resources each provide an explanation, we take the higher rated explanation of the two. The result is that by employing SubSimplify in conjunction with all resources, this simplification system can provide explanations with a 2.64 usefulness rating in English and 2.09 in Spanish (right).

Discussion

Principal Findings

The aim of the English and Spanish studies was to evaluate the efficacy of employing SubSimplify to medical texts, and the results revealed what was expected. Compared with WordNet and CHV, the quality of explanations was, on average, lower. This may be an indication of a few different issues, which we will expand upon in the Limitations.
Surprisingly, the fully automatic system of WEV outperformed our expectations. In creating SubSimplify, we imagined that there would be many spurious matches and synonyms that were unrelated to the difficult terms, but the results showed a better performance than expected. Based upon this, we are motivated to employ WEV as another way to source root synonyms in SubSimplify. That is, in its current form, SubSimplify performs a term lookup in WordNet (and CHV, in English) after parsing each affix. Based upon these results, we are motivated to have the system perform a WEV lookup at this stage as well.

One challenge with SubSimplify is to maximize the understandability of the explanations themselves. While the existing resources contain a single definition of the term, SubSimplify relies upon combining multiple definitions to sew together a single explanation. Currently, the system employs a color-coding scheme that relates the morphological units on one line to their definitions on another. This may make it difficult to read for some people, effectively lowering the quality when people are not used to seeing these definitions. In order to allay this issue, our team plans on implementing a few different formats and testing them out in the near future in an interactive Web program.

Limitations

SubSimplify is naturally limited by two factors. First, not all difficult medical terms contain subword units, and additionally, not all subword units match or are totally accurate. This is because not all terms contain morphological units, and the system has no way of knowing where the characters within a word are actual examples of suffixes. Beyond that, even if they are correct matches of affixes, there is no guarantee that the actual meaning of the terms is directly reflective of the affixes that are found within. For example, it may provide a meaning for _anti-_ and _-bodies in antibodies_. But the explanation against _bodies_ does not reflect the actual meaning of the term.

Another possibility is that many of the explanations generated by SubSimplify can be incomplete. For example, it may provide a meaning for _-al in distal_ but no meaning for _-dist_. The result would then be difficult for anyone to understand. Nevertheless, the system does provide a bridge between hand annotated and automatic texts and, therefore, should be subject to these sorts of exceptions and problematic cases.

Second, SubSimplify, by virtue of using WordNet and CHV, is limited as well to the coverage of those resources. However, we believe that this work presents useful addition to a system aimed at providing explanations for complex terms.

Conclusions

The niche of SubSimplify is to exploit the regularities of morphological units in medical terminology to provide a window into breaking down the jargon of difficult terms into digestible terms. SubSimplify will improve as the resources used to create it do. Furthermore, we want to look at multiword phrases as oftentimes they reveal the contextual meaning that a single-word context cannot provide alone. This approach is intended as an additional resource that one can add to other methods to automatically provide explanations for difficult texts. The explanations generated by this system greatly increase the number of difficult terms for which an easier alternative can be made available and, thereby, present an advance in the area of text simplification in the medical domain.
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Abstract

Background: Pain is the most common physical symptom requiring medical care, yet the current methods for assessing pain are sorely inadequate. Pain assessment tools can be either too simplistic or take too long to complete to be useful for point-of-care diagnosis and treatment.

Objective: The aim was to develop and test Painimation, a novel tool that uses graphic visualizations and animations instead of words or numeric scales to assess pain quality, intensity, and course. This study examines the utility of abstract animations as a measure of pain.

Methods: Painimation was evaluated in a chronic pain medicine clinic. Eligible patients were receiving treatment for pain and reported pain more days than not for at least 3 months. Using a tablet computer, participating patients completed the Painimation instrument, the McGill Pain Questionnaire (MPQ), and the PainDETECT questionnaire for neuropathic symptoms.

Results: Participants (N=170) completed Painimation and indicated it was useful for describing their pain (mean 4.1, SE 0.1 out of 5 on a usefulness scale), and 130 of 162 participants (80.2%) agreed or strongly agreed that they would use Painimation to communicate with their providers. Animations selected corresponded with pain adjectives endorsed on the MPQ. Further, selection of the electrifying animation was associated with self-reported neuropathic pain (r=.16, P=.03), similar to the association between neuropathic pain and PainDETECT (r=.17, P=.03). Painimation was associated with PainDETECT (r=.35, P<.001).

Conclusions: Using animations may be a faster and more patient-centered method for assessing pain and is not limited by age, literacy level, or language; however, more data are needed to assess the validity of this approach. To establish the validity of using abstract animations (“painimations”) for communicating and assessing pain, apps and other digital tools using painimations will need to be tested longitudinally across a larger pain population and also within specific, more homogenous pain conditions.
Introduction

At least 116 million adults in the United States are affected by chronic pain [1]; that is, pain lasting for more than 3 months [2]. Medical treatment and lost productivity due to pain costs approximately US $635 billion each year, more than the cost of treating cardiovascular disease, cancer, or diabetes [3]. More than 80% of patients presenting for a physician visit report pain as a primary complaint, and a further 80% of these patients receive inadequate treatment for their pain [4]. Accurate assessment and diagnosis of pain is necessary to provide appropriate pain treatment and quality care [5,6].

Despite the development of many validated pain assessment scales, there has been little advancement in pain assessment since the introduction of the McGill Pain Questionnaire (MPQ) in 1970 [7] and the FACES pain scale for pediatric patients in the 1980s [8]. The traditional approach of self-report scales reduces the complexity of pain to a number or to unidimensional statements of pain [9]. Even the most recently developed pain scales or apps still rely on numerical scales and pain adjectives to assess pain, despite evidence that patients struggle with expressing pain to clinicians on static forms that ask them to estimate their pain on a 0 to 10 scale [10]. This oversimplification of pain ignores the sometimes intermittent nature and moment-to-moment variation in key features of the pain experience. Thus, medical providers miss opportunities to relate to their patients and may miss important symptoms and related diagnoses, leading them to intervene on poorly described and ill-defined targets [11,12].

In addition, current pain assessment approaches may perpetuate disparities in health care. Overly complex pain measures that rely on a long list of adjectives may alienate people with low literacy, those with disabilities, seniors with dementia, and many others with communication limitations [13-15]. Racial or ethnic differences in pain perception and expression may not be accurately captured by simplified pain scales [16]. Because the pain report is almost entirely subjective, even white race patients without language limitations can have their pain needs misinterpreted, their symptoms ignored, or their credibility challenged [15].

Advances in technology have made it possible to improve tools that measure patient-reported outcomes and, in turn, allow for a higher quality of data capture [17]. However, the pain assessment scales now being offered in electronic formats are essentially copies of the paper-pencil scales and do not capitalize on the flexibility of electronic media [18]. The introduction of novel, patient-centric pain assessment tools that leverage technology will maximize health care providers’ ability to diagnose and treat pain.

This study tested the feasibility and utility of an innovative pain assessment tool that uses graphical illustrations and abstract animations (“painimations”) to measure pain quality and intensity. We proposed that using animations to assess pain would overcome the barriers of traditional pain scales, allow patients to more accurately communicate the pain experience, and potentially facilitate pain diagnosis and treatment. Initial development and testing of this concept focused on neuropathic pain because of the well-defined characteristics that differentiate it from other pain types, the high prevalence of neuropathy in chronic pain populations [19], and the availability of validated neuropathic pain scales for comparison [20,21]. This paper describes the design process behind a novel, animation-based pain assessment app called Painimation, as well as the performance characteristics and capabilities of using this app to measure pain and to detect any neuropathic pain component.

Methods

Conceptualization and Development of Painimation

The initial goal of this instrument development effort was to improve our understanding of the patient pain experience and address limitations of current pain assessment and treatment. The first step in this approach was to interview patients who experienced acute and chronic pain. These interviews used principles of contextual inquiry, a common method in the development of interactive applications, to quickly uncover users’ perceived needs [22]. In the first set of interviews, 10 patients were asked to recount both successful and unsuccessful encounters with clinicians regarding their pain, using a directed storytelling approach, an ethnographic research method where the participant discusses their past experience, with probes from the interviewer to elicit more detail on the underlying motivations and breakdowns [23]. The most prominent message from both chronic and acute pain patients was that “pain is so hard to describe and explain” and the “exact feeling is impossible to communicate.” In the second part of the interviews, participants were given the Brief Pain Inventory [24] to complete in a “think-aloud” protocol [25] where they completed the questionnaire while stating aloud what they were thinking as they worked through each item. Both chronic and acute pain patients expressed confusion around the Brief Pain Inventory 0-10 scale and found the experience of using it “vague” and “ambiguous.” Participants were also confused because the concept of “worst possible pain” is different for each person. Participants said, “I have no clue what [10 out of 10 pain] actually means.” Additionally, participants said that the scale does not allow for the varied experience of pain; for instance, one might want to say, “It’s an 8 when applying pressure, 7 when resting, and 10 early in the morning;” they described this limitation as “a lack of specificity.”

A thematic analysis of these interviews indicated that a new pain assessment would need to both accommodate the vague, inexact feelings people often have regarding their pain and enable people to indicate different types of pain at the same time. Taking into account pain literature that suggests pain is more accurately depicted visually [26] and is better
communicated with word pictures, analogies, and metaphors [27,28], we decided to use a highly visual, abstract, and expressive mode of pain communication: animations.

To develop the animations, the investigators started out with a list of words used to describe qualities of pain and reduced this list to several groups. We created animations to represent each group of sensations. Initial animations were tested with a group of 16 participants (see Rao [10] for more description). After some revision and another iteration of design, a final set of eight animations was created and selected for testing. To simplify the reporting of results and identification of animations, the animations were loosely labeled as “pounding,” “shooting,” “throbbing,” “tingling,” “cramping,” “burning,” “stabbing,” and “electrifying.”

We next developed an iOS app called Painimation that allowed users to select one or more of the eight animations previously listed. Development of Painimation involved an iterative process with three phases. In Phase 1, a group of six patients and family members were shown a demonstration of the initial version (v1.0) of the app and contributed input that was used to revise the app. In Phase 2, a group of five different participants who suffered from chronic pain were given a tablet device with the revised version of the Painimation app (v1.1) for testing. They were asked to enter their current pain symptoms and typical pain over the past 2 weeks. Data from this round of user testing was used to refine the app again. Finally, in Phase 3, all participants from Phase 2 were approached and asked to enter data using the close-to-final version of the Painimation app (v1.2) to confirm that all their concerns expressed in Phase 2 testing had been addressed. Any additional concerns raised during the Phase 3 testing were addressed in the finalized version of the app (v1.3).

**App Description**

Painimation first shows users a body image and asks them to mark the areas where they are having pain. If they make a mistake, they are able to clear their markings and start again. Once they are satisfied with the selection of pain locations, they save this image and advance to the next screen where they are shown a selection of eight animations, which they then use to describe the quality of their pain (Figure 1; Multimedia Appendix 1). Once the user selects an animation, he or she is asked to indicate the intensity of their pain by using a slider to change the animation “intensity.” Moving the slider changes the animation intensity by increasing or decreasing its speed, color saturation, focus, and size. The user can manipulate the animation until they feel it most closely matches or reflects the quality and intensity of their pain experience. The position of the intensity slider (where the lowest position is 0 and the highest position or maximum is 100) is used as the pain intensity score for that specific animation. When the user is satisfied with their selected and customized pain animation, they add the animation to a bin, at which point they can either select another animation or proceed to the next screen. The app allows up to five animations to be added to the bin. Participants can review each of their chosen animations at the final screen and are then presented with the patient satisfaction questionnaire. The backend of the app provides both the qualitative data (pain location and type) and quantitative data (pain intensity and percentage of body covered in pain) on pain symptoms.

**Figure 1.** Screenshots of the Painimation app that uses images and animations to assess pain location, quality, and intensity.
Proof-of-Concept Study Methods

Study Population

We tested Painimation in the general pain medicine clinic at the University of Pittsburgh Medical Center (Pittsburgh, PA) in adult patients (≥18 years of age) currently receiving treatment for chronic pain. In order to be eligible, patients had to have experienced pain more days than not for at least three consecutive months including the day of study participation. At clinic check-in, eligible patients were given a postcard by the clinic receptionist with a brief description of the study and instructions to approach one of the research assistants in the waiting room if interested. To maintain patient privacy, we did not obtain data on nonparticipants. Those patients who were interested received a tablet computer from a research assistant; the tablet guided the potential participant through the electronic consent process.

Electronic Consent Process and Data Capture

Using the Apple iOS ResearchKit framework facilitated the electronic consent process and completion of study questionnaires on an Apple iPad. Patients who elected to participate in the study and signed the electronic consent form were presented with a brief battery of electronic questionnaires that they were asked to complete while in the waiting room. All data, including a portable digital file of the signed consent, was uploaded directly from the ResearchKit app to a REDCap database [29].

Measures

Participants first completed a basic demographics form and a brief clinical history of their pain, in which they self-reported whether or not they currently had pain, the severity of current pain on a visual analog scale (VAS), the duration of pain condition, and the type of pain condition, choosing from the following: nerve damage, arthritis, sickle cell, fibromyalgia, back pain, neck pain, headache, migraine, joint pain, chronic pain, abdominal pain, or other. Participants completed the MPQ [7]; the PainDETECT [20] questionnaire, a measure of neuropathic pain; and the experimental Painimation app. Each participant was randomized automatically to complete the Painimation scale first or last. The randomization of questionnaires helped determine if seeing Painimation influenced selection of animations or satisfaction with the measure.

The MPQ consists primarily of three major classes of word descriptors—sensory, affective, and evaluative—that are used by patients to specify subjective pain experience. These word descriptors from the MPQ were correlated with each animation in the Painimation app. Mapping the words participants used to describe their pain to which animation they chose gave a sense of how participants may have been interpreting the animations.

PainDETECT is a screening tool for neuropathic pain, with seven weighted sensory descriptor items and two items relating to the spatial (radiating) and temporal characteristics of the individual pain pattern. Compared to clinical diagnosis, its sensitivity is 85% and its specificity 80%. PainDETECT was initially developed and validated in patients with back pain but also has shown applicability to patients with other types of neuropathic pain. For screening purposes, cut-off scores of 12 or less (a neuropathic component is unlikely) and 19 or greater (a neuropathic component is likely) are recommended [20].

Painimation is a novel app, developed by our group, for pain assessment using graphical illustrations and abstract animations to measure pain location, quality, and intensity. See a more detailed explanation of the app in the “App Description” section earlier in Methods. Data for Painimation were stored both on a backend server and on the iPad device. We confirmed data in both locations for consistency.

Patient satisfaction was evaluated once the user completed entering their pain on Painimation. Users were asked if it (1) was useful for describing their pain, (2) enjoyable to use, and (3) would be useful for communicating their pain to the provider; for each item, users were asked to choose a response on a 1 to 5 Likert scale from 1=strongly disagree to 5=strongly agree. We hypothesized that using the Painimation app would be associated with high patient satisfaction regarding usability of the app and ability to communicate their pain experience.

Statistical Analysis

Distributions and Comparison by Demographics

Descriptive measures of central tendency and dispersion were used to examine distributions of pain scores. The three pain scale scores were evaluated for differences by age (above and below the median), sex, race/ethnicity, and location of pain to determine if there were differences in pain intensity and quality.

Discriminate Ability of Painimation

To examine how well Painimation could accurately discriminate between different pain types, the study compared patients’ animation selection to their pain diagnosis (eg, nerve damage, arthritis, or sickle cell disease), as well as differences in Painimation-recorded pain quality (ie, the painimation[s] they chose) by self-report pain type. The primary analysis for this study was the one-way comparison between neuropathic pain, self-report nerve damage, and nonneuropathic pain. We characterized the association between specific Painimation scores and pain diagnosis with means and Pearson correlations. Next, to compare Painimation to more traditional pain measures (PainDETECT, the MPQ, and the VAS), we examined distributions of pain scores across all measures using descriptive measures of central tendency, and the associations between measures using Pearson correlation coefficients for continuous measures and phi correlation coefficients when comparing two dichotomous outcomes. The discriminate ability of Painimation versus PainDETECT measures was measured by first using chi-square analysis to compare the association of the PainDETECT-recommended cut-off score (scores ≤12 suggest neuropathic component is unlikely) with self-report nerve damage, versus selection of the electrifying animation with nerve damage.

To test sensitivity and specificity for detecting a neuropathic pain component for Painimation and PainDETECT we
calculated receiver operating characteristic (ROC) curves derived using logistic regression analyses, quantified by area under the curve (AUC). To accomplish this for Painimation, the analysis took into account animation intensity (speed/saturation) and transformed the electrifying animation into a continuous 0 to 100 score by modeling nonselection of electrifying as “0” and, for those who selected “electrifying,” using the intensity value they selected for that animation. Using the continuous PainDETECT score and “electrifying” animation score (ie, participant-selected intensity of the animation), we tested confidence intervals of the two AUCs to determine whether the confidence intervals for AUC overlapped between the two measures. We performed linear regression with the response variable being the pain type and the type of measure (Painimation or PainDETECT) as the independent variable.

We also examined the correlation between the electrifying animation and specific qualitative descriptors on the PainDETECT scale by assessing the association of the animation with each questionnaire item. The PainDETECT questionnaire uses an 11-point ordinal scale for intensity of each qualitative descriptor. For each number, we calculated the Painimation intensity mean with 95% confidence intervals, and the median with interquartile ranges. We tested whether 1-point change in the PainDETECT questionnaire was associated with increased probability of a participant’s selecting the “electrifying” animation.

**Results**

**Characteristics of Study Sample**

The study obtained consent from 202 participants. We removed from analyses 13 participants who were missing data on more than one of the full questionnaires. The excluded sample did not differ from the other participants on any variables of interest. Reasons for missingness were random (ie, ran out of time, being called to clinic room for their physician visit, or poor Internet connection). The analyzed sample (N=189) had a mean age of 51.55 (SD 13.86) years, with 124 of 189 (65.6%) reporting male gender, 123 of 189 (65.1%) reporting white race, and 45 of 189 (23.8%) reporting black or African American race. Of the 189 participants, 66 (34.9%) had a college degree or higher, whereas only 12 (6.3%) had less than a high school/GED education. A majority of patients presented with back pain (123/189, 65.1%), chronic pain syndrome (108/189, 57.1%), arthritis (78/189, 41.3%), and nerve damage (67/189, 35.4%).

Due to data errors specific to the Painimation app, we lost study data for n=19 participants. These participants did not differ on any variables of interest from the n=170 participants with complete Painimation data. For the individuals with complete data (n=170), the animations most frequently selected were electrifying (66/170, 38.8%), throbbing (54/170, 31.8%), cramping (51/170, 30.0%), burning (51/170, 30.0%), shooting (47/170, 27.6%), and stabbing (35/170, 20.6%). The tingling (10/170, 5.9%) and pounding (21/170, 12.3%) animations were selected least frequently.

**Associations of Painimation Selections With Clinical Features**

The animations selected by pain patients showed several associations with clinical features of the patients. Mean current pain level on the VAS was 6.8 (SE 0.2, range 0-10). Those who chose the “electrifying” animation had a significantly higher VAS pain level (mean 7.2, SE 0.2) than those who did not (mean 6.3, SE 0.3; P=.02); those who chose the “stabbing” animation had a marginally higher VAS pain level (mean 7.2, SE 0.2) than those who did not (mean 6.6, SE 0.2; P=.15), but this was not statistically significant. There were no differences on the VAS pain scale for any other animations.

Several animations were associated with different types of pain (Table 1). Neuropathic pain was associated with the “electrifying” animation and marginally associated with the “shooting” animation. Fibromyalgia was associated with the “pounding” and “tingling” animations. Headache-type pain was associated with the “pounding” and “tingling” animations and marginally with the “electricity” animation. Abdominal pain was associated with the “pounding” animation. There were no other notable associations. The PainDETECT score was associated with all pain types except abdominal pain and “other” pain types. PainDETECT score showed the strongest correlation with the “electrifying” and “shooting” animations, and was also correlated to a lesser extent with the “pounding” and “stabbing” animations.

Tables 2 and 3 show associations between pain diagnosis, the “electrifying” animation, and the dichotomized PainDETECT score. The “electrifying” animation was associated with nerve damage and marginally associated with general headache. The dichotomized PainDETECT score was not associated with nerve damage, but was associated with fibromyalgia, back pain, neck pain, headache pain, and chronic pain syndrome.

Each painination that was associated with specific MPQ pain quality descriptors by at least 10 participants is presented in Table 4. The “electrifying” painination was associated with the MPQ descriptors sharp, burning, and tingling. The “pounding” painination was associated with stabbing, cramping, and sore. “Shooting” was associated with pulsing and sharp; “cramping” with stabbing; “throbbing” with pulsing, sore, and hurting; “tingling” with throbbing; “burning” with cramping and sore; and “stabbing” with pulsing, stabbing, and burning.

PainDETECT score was correlated with each of the top selected MPQ descriptors except throbbing, sore, hurting, and aching.
Table 1. Correlation matrix showing associations between self-report pain diagnosis, Painimation, and PainDETECT total score (n=170).

<table>
<thead>
<tr>
<th>Self-report diagnosis</th>
<th>Electrifying</th>
<th>Pounding</th>
<th>Shooting</th>
<th>Cramping</th>
<th>Throbbing</th>
<th>Tingling</th>
<th>Burning</th>
<th>Stabbing</th>
<th>PainDETECT score, r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nerve damage</td>
<td>.159&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.017</td>
<td>.141</td>
<td>.019</td>
<td>–.010</td>
<td>.021</td>
<td>.046</td>
<td>.135</td>
<td>.165&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Arthritis</td>
<td>.084</td>
<td>.045</td>
<td>–.017</td>
<td>–.008</td>
<td>–.040</td>
<td>–.009</td>
<td>–.008</td>
<td>–.077</td>
<td>.149&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>.054</td>
<td>.170&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–.013</td>
<td>.026</td>
<td>.133</td>
<td>.188&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.026</td>
<td>.109</td>
<td>.283&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Back pain</td>
<td>.083</td>
<td>–.059</td>
<td>–.011</td>
<td>.027</td>
<td>–.051</td>
<td>–.025</td>
<td>–.027</td>
<td>.072</td>
<td>.208&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Neck pain</td>
<td>–.047</td>
<td>–.012</td>
<td>.083</td>
<td>–.036</td>
<td>–.033</td>
<td>.000</td>
<td>.104</td>
<td>–.016</td>
<td>.293&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Headache</td>
<td>.138</td>
<td>.154&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.093</td>
<td>.067</td>
<td>.016</td>
<td>.212&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–.067</td>
<td>.070</td>
<td>.274&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Migraine</td>
<td>.120</td>
<td>.067</td>
<td>.069</td>
<td>.078</td>
<td>–.007</td>
<td>.086</td>
<td>.010</td>
<td>.001</td>
<td>.249&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Joint pain</td>
<td>.069</td>
<td>.049</td>
<td>.017</td>
<td>–.052</td>
<td>–.006</td>
<td>.045</td>
<td>.026</td>
<td>.047</td>
<td>.192&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>.112</td>
<td>.100</td>
<td>.150</td>
<td>.033</td>
<td>–.012</td>
<td>.009</td>
<td>.086</td>
<td>.048</td>
<td>.336&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>–.054</td>
<td>.206&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–.133</td>
<td>.051</td>
<td>.058</td>
<td>.093</td>
<td>.051</td>
<td>–.049</td>
<td>.079</td>
</tr>
<tr>
<td>Other</td>
<td>–.055</td>
<td>.068</td>
<td>.036</td>
<td>.015</td>
<td>.038</td>
<td>.127</td>
<td>.130</td>
<td>–.066</td>
<td>–.025</td>
</tr>
<tr>
<td>PainDETECT score</td>
<td>.353&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.160&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.259&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.025</td>
<td>.004</td>
<td>.015</td>
<td>.007</td>
<td>.187&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.05.<br><sup>b</sup>P<.01.<br><sup>c</sup>P<.001.

Table 2. Association between pain diagnosis and selection of the “electrifying” animation among adults with chronic pain (n=170).

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Selected electrifying animation, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (%)</td>
<td>Yes (%)</td>
</tr>
<tr>
<td>Nerve damage</td>
<td>31 (29.8)</td>
<td>30 (45.5)</td>
</tr>
<tr>
<td>Arthritis</td>
<td>40 (38.5)</td>
<td>31 (47.0)</td>
</tr>
<tr>
<td>Sickle cell</td>
<td>4 (3.8)</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>19 (18.3)</td>
<td>15 (22.7)</td>
</tr>
<tr>
<td>Back pain</td>
<td>64 (61.5)</td>
<td>46 (69.7)</td>
</tr>
<tr>
<td>Neck pain</td>
<td>33 (31.7)</td>
<td>18 (27.3)</td>
</tr>
<tr>
<td>General headache</td>
<td>14 (13.5)</td>
<td>16 (24.2)</td>
</tr>
<tr>
<td>Migraine headache</td>
<td>14 (13.5)</td>
<td>15 (22.7)</td>
</tr>
<tr>
<td>Joint pain</td>
<td>40 (38.5)</td>
<td>30 (45.5)</td>
</tr>
<tr>
<td>Chronic pain syndrome</td>
<td>56 (53.8)</td>
<td>43 (65.2)</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>27 (26.0)</td>
<td>14 (21.2)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (14.4)</td>
<td>7 (10.6)</td>
</tr>
</tbody>
</table>
Table 3. Association between pain diagnosis and PainDETECT score among adults with chronic pain (N=186).

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>PainDETECT score&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low (Total)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High (Total)</td>
<td></td>
</tr>
<tr>
<td>Nerve damage</td>
<td>28 (31.1)</td>
<td>.23</td>
</tr>
<tr>
<td></td>
<td>39 (39.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>67 (35.4)</td>
<td></td>
</tr>
<tr>
<td>Arthritis</td>
<td>33 (36.7)</td>
<td>.22</td>
</tr>
<tr>
<td></td>
<td>45 (45.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>78 (41.3)</td>
<td></td>
</tr>
<tr>
<td>Sickle cell</td>
<td>1 (1.1)</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td>4 (4.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>7 (7.8)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>29 (29.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36 (19.0)</td>
<td></td>
</tr>
<tr>
<td>Back pain</td>
<td>51 (56.7)</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>72 (72.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>123 (65.1)</td>
<td></td>
</tr>
<tr>
<td>Neck pain</td>
<td>17 (18.9)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>40 (40.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57 (30.2)</td>
<td></td>
</tr>
<tr>
<td>General headache</td>
<td>7 (7.8)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>26 (26.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>33 (17.5)</td>
<td></td>
</tr>
<tr>
<td>Migraine headache</td>
<td>8 (8.9)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>25 (25.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>33 (17.5)</td>
<td></td>
</tr>
<tr>
<td>Joint pain</td>
<td>30 (33.3)</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>46 (46.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>76 (40.2)</td>
<td></td>
</tr>
<tr>
<td>Chronic pain syndrome</td>
<td>36 (40.0)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td>72 (72.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>108 (57.1)</td>
<td></td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>19 (21.1)</td>
<td>.41</td>
</tr>
<tr>
<td></td>
<td>26 (26.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45 (23.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>12 (13.3)</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>13 (13.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 (13.2)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PainDETECT scores can range from 0 to 38. Scores of 0-12 suggest nociceptive pain or a neuropathic pain component is unlikely (<15% likelihood), scores of 13-18 suggest an unclear or ambiguous pain type, and scores of 19-38 suggests neuropathic pain component (>90% likelihood).

Table 4. Correlation matrix showing associations between McGill Pain Questionnaire (MPQ) descriptors, Painimation, and PainDETECT total score (n=170).

<table>
<thead>
<tr>
<th>MPQ</th>
<th>Expressive Painimation animations, r</th>
<th>PainDETECT score, r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulsing</td>
<td>.063</td>
<td>.237&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Throbbing</td>
<td>.079</td>
<td>–.005&lt;sup&gt;bc&lt;/sup&gt;</td>
</tr>
<tr>
<td>Pounding</td>
<td>.041</td>
<td>.108&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Shooting</td>
<td>.083</td>
<td>.021&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Stabbing</td>
<td>.066</td>
<td>.064&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sharp</td>
<td>.216&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–.020&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cramping</td>
<td>.107</td>
<td>.173&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Burning</td>
<td>.254&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.044&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Tingling</td>
<td>.204&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.100&lt;sup&gt;de&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sore</td>
<td>.073</td>
<td>.024&lt;sup&gt;de&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hurting</td>
<td>.002</td>
<td>.065&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Aching</td>
<td>.134</td>
<td>–.032&lt;sup&gt;de&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>P <0.05.
<sup>b</sup>P <0.01.
<sup>c</sup>P <0.001.

Sensitivity and Specificity of Measures to Predict Neuropathic Pain Component

We performed a ROC analysis to determine the ability of Painimation to discriminate a neuropathic pain component in this population, then compared to PainDETECT, a measure already validated for identifying neuropathic pain. In this proof-of-concept study, Painimation simply used selection of the “electrifying” animation and the selected intensity (0-100) as the correlate for neuropathic pain component. The AUC, relating to the sensitivity and specificity, was low for both PainDETECT (AUC=0.60, 95% CI 0.52-0.69) and Painimation (AUC=0.59, 95% CI 0.51-0.67). The comparison of the AUC for the two measures showed no significant difference in their
ability to detect nerve damage in this population ($\chi^2=0.01$, $P=.90$).

**Evaluation of Patient Satisfaction**

At completion, 141 of 162 participants (87.0%) agreed or strongly agreed that Painimation was useful for describing their pain, 137 of 162 (84.6%) agreed or strongly agreed that Painimation was enjoyable to use, and 130 of 162 (80.2%) agreed or strongly agreed they would use Painimation to communicate their pain to providers.

**Discussion**

**Data Support Use of Animations For Communicating Pain**

This study explored the use of abstract animations and graphical illustrations as a novel method for assessing pain quality, intensity, and location in adult patients with chronic pain. Although preliminary, these data suggest that a technology-based approach that allows patients to express their pain experience using animations that they can adjust and customize is acceptable, and potentially more efficient than traditional methods of pain assessment.

We believe using animations to measure pain can not only allow patients to describe pain sensations in a similar manner to how they experience them but by not relying on words or numeric scales, can remove language and literacy as potential barriers to pain assessment. Further, given the well-documented gender, ethnic, and cultural differences in the experience and expression of pain [16,30], a more nuanced measure that eliminates linguistic and cultural biases may help highlight and elucidate group differences. Painimation has the potential to benefit both researchers and clinicians: for the former, it can improve understanding of gender and ethnic differences in pain and, for the latter, it can decrease the frequency of misunderstandings in pain reporting. To our knowledge, there are currently no other pain assessment tools that address pain location, intensity, and quality in a short assessment format that is not limited by language or literacy. Both the FACES scale and VAS, although short in length, are too simplistic and fail to identify the location and quality of pain. Longer multidimensional pain assessment measures such as the MPQ and PainDETECT are burdensome to complete and are not appropriate for all literacy levels. Other mobile device apps, such as Catch My Pain and My Pain Diary, have pain location, pain intensity, and symptoms tracking; however, these pain apps are not able to capture pain type or quality, and lack diagnostic potential.

Indeed, the use of abstract animations to measure pain is a truly novel approach that has not been previously described. Although significant associations in the expected direction were identified, these associations were not very strong, which may suggest patients were interpreting these animations in very different ways, potentially due to the diversity of pain types included in the sample. More data will be needed to understand how patients interpret the animations and the subsequent implications for pain assessment methodology.

**Preliminary Evidence of Diagnostic Properties**

Testing of Painimation showed that its “electrifying” and “shooting” pain animations were associated with patient-reported nerve damage. These associations were similar to other diagnostic property of PainDETECT score with respect to neuropathic pain ($r=.165$). Further, there was no significant difference in specificity and sensitivity of the two measures in predicting nerve damage. The PainDETECT cut-off score was not associated with patient-reported neuropathic pain, whereas the “electrifying” animation was. This suggests that Painimation performed just as well as PainDETECT as a marker of neuropathic pain and has the added benefits of being a much shorter, more engaging, and less complex assessment tool. In fact, using Painimation to detect nerve damage required consideration of only one test, that being the selection or nonselection of “electrifying” pain, and ignored other data inputs such as location, intensity, and other animations selected. The AUC for both measures was modest, but these data provide a foundation for iterative development of Painimation and analytic approaches that may enhance the diagnostic properties of this assessment tool.

**Clinical Implications**

The American Pain Society guidelines recommend that a numeric pain intensity rating (0-10) be recorded at every clinical encounter. However, this widespread effort to assess pain with a unidimensional numeric scale did not improve the quality of pain treatment for patients [31]. In fact, this initiative may have contributed to the rise in opioid prescriptions [32]. The 0 to 10 scale has not improved pain assessment or treatment because the scale is unidimensional, uninformative, and lacks utility for both patients and their medical care providers [10]. Technologies such as Painimation can be easily implemented into the clinical setting and provide as much or more information than traditional multidimensional pain assessment tools. Such technology could help reestablish pain as the fifth vital sign, helping to realize the original American Pain Society vision for routine pain assessment in clinical care.

Painimation has the potential to allow patients to express their pain in a way not previously possible and improve their communication with providers. One older patient with shingles said about using Painimation, “This is the first time I’ve been able to describe my pain to someone.” Painimation could also help reduce the time it takes for a comprehensive pain assessment and diagnosis. Current pain assessments rely on long interviews or questionnaires that burden patients and can impede clinic flow. One report found that hospitalized participants with cancer took approximately 24 minutes to complete the paper version of the MPQ [33] (range 12-45 minutes). Painimation may provide the same level of data on pain in a shorter time frame. Unfortunately, the current study was unable to collect exact time-to-completion data for each questionnaire due to having administered the questionnaires in a clinic waiting room setting where unpredictable interruptions at times invalidated timestamp data. However, the available data suggests that participants completed Painimation, on average, in less than 2 minutes. Future studies will administer this set of questionnaires to a subset of the sample in an isolated...
room to determine more accurate and valid time-to-completion data.

**Study Limitations**

Despite the interesting nature of the data, our study has several limitations. First, pain type was assessed via self-report, which may not be as accurate as a medical diagnosis. In future studies, to more accurately and definitively identify a neuropathic pain component, it would be helpful to include objective measures of nerve damage such as electromyogram and nerve conduction studies. However, these measures are imperfect given that electromyogram typically does not detect small fiber neuropathies [34], and nerve conduction studies can have false positive results [35]. Second, this study was cross-sectional and the stability of measurements was not assessed over time. Third, although we assessed participant satisfaction with Painimation, we did not collect this data for the other pain scales; therefore, we could not compare participants’ satisfaction with Painimation to their satisfaction with the other pain scales. Finally, the pain population was mixed and may not have been the most appropriate for the first test of Painimation given that each pain disorder may be associated with a very unique pain experience. Our primary comparison measure, PainDETECT, also did not perform well in this population, which provides more evidence of population heterogeneity but also exposes the limitations of existing measures. Despite these shortcomings, however, study data show patterns in the expected direction and suggest that using animations to communicate and assess pain is feasible even in a mixed-pain population. Future studies of this technology may benefit from tailoring animations to specific pain populations.

In the current version of the Painimation app, the user identifies pain location(s) and then selects animations that reflect the quality and intensity of their pain. If multiple pain locations are selected, the app does not allow the user to identify which pain location the animation they selected references. The ability to apply animations to a specific body location will be a feature available on future versions of the Painimation app, but was not a feature of the app version tested in this study. In addition, a significant portion of study data was lost due to app errors. App complications were in part due to the challenge of delivering eight animations simultaneously. The study team worked to correct and prevent technical errors; however, future studies will benefit from rigorously testing the robustness of app functions and data transfer before full launch of the study.

**Future Research Directions**

This report provides an initial evaluation of the utility of animations and graphical illustrations to describe pain quality, type, and severity. Future studies will further evaluate both qualitative and quantitative data regarding patients’ perceptions of Painimation and usability compared with other pain assessment tools. It will be important to increase the specificity and sensitivity of the tool by tailoring and testing it with specific pain types (eg, low back pain), in acute versus chronic pain, and with pain in specific diseases (eg, pancreatitis or sickle cell disease). Future longitudinal assessments will be able to test whether Painimation scores predict clinical outcomes such as likelihood of response to pain treatment and risk of rehospitalization. In addition, we will be testing a mobile-phone version of Painimation that allows patients to assess and report their pain daily.

**Conclusions**

We have set out to change the pain assessment conversation and forge a new direction for research on patient-reported outcomes. This research contributes a patient-centric, automated, pain assessment method that has the potential to not only improve patient-provider communication, but to also generate higher quality patient-reported pain symptoms data to guide diagnoses and treatment. By using animations to assess pain, we can decrease the burden of long, detailed pain assessments while collecting pertinent information on each patient’s pain experience through an easy-to-administer, novel, and engaging medium. Further research with animation-based pain assessment tools is needed to improve this tool and to more definitively determine its validity and utility.
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**Multimedia Appendix 1**

The attached mp4 file is uploaded to illustrate two of the painimations from the app.

[MP4 File (MP4 Video), 13MB - jmir_v20i8e10056_app1.mp4 ]
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Abstract

Background: Current evidence for the effectiveness of specialist multidisciplinary programs for burdensome chronic pain and functional somatic syndromes drives the effort to improve approaches, strategies, and delivery modes. It remains unknown to what extent and in what respect serious gaming during the regular outpatient rehabilitation can contribute to health outcomes.

Objective: The objectives of our study were to determine the effect of additional serious gaming on (1) physical and emotional functioning in general; (2) particular outcome domains; and (3) patient global impressions of change, general health, and functioning and to determine (4) the dependency of serious gaming effects on adherence.

Methods: We conducted a naturalistic quasi-experiment using embedded qualitative methods. The intervention group patients received an additional guided (mindfulness-based) serious gaming intervention during weeks 9-12 of a 16-week rehabilitation program at 2 sites of a Dutch rehabilitation clinic. Simultaneously, 119 control group patients followed the same program without serious gaming at 2 similar sites of the same clinic. Data consisted of 10 semistructured patient interviews and routinely collected patient self-reported outcomes. First, multivariate linear mixed modeling was used to simultaneously estimate a group effect on the outcome change between weeks 8 and 16 in 4 primary outcomes: current pain intensity, fatigue, pain catastrophizing, and psychological distress. Second, similar univariate linear mixed models were used to estimate effects on particular (unstandardized) outcomes. Third, secondary outcomes (ie, global impression of change, general health, functioning, and treatment satisfaction) were compared between the groups using independent t tests. Finally, subgroups were established according to the levels of adherence using log data. Influences of observed confounding factors were considered throughout analyses.

Results: Of 329 eligible patients, 156 intervention group and 119 control group patients (N=275) with mostly chronic back pain and concomitant psychosocial problems participated in this study. Of all, 119 patients played ≥75% of the game. First, the standardized means across the 4 primary outcomes showed a significantly more favorable degree of change during the second part of the treatment for the intervention group than for the control group (β=-0.119, SE=0.046, P=0.009). Second, the intervention group showed a greater outcome change in depressive mood (β=-2.748, SE=1.072, P=0.011) but not in “insufficiency” or concentration problems. Third, no significant group effects on secondary outcomes were found. Fourth, adherence was generally high and invariant.
Conclusions: The findings of this study suggest a very small favorable average effect on relevant health outcomes of additional serious gaming during multidisciplinary rehabilitation. The indication that serious gaming could be a relatively time-efficient component warrants further research into if, when, how, and for which patients serious gaming could be cost-effective in treatment and why.

Trial Registration: Netherlands Trial Registry NTR6020; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=6020 (Archived by WebCite at http://www.webcitation.org/71IIoTXkJ)

(KEYWORDS: behavioral intervention; chronic pain; serious games; musculoskeletal disease; rehabilitation; therapy

Introduction

Background

In a European survey, it has been estimated that 77% of patients with chronic pain (CP) do not access specialist treatments and 40% cannot effectively control their pain [1]. CP is defined by the presence of pain beyond a usual 3- to 6-month duration of organic recovery that may, but does not have to, have an organic cause [2]. Functional somatic syndromes (FSS) are characterized by a persistent pattern of bodily symptoms (ie, pain, fatigue, tinnitus, bowel complaints, and palpitations) for which adequate examination does not reveal sufficiently explanatory specified pathology [3]. Both classifications include, among others, fibromyalgia, chronic low back pain, and irritable bowel syndromes. Global prevalence estimates vary with location and case criteria (severity and disability) and are generally considered high (7%-64% for CP, 3%-43% for tinnitus, 14%-33% for noncardiac chest pain, and 1% for chronic fatigue syndrome) [4-10]. In the absence of satisfactory biomedical solutions, biopsychosocial interventions are offered for improving the physical and emotional functioning [2,3]. A major challenge is to identify which behavior change intervention approaches [11], techniques [12], and delivery modes (eg, computer based) are most accessible and (cost-)effective for certain patients in certain health care settings [13,14]. Herein, a contribution may be made by the pragmatic effectiveness evaluation of a serious gaming intervention (ie, LAKA) during multidisciplinary rehabilitation for patients with emotional or role dysfunctions in association with CP or fatigue [15]. It is hitherto unknown whether, to what extent, and in what respect serious games complement other treatment modes in facilitating intervention effects that are meaningful for patients when offered in addition to other modes of treatment as in regular outpatient multidisciplinary rehabilitation.

Existing Treatment Gaps

National and international guidelines consider various behavioral interventions to be evidence based, but they change with developing insights into the various CP or FSS conditions [16,17]. Intensive multidisciplinary rehabilitation programs are indicated if locally accessible and (unimodal) conservative medication, minimal self-guided intervention, and physical and psychological therapy do not suffice [3,10,17,18]. Ideally, treatment plans are tailored to individual symptom patterns through interdisciplinary procedures [10]. Supporting evidence from randomized controlled trials (RCTs) consists of, at most, medium-sized effects for biopsychosocial interventions compared with alternative treatments [10,18]. An improvement is sought in the modest additional effects of the multi- or interdisciplinary rehabilitation over other kinds of “unimodal” treatments [10,18-20]. There’s growing evidence for the efficacy of acceptance- and mindfulness-based interventions, which can be included in the multi- or interdisciplinary rehabilitation [10,11]. Rather than addressing certain presumed maladaptive illness beliefs, this sort of approach aims to cultivate self-awareness, self-regulation, and self-transcendence in response to aversive conditions such as CP or FSS [11,21]. Moreover, behavioral interventions have approximately equivalent effects when delivered via computers or internet, but adherence to such interventions can be disappointing [14,22]. Promotion of motivation and adherence (by professionals) may lead to better therapy outcomes [23] and is likely to be of help to patients when using computer-based programs [22]. Few trials have reported mixed results for the efficacy of varied computer-delivered interventions (ie, mobile phone, automated telephone responding, and online support group) offered in addition to face-to-face intervention to patients with CP [24-26]. Generally, effect studies of biopsychosocial interventions may need to improve in their methodological quality (ie, statistical power, risk of selection and reporting bias) and uniformity (ie, definitions of case and recovery, diagnostic methods, subjective and objective outcome criteria, and program description) [27,28].

Why Serious Games May Offer a Potential Solution

Serious games, which primarily aim at health benefits, may take the form of a video game [29]. Indeed, how harmful or conducive video gaming is for behavior and health depends on the content (eg, whether it reinforces aggressive or prosocial actions) and context (ie, players and instructor support) of the game [30,31]. Serious games may combine small behavioral and clinical benefits with independent accessibility and standardized content of computer-based interventions as well as unique qualities for learning such as intrinsic motivation, enjoyment, positive affect, sense of presence, and meta-cognition [29,32-34]. Games are a ubiquitous but undefinable cultural phenomenon described as bounded “spaces” physically, imaginarily, or in time apart from ongoing reality, wherein individuals involve voluntarily, create meanings, and develop adaptive capacities, such as sports and rituals [35,36]. Intrinsic motivation, as in games, is beneficial for learning quality [37]. It has been hypothesized that behavioral change is strengthened by engagement qualities triggered by
storytelling, fantasy, and interactivity in serious games [33]. In the fields of mental health care and rehabilitation, gaming, motion capturing, and virtual reality technologies potentially support the treatment of various well-known conditions such as depression, anxiety, phobias, poststroke, and acute pain [38-42]. After serious gaming, debriefing may be offered to facilitate the transfer of patient experiences into targeted individual learning results [43]. Thus, previous studies have shared the idea of (subtle) positive moderation of treatment effects because of distinctive beneficial motivational qualities triggered by features of serious games. However, adequately powered studies on the comparative effects of games for health are lacking in general, and little to nothing is known about their complementary effectiveness in regular health care contexts, such as multidisciplinary rehabilitation [44]. Moreover, patient adherence to serious gaming when deployed in practice and its influence on outcomes require empirical assessment in effectiveness evaluation [45].

A Mindfulness Approach to Serious Gaming in Multidisciplinary Rehabilitation

Serious gaming can be a complementary modality that strengthens mindfulness-based modules in treatments like multidisciplinary rehabilitation. Adopting a mindfulness approach to serious gaming deviates from an approach wherein particular antecedent cognitions of health behaviors are targeted [33]. Mindfulness approaches offer mental training principles (ie, focused attention, open monitoring, or ethical enhancement) for promoting (1) a temporary state of nonjudgmental, nonreactive, present-centered attention and awareness (self-awareness); (2) a capacity to effectively modulate behavior (self-regulation); and (3) a positive relationship between self and others, transcending self-focused needs and increasing prosocial characteristics (self-transcendence) [21]. A complementary role of mindfulness-based serious gaming might not necessarily be to facilitate mental training in patients over prolonged periods, but rather to promote independent practicing by any (other) means in the context of daily life. Plausibly, mental training objectives can be temporarily achieved in conjunction with gaming [46], but it can contradict an obsessive drive that could characterize long-term and frequent video gaming [47]. Over longer durations, individuals may apply mental training principles independently in various ways, depending on behavioral factors (recollection of instructions, intent, habit) [21]. Change techniques (eg, commitment to change, action planning, drawing attention to discrepancies between behavior and goals, noncontingent praise, performance instructions, self-monitoring, and salient feedback on behavior) as well as emotional and social consequences, reduction of negative emotions, values affirmation, etc [12], for (novice) mental training activities could be integrated (via an “Avatar” role) into a serious game. From this line of argument, it was proposed that a short serious gaming intervention adds to the effectiveness of a mindfulness-based approach during multidisciplinary rehabilitation for (subtly) better effects on relevant health outcomes in patients with CP or FSS.

Objectives

In this study, we investigated the effectiveness of serious gaming as a complement to the multidisciplinary rehabilitation of patients with CP or FSS. The selection of health outcomes was guided by a field consensus on the relevance of physical and emotional functioning, patients’ global impression of improvement, and negative effects [48]. The primary objective was to determine the effect of additional serious gaming on multiple domains of physical and emotional functioning simultaneously. Secondary objectives were to understand which outcome domains are particularly affected, positively or negatively, by serious gaming during rehabilitation and whether serious gaming affects patient’s global impressions of change, general health, and functioning. The final objective was to determine whether outcomes of serious gaming are dependent on adherence. Adherence is defined as the extent to which patients expose themselves, in terms of content, frequency, and duration, to the “hard core” of a serious gaming intervention—playing a serious game and attend the debriefing. The following were the research questions:

1. To what extent does an additional serious gaming intervention affect a change in patients’ physical and emotional functioning during regular multidisciplinary rehabilitation?
2. Regarding which particular domain(s) of physical and emotional functioning does an additional serious gaming intervention affect outcome change during multidisciplinary rehabilitation?
3. To what extent does an additional serious gaming intervention during multidisciplinary rehabilitation affect patients’ impressions of change, subjective health and functioning, and satisfaction with treatment?
4. To what extent is the degree of effectiveness dependent on levels of adherence?

Methods

Study Design

A protocol for this embedded experimental mixed-methods study was registered (preresults) in the Dutch trial register (NTR6020), previously published in detail [15], and followed accordingly. General information and important executive details relevant to the present objectives are discussed here. In the absence of a legal obligation for medical ethics review, the protocol was reviewed for the protection of patients’ rights in accordance with the letter and reasoning of applicable legislation and research practice and endorsed by the Psychological Ethics Committee of the Tilburg School of Social Sciences (EC-2016.25t). The study design sorts with the nature of multidisciplinary rehabilitation, which is complicated by tailoring, multiple interacting components, and outcome multidimensionality [45]. Quantitative methods were prioritized for assessment purposes. The two-armed naturalistic quasi-experiment was set up pragmatically, comprising an intervention group of patients who received an additional serious gaming intervention offered during weeks 9-12 of a standardized 16-week rehabilitation program at 2 sites of a Dutch rehabilitation clinic. Simultaneously, an approximately equal
number of control group patients followed the same program without serious gaming, as usual, at 2 similar sites of the same clinic (from February 2016 to January 2017). Concurrently collected qualitative data were first used to refine hypotheses blind to trial outcomes and later for triangulation and post hoc explanation of quantitative results.

Setting, Recruitment, and Data Sources

The convenient selection of control sites aimed for homogeneity across the study groups. The 4 participating sites were located in the south of the Netherlands, where multidisciplinary biopsychosocial rehabilitation, but not serious gaming, is covered under basic health care insurance. In view of ecological validity, all patients with a regular physician indication for multidisciplinary rehabilitation who completed the first 8 weeks of rehabilitation were considered eligible for this study. From the beginning of the second half of their rehabilitation program (July-November 2016), patients were consented by their direct care providers. This timing was chosen for patient convenience and optimal response. To lower the risk of selection bias, patient recruitment was closely monitored through regular site visits. Consent was requested for the processing of patients’ codified clinical diagnostic and outcome data and, perhaps, being contacted for an interview. Outcome data consisted of patients’ routine outcome monitoring administered by the clinic through a standardized Web-surveying procedure at the baseline (t0), intermediate (t1: after 8 weeks of treatment), and posttreatment (t2: after 16 weeks of treatment). Only intervention group candidates were requested to answer feedback questions through the same familiar Web-survey procedure immediately after their debriefing session.

To avoid bias by inflicting outcome expectations in patients as subjects and outcomes assessors, information letters did not contain statements about presumed effects of serious gaming or parallel group comparison. After serious gaming, feedback data were made available to the researchers to support the concurrent qualitative research, but routinely collected clinical (diagnostic and outcome) data were not. In this way, data management served to prevent the risk of biased interpretation through breaching the protocled sequence of hypotheses refinement and quantitative testing.

Patients

Based on physical and psychological examination results and clinical interviews, physicians indicated eligibility for multidisciplinary rehabilitation treatment based on the following inclusion criteria. The eligible patients were between 18-67 years of age, had pain for more than 6 months or fatigue complaints or musculoskeletal disease for more than 3 months, had no indication for another more cost-effective treatment, and had concomitant psychosocial problems. The exclusion criteria were as follows: patients with psychiatric symptoms that are not adequately controlled, a marked risk of psychological decompensation through a rehabilitation treatment, language or communication problems that make it impossible to follow rehabilitation, or demonstrable inability to change behavior (eg, due to personality disorders, third party liabilities, or otherwise). Notably, no additional computer literacy criteria were applied for participation in this study.

Interventions

Both study groups received an intensive 16-week biopsychosocial multidisciplinary rehabilitation program with a particular focus on well-being and social role participation [49] (Table 1). Under the supervision of a rehabilitation physician, patients received on average 100 hours of treatment in either one-on-one or in group settings from a team of 2 physiotherapists and 2 registered psychologists with a master’s degree. Weekly intensity varied between 3 and 7 hours, decreasing with an increase in social role participation throughout the program. Overall, patients received 38% physiotherapy, 30% mindfulness approaches, 23% (other kinds of) psychotherapy, and 9% of activating and counseling in social role participation.
at home. Local therapists and other staff participated in developing their role in the delivery of serious gaming.

**The Serious Game LAKA**

The serious game LAKA is an adventure game where patients take the role of an Avatar during a virtual trip around the world. The game is easy to control using a touch-screen tablet computer and takes on average 2.5 hours to complete (Multimedia Appendix 1 shows the screenshots).

In LAKA, patient players perform alternate tasks vicariously; they select optional responses in various encounters with other characters, monitor and evaluate satisfaction about selected responses (and their consequences), and meditate (3-minute exercises). First, players select between a male or female Avatar and assign a name. It was prompted that Avatar choices reflect those of the player. A cut-scene sets up the story; the Avatar, who wants change after experiencing a deterioration in physical and social functioning, meets a nonplaying character (NPC) named LAKA. LAKA challenges the Avatar to make “conscious” decisions during 16 “encounters” with other NPCs, for example, when standing in line, on getting invited to someone’s home, and at 4 destinations (ie, London, Turkey, Asia, and Africa) on a trip around the world. Each “encounter” is built as a flow of Avatar actions and NPC responses.

For each Avatar action, 1 of 5 options (eg, physically interact, verbally react, or ignore something) can be preselected and confirmed by players. These options are modeled after a set of reference values—generosity, moral discipline, forbearance, and enthusiastic perseverance. NPC responses are unpredictable, for example, a friendly act can result in a kind response or being scammed. At the end of each destination, LAKA asks the Avatar to rate the level of satisfaction regarding his or her choices. Indirect feedback, in the form of a number of puzzle pieces, is given by (1) the degree of correspondence of Avatar choices with the reference values and (2) the degree to which that correspondence agrees with satisfaction ratings. When the
Avatar is depicted “mind-wandering” when traveling across destinations, instructions are received for a basic meditation exercise (focused attention and open monitoring) [50]. These model-based elements are interspersed with short action games, puzzle games, images, and information associated with the location of the Avatar to be enjoyed or skipped by preference.

Quantitative Measures

Outcomes

Table 2 provides an overview of the outcome variables, surveys with references to instrument validity information, and times of assessment. Available primary outcome measures for operationalizing elements of research questions 1 and 2 included 4 evidently valid numerical rating- and Likert-scale measures that operationalize relevant and plausible targets for mindfulness-based intervention in the target group [11,48]: a numerical rating scale for the current pain intensity, the Checklist Individual Strength (CIS) for fatigue, the catastrophizing subscale of the pain coping and cognitions list, and the Symptoms Checklist (SCL-90) for psychological distress [51-54]. In addition, Likert-scale items on patients’ global impression of change (PGIC), general health and functioning, and treatment satisfaction were available to operationalize secondary outcomes. The PGIC was measured using a single ordinal scale item [48]. Three available 0-100 numerically scaled questionnaire items about perceived health and functioning formed an internally consistent scale (Cronbach alpha at t1=.80, at t2=.75) for general subjective health and functioning. Furthermore, 3 different questions assessed the treatment satisfaction, 2 of which were taken from the consumer quality index for rehabilitation centers [55].

Adherence

The operationalization of adherence distinguishes between progress in game play and debriefing attendance. The latter was established from clinical recordings of presence at either the initially planned or a rescheduled debriefing session. Log data from the game, designed to track the progress and give feedback on the performance, were used to determine the categories of completion percentage. These categories (5-1) represent 0%-6% completion when no progression logs were observed and <50%, 50%-75%, 75%-100%, and >100% game completion when patients played the game LAKA more than once.

Table 2. Primary and secondary outcome measures.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Survey information</th>
<th>Timea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain intensity</td>
<td>Current pain intensity Numerical Rating Scale 0-100 [53]</td>
<td>t0, t1, t2</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Checklist Individual Strength [51]</td>
<td>t0, t1, t2</td>
</tr>
<tr>
<td>Psychological distress</td>
<td>Symptom Checklist [52]</td>
<td>t0, t1, t2</td>
</tr>
<tr>
<td>Pain coping and cognition</td>
<td>Pain Coping &amp; Cognitions List; catastrophizing subscale [54]</td>
<td>t0, t1, t2</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global impression of change, general health, and functioning</td>
<td>How do you assess your health, compared with the situation at the start of your treatment? (~2, much, or ~1, slightly declined; 0, neither declined nor improved; 1, slightly, or 2, much improved)</td>
<td>t1, t2</td>
</tr>
<tr>
<td></td>
<td>What do you think of your current health in general? (0, bad-100, excellent)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Please indicate how satisfied you are generally taken with your current level of functioning. (0, not at all satisfied-100, very satisfied)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Please indicate the distance from your “old” level of functioning before the onset of the complaint. (0, very far removed-100, not at all removed)</td>
<td></td>
</tr>
<tr>
<td>Treatment satisfaction</td>
<td>Would you recommend this treatment center to other rehabilitation patients? (1, certainly not; 2, probably not; 3, probably yes; 4, certainly yes); item from the consumer quality (CQ) index [55]</td>
<td>t2</td>
</tr>
<tr>
<td></td>
<td>Which grade would you give to the rehabilitation center? (0-10; CQ-index)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Did the treatment meet your expectations? (1, not at all; 2, mostly not; 3, mostly; 4, completely)</td>
<td></td>
</tr>
</tbody>
</table>

a0=baseline; t1=intermediate (after 8 weeks of treatment); t2=posttreatment (after 16 weeks of treatment).

Case Description and Potential Confounders

Data retrieved for describing patients and enabling the optimal control for observed confounding factors consist of demographics, medical history, physical and psychological examination results, and registrations of allocated and attended interventions.

Study Size

Study size was determined by a priori power calculation as described in detail in the protocol [15]. G*Power was used to calculate a required sample size of 212 patients. These calculations were based on a multivariate analysis of variance of global effects (1−β=0.8, f²=0.0625, alpha=.05, 2 groups, and maximally 5 outcomes). By taking a margin of 20% for
dropout and missing values into account, the minimum number of patients was finally determined at 250.

**Statistical Methods**

All statistical analyses were performed using SPSS 22 (IBM, New York). Descriptive statistics and chi-square and Student t tests were used to summarize demographic, disease-specific, treatment exposure, and baseline outcome characteristics. Variables that may differ per group on the baseline were added as covariates in subsequent analyses. Statistical methods were generally aimed at testing two-sided hypotheses regarding study group differences in differences between intermediate and posttreatment outcome levels as this corresponds with the timing of the additional serious gaming intervention. Furthermore, Sidak-Holm correction was used when controlling for multiple outcome testing [56].

First, a multivariate mixed linear effect model was fitted to estimate a parameter for the study group difference in simultaneous change of the 4 primary outcomes between intermediate and post treatment assessments. For this, the MIXED procedure for defining parallel growth processes was applied on standardized scores of the 4 primary outcome variables (Textbox 1) [57]. The procedure facilitates an intention-to-treat analysis, optimizes statistical power, imposes an equality constraint on parameter estimates across multiple outcome measures, and takes outcome interdependencies into account. Hereby, the parameter estimate is unbiased under the assumption of missing data at random. To correct the parameter estimate for design limitations, it was modeled together with components that are not logically attributable to the serious gaming intervention, including global time and group effects, group differences in outcome changes in time prior to serious gaming, and covariates. Furthermore, selections between nested models, that is, excluding or including factors for time, treatment sites, and covariates were based on the statistical significance of changes in the model fit.

**Textbox 1. Linear mixed modeling operations.**

<table>
<thead>
<tr>
<th>Operational details on the (planned or initial) multivariate linear mixed model:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• All models applied the restricted maximum likelihood estimation.</td>
</tr>
<tr>
<td>• MIXED requires a vertical (re)structured dataset with all outcome values inserted in one column, nesting primary outcomes (4) and time factors (3) within individuals.</td>
</tr>
<tr>
<td>• Indices were created for individuals (1-275), outcomes over time (1-12), outcomes (pain intensity=1, fatigue=2, catastrophizing=3, and psychological distress=4), time (baseline=1, post=2, and intermediate=3 [reference category]), and group (1=intervention, and 2=control [reference category]).</td>
</tr>
<tr>
<td>• The procedure used standardized outcome values, calculated separately within outcomes.</td>
</tr>
<tr>
<td>• An unstructured covariance matrix (UN) for the random effects and a heterogeneous autoregressive matrix for the repeated effects were assumed when fitting multivariate models. Use of alternative covariance structures (UN, compound symmetry, autoregressive, Toeplitz, and antependent) either disabled convergence or resulted in worse fit.</td>
</tr>
<tr>
<td>• Basic model specification: the outcome index was specified as randomly varying for the estimation of intercepts for each of the 4 outcomes. The planned “basic” model contained 11 fixed-effect parameters, including 4 outcome factors, 3 treatment sites, 2 time factors (1=intermediate vs baseline, 2=intermediate vs post), and 2 group × time factors (group × time 1, group × time 2), with random error terms (10) and repeated effects (13), adding up to 34 parameters to be estimated in total.</td>
</tr>
<tr>
<td>• Model fit changes, that is, exclusions (ie, site and time factors) or inclusions (covariates), were assessed using (chi-square) tests for differences in the −2 Log Likelihood information criterion.</td>
</tr>
<tr>
<td>• Sensitivity analyses revealing similar results included multivariate models run on full cases only, outcome data after outlier removal (z-scores above 3 or 5), and alternative z-score calculations.</td>
</tr>
</tbody>
</table>

**Operational details for univariate mixed linear models:**

- An unstructured covariance matrix was assumed for all univariate models.
- Univariate models included the same covariates as the multivariate models.

Subsequently, reliable change indexes (RCIs) were calculated (again based solely on the difference between intermediate and posttreatment scores) to determine within-group proportions of individual patients who reported improvement (RCI<−1.96) or decline (RCI>1.96) [58]. Improvement was defined as a clinically significant decrease (RCI<−1.96) in one or more of the 4 primary outcome variables. Decline was defined as a reliable increase in one or more outcomes (RCI>1.96). When patients did not show decline or improvement, their status was deemed stable. Differences in proportions in these categories were compared between the groups.

Second, effects of serious gaming on particular plausible outcome types identified through qualitative research were estimated using univariate mixed linear effect models of unstandardized outcomes. Third, (changes in) secondary outcomes were compared between the groups. Fourth, the multivariate linear mixed model was rerun after replacing the original group dummy variable by ordinal adherence variables to calculate parameter estimates separately for subgroups of differing rates of serious gaming progress and debriefing the attendance relative to controls (the reference category).
Concurrent Qualitative Methods

Qualitative data consisted of patients’ typed responses to an open feedback question and audiorecorded, verbatim transcribed semistructured interviews. The open feedback question was: “How do you think serious gaming will contribute to your daily life (ranging from 0=negatively or nothing to 10=hugely)? And in what way?” We purposively selected 8 patients with varying expected contributions of serious gaming for semistructured face-to-face interviews (lasting 30-60 minutes). Of them, 2 were selected for their high expectations (scoring ≥9), 2 for their low expectations (scoring ≤1), and 4 for their mediocre expectations (4-6) regarding the contribution of serious gaming to their daily living. In addition, telephone interviews were planned with control group subjects who had been matched by direct care providers on case descriptions by gender, age, symptom patterns, and coping style. However, this was stopped after 2 short interviews (lasting <15 minutes) as it was not regarded informative due to case differences beyond the small set of matching variables. All interviews started with a request to patients to talk openly about their health status before rehabilitation and any changes experienced throughout. Subsequently, patients were invited to elaborate on the perceived contribution of serious gaming.

A deductive content analysis approach was performed on the interview transcripts using Atlas.ti. The first 4 interviews were coded independently by MV and a second author (MJ or AZ). Then, because no more differences in coding were observed, MV coded the remaining interviews. First, data were reduced by distinguishing text fragments related to patients’ expected health outcomes. To those fragments, labels were attached according to sensitizing concepts about (subjective) health outcomes because existing theoretical frameworks on relevant health outcome dimensions were available and preselected for quantitative operationalizations [51-54]. Those sensitizing concepts covered relevant outcome domains for patients with CP (physical symptoms, physical functioning, and emotional functioning (eg, anxiety and depressed mood) [54] or fatigue (subjective fatigue and motivation and concentration problems) [51].

Results

Participants

Recruitment was stopped when sufficient numbers of participants were included in both study groups. By then, 83.6% (275/329) of eligible patients who had started the second part of the treatment consented to participate—156 in the intervention and 119 in the control group (Figure 1). A decline in participation due to reasons such as inconvenience (ie, presumed burdens of the treatment or study at the time of consent), delayed consent, and thereby missing patients who stopped participating during the second part of the treatment was observed more often at control sites. Furthermore, posttreatment data were missing for 1 control group patient and 7 intervention group patients.

Descriptive Data

Back pain was the most prevalent physical symptom reported (184/275, 66.9%), but pain symptoms with other origins (headaches, gastrointestinal, fibromyalgia, and osteoarthritis) were reported as well (Table 3). Social problems were also prominent, with 49.8% (137/275) of the patients experiencing problems with family members. The modal norm group categories for the SCL-90 anxiety and depression symptom scales were “very high” relative to “healthy individuals” and “high” relative to patients with CP, but “below average” relative to psychiatric patients [52]. Compared with all 3 norm groups, modal score categories for sleeping problems were high. The study groups were similar regarding most baseline characteristics, but several P values found, suggesting differences between the study groups. Marginally higher socioeconomic status (SES) and more comorbid neurological and less cardiac diseases were observed in the intervention group. In the control group, relatively more patients reported back pain, were taking medication at the baseline, and had returned to work at intermediate assessment. In general, more than half of the patients had suffered from their chronic fatigue or pain condition for over 2 years before entering the rehabilitation and most had received prior (specialized) care for this (Table 3).
Figure 1. The CONSORT flowchart of participants.
Table 3. Participants’ baseline characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (n=159)</th>
<th>Control group (n=116)</th>
<th>Full sample (N=275)</th>
<th>Group difference</th>
<th>Student $t^2$ or $\chi^2$ test</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.2 (11.55)</td>
<td>44.9 (11.42)</td>
<td>44.5 (11.48)</td>
<td>$t_{273}=-0.5$</td>
<td>$\chi^2=0.5$</td>
<td>.60</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>104 (66.7)</td>
<td>88 (73.9)</td>
<td>192 (69.8)</td>
<td>$\chi^2=1.7$</td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Socioeconomic status score $b$, mean (SD)</td>
<td>−.05 (0.95)</td>
<td>−.36 (1.28)</td>
<td>−.18 (1.12)</td>
<td>$t_{272}=2.223$</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Returned to work (at intermediate)</td>
<td>16 (10.3)</td>
<td>24 (20.2)</td>
<td>40 (14.5)</td>
<td>$\chi^2=5.4$</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td><strong>Highest educational level (N=132)$c$, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=2.1$</td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Primary school</td>
<td>1 (1.3)</td>
<td>0 (0.0)</td>
<td>1 (0.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower secondary education</td>
<td>21 (27.3)</td>
<td>12 (21.8)</td>
<td>33 (25.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher secondary education</td>
<td>28 (36.4)</td>
<td>19 (34.5)</td>
<td>47 (35.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary education</td>
<td>28 (36.4)</td>
<td>23 (41.8)</td>
<td>51 (38.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=1.6$</td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Full-time employed</td>
<td>24 (15.1)</td>
<td>18 (15.5)</td>
<td>42 (15.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fully absent</td>
<td>55 (34.6)</td>
<td>48 (41.4)</td>
<td>103 (7.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially absent</td>
<td>39 (24.5)</td>
<td>31 (26.7)</td>
<td>70 (25.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>38 (24.4)</td>
<td>22 (18.5)</td>
<td>60 (21.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain locations, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=1.9$</td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Neck or head</td>
<td>77 (49.4)</td>
<td>61 (51.3)</td>
<td>138 (50.2)</td>
<td>$\chi^2=0.1$</td>
<td></td>
<td>.76</td>
</tr>
<tr>
<td>(Low) back</td>
<td>92 (59.0)</td>
<td>92 (77.3)</td>
<td>184 (66.9)</td>
<td>$\chi^2=10.3$</td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Upper extremities</td>
<td>57 (36.5)</td>
<td>44 (37.0)</td>
<td>101 (36.7)</td>
<td>$\chi^2=0.0$</td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>Lower extremities</td>
<td>59 (37.8)</td>
<td>57 (47.9)</td>
<td>116 (42.2)</td>
<td>$\chi^2=2.8$</td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Symptom duration, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=3.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-6 months</td>
<td>13 (8.4)</td>
<td>10 (8.4)</td>
<td>23 (8.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-12 months</td>
<td>35 (22.6)</td>
<td>20 (16.8)</td>
<td>55 (20.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2 years</td>
<td>36 (23.2)</td>
<td>26 (21.8)</td>
<td>62 (22.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;2 years</td>
<td>71 (45.8)</td>
<td>63 (52.9)</td>
<td>134 (48.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptom course, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=2.0$</td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>Deteriorating</td>
<td>100 (4.1)</td>
<td>76 (63.9)</td>
<td>176 (4.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improving</td>
<td>23 (14.7)</td>
<td>19 (16.0)</td>
<td>42 (15.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presence of comorbid medical diagnoses, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=4.0$</td>
<td></td>
<td>.048</td>
</tr>
<tr>
<td>Cardiology</td>
<td>19 (12.2)</td>
<td>25 (21.0)</td>
<td>44 (16.0)</td>
<td>$\chi^2=13.0$</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neurology</td>
<td>16 (10.3)</td>
<td>0 (0.0)</td>
<td>16 (5.8)</td>
<td>$\chi^2=0.0$</td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>14 (9.0)</td>
<td>10 (8.4)</td>
<td>24 (8.7)</td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Pulmonology</td>
<td>24 (15.4)</td>
<td>19 (16.0)</td>
<td>43 (15.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits to other health care providers during the program, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2=1.7$</td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Never</td>
<td>54 (36.2)</td>
<td>44 (37.3)</td>
<td>98 (36.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2 times</td>
<td>49 (32.9)</td>
<td>37 (31.4)</td>
<td>86 (32.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 times or more</td>
<td>46 (30.9)</td>
<td>37 (31.3)</td>
<td>83 (31.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Qualitative Results

Codes describing intervention group patients’ (4 males, 4 females) responses to open questions about expected outcome changed because serious gaming did not contain the domains of physical symptoms, physical functioning, or subjective fatigue. However, in interviews with patients with the highest expectations (score 8 or 9 out of 10; 2/8, 25%), possible benefits in the realms of emotional functioning (ie, depressed mood and obsessive or compulsive behavior) and concentration problems were voiced. These outcome domain labels were attached to patients’ expressions about expectations of improved awareness, regulation, or transcendence of negative thought and lack of interest (depressive mood), problems in decision making (obsessive or compulsive behavior), or losing focus on tasks (concentration problems), which is (partly) illustrated by the following quotes:

*What I gain from it? Yes, maybe that when you’re busy with something...that you’re really focused on it and not being distracted...Yes, it’s clear that I have that focus more.*

*In your daily life you are confronted with things that you, or I in any case, did not initially see as stress...Well, I often travel by train, and sometimes things annoy me, but I usually ignore it. Now I have something like: I can talk to them...So, you are irritated, and at the moment you notice it you are annoyed, so it’s getting worse...Yes, you can just make it go away so that it does not adversely affect your mood.*

Following these perceptions in a minority of patients, it was proposed that serious gaming generally facilitates a small amount of additional change regarding the primary outcomes of fatigue and emotional functioning (see trial registry). Moreover, additional change for patients in the intervention group was expected to be reflected by observing stronger decreases in scores based on depression and insufficiency subscales of SCL-90 and concentration problems subscale of CIS.

Quantitative Outcome Assessment

At the baseline, participants reported on average moderate pain intensity, high fatigue, and high psychological distress levels compared with norm group averages (Table 4). After treatment, average outcome score levels were subsequently mild, higher than average, and “average” (relative to healthy norm groups).

The final multivariate mixed linear model included a study group dummy instead of the site index, SES scores, and comorbidity factors, medication intake, and amounts of particular kinds of psychotherapy received.

In addition, patterns of change in all 4 primary outcomes taken together throughout the rehabilitation program of each study group were visualized (Figure 2), showing that outcome scores improved in parallel before exposure to serious gaming and improved relatively more for the intervention group between intermediate and posttreatment. The multivariate mixed model, which assumed equivalent changes across the 4 primary outcomes, indicated statistically significant improvement over the first half (beta=-.805, SE=0.042, P<.001) and the second half (beta=-.473, SE=0.034, P<.001) of treatment. The parameter estimate for the interaction effect (simultaneously on the 4 outcomes) of group × time 1-2 (representing the interval between intermediate and posttreatment) favored the intervention group to a very small extent by \(-1.19 (SE=0.046, P=.009)\); this equals to 8.59% of the total amount of outcome change within the intervention group.
Table 4. Primary outcome scores.

<table>
<thead>
<tr>
<th>Outcome; measure and time</th>
<th>Intervention group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of observations</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Pain intensity (current); Numerical rating scale (0-100) [53]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>156</td>
<td>56.60 (32.27)</td>
</tr>
<tr>
<td>t1</td>
<td>156</td>
<td>35.79 (25.80)</td>
</tr>
<tr>
<td>t2</td>
<td>150</td>
<td>26.08 (24.07)</td>
</tr>
<tr>
<td>Fatigue Checklist Individual Strength (CIS) [51]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>154</td>
<td>110.97 (18.63)</td>
</tr>
<tr>
<td>t1</td>
<td>154</td>
<td>84.05 (26.51)</td>
</tr>
<tr>
<td>t2</td>
<td>147</td>
<td>60.68 (27.04)</td>
</tr>
<tr>
<td>Catastrophizing; Pain Coping &amp; Cognitions List (PCCL) [54]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>126</td>
<td>3.54 (0.94)</td>
</tr>
<tr>
<td>t1</td>
<td>126</td>
<td>2.68 (0.86)</td>
</tr>
<tr>
<td>t2</td>
<td>121</td>
<td>2.10 (0.90)</td>
</tr>
<tr>
<td>Psychological distress; Symptom Check List (SCL-90) [52]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>156</td>
<td>195.25 (50.55)</td>
</tr>
<tr>
<td>t1</td>
<td>156</td>
<td>161.93 (43.21)</td>
</tr>
<tr>
<td>t2</td>
<td>149</td>
<td>120.45 (32.96)</td>
</tr>
</tbody>
</table>

\[ a=0=measurement; t1=intermediate (after 8 weeks of treatment); t2=posttreatment (after 16 weeks of treatment). \]

\[ b=Norm information for the CIS: average for healthy controls, mean=41.5, SD, 19.8; average of a norm group of patients with chronic fatigue syndrome, mean=113.3, SD, 14.6. \]

\[ c=Some data are missing by the design of routine outcome monitoring; PCCL scores are absent for very low pain intensity scores. \]

\[ d=The baseline mean is high compared with a norm group of patients with chronic pain. \]

Textbox 2. Specified multivariate linear mixed model of standardized primary outcome scores.

A predicted (standardized) value for an individual patient on any of the 4 primary outcomes at a certain point in time is calculated as the sum of a random intercept regarding the outcome type (1=pain intensity, 2=fatigue, 3=catastrophizing, 4=psychological distress) and fixed-effect parameter estimates for the following:

- intervention group membership (1=intervention, 2=control [reference category]);
- time 0-1 (baseline=1 relative to intermediate=3 [reference category]);
- time 1-2 (post=2, relative to intermediate=3);
- socioeconomic status (SES) multiplied by the SES score;
- being returned to work at intermediate assessment;
- interaction between intervention and time 0-1; and
- interaction between intervention and time 1-2.
From the intermediate to posttreatment assessment, 48.7% (73/150) and 2.7% (4/150) of the patients in the intervention group reported reliable improvement and decline, respectively, in one or more primary outcomes (Figure 3). In the control group, these proportions were 40.7% (48/118) and 7.6% (9/118). Furthermore, proportional distributions of reliable improvement, stability, and deterioration were not different between the groups ($\chi^2 = 5.677$, $P = .06$).

Second, univariate tests for a hypothesized group effect on changes in unstandardized CIS concentration problems and SCL depression and insufficiency scores (Table 5) resulted in a two-sided $P$ value below the adjusted Holm-Sidak criterion level ($\alpha < .017$) only for a comparatively stronger decrease in intermediate to post-SCL depressive symptom scores for the intervention group (unstandardized regression coefficient $b = -2.74$, $P = .011$).

Observations on secondary outcomes showed generally high scores for PGIC, general health, functioning (distance perceived relative to before the onset of pain or fatigue complaints and current satisfaction), and treatment satisfaction ratings (Table 6). Moreover, no group differences in secondary outcome variables were observed at posttreatment or in change since the intermediate assessment. A summary of developments in primary and secondary outcomes throughout the second part of the rehabilitation program is presented in Multimedia Appendix 2.

Finally, log data within the intervention group showed that 1 patient logged in but did not play the game, 12 played up to 50% of the game, 24 played 50%-75% of the game, 110 played 75%-100% of the game, and 9 patients continued to play a second time. Of all, 54.7% (87/156) of the patients completed 16 “encounters,” which equals to completing the game precisely once. Notably, completed encounters averaged 14.5 and ranged from 0 to 28. Among patients who did not finish the game (60/156, 38.5%), relatively few had reported completing tertiary education (5/21, 23.5%; $\chi^2 = 10.075$, $P = .02$) or previously receiving specialist care (33/60, 55.0%; $\chi^2 = 4.23$, $P = .04$). A debriefing session was attended by 151 patients. Groups with low adherence were too small to provide valid efficacy estimates within each.
**Figure 3.** Within-group proportions for reliable improvement or decline in one or more of the 4 primary outcomes between the groups.

**Table 5.** Univariate linear mixed modeling results.

<table>
<thead>
<tr>
<th>Subscale used and time</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Effect</th>
<th>Unstandardized regression coefficient b (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of</td>
<td>Mean (SD)</td>
<td>Number of</td>
<td>Mean (SD)</td>
<td>t0-1</td>
</tr>
<tr>
<td></td>
<td>observations</td>
<td></td>
<td>observations</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Symptoms checklist depression subscale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>156</td>
<td>40.49 (12.22)</td>
<td>119</td>
<td>39.87 (12.69)</td>
<td>-8.50 (0.92)</td>
</tr>
<tr>
<td>t1</td>
<td>156</td>
<td>31.99 (11.31)</td>
<td>119</td>
<td>28.89 (8.94)</td>
<td>-7.20 (0.71)</td>
</tr>
<tr>
<td>t2</td>
<td>149</td>
<td>24.85 (8.64)</td>
<td>117</td>
<td>24.50 (7.95)</td>
<td>-2.75 (1.07)</td>
</tr>
<tr>
<td><strong>Symptoms Checklist insufficiency subscale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>156</td>
<td>24.63 (6.68)</td>
<td>119</td>
<td>23.96 (7.15)</td>
<td>-4.5 (0.48)</td>
</tr>
<tr>
<td>t1</td>
<td>156</td>
<td>20.1 (6.05)</td>
<td>119</td>
<td>18.62 (5.55)</td>
<td>-4.0 (0.43)</td>
</tr>
<tr>
<td>t2</td>
<td>149</td>
<td>16.11 (5.57)</td>
<td>117</td>
<td>15.97 (5.41)</td>
<td>-1.36 (0.65)</td>
</tr>
<tr>
<td><strong>Checklist Individual Strength concentration problems subscale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t0</td>
<td>154</td>
<td>26.69 (7.62)</td>
<td>118</td>
<td>24.71 (7.34)</td>
<td>-4.84 (0.70)</td>
</tr>
<tr>
<td>t1</td>
<td>154</td>
<td>21.85 (7.80)</td>
<td>118</td>
<td>21.03 (7.20)</td>
<td>-5.96 (0.55)</td>
</tr>
<tr>
<td>t2</td>
<td>147</td>
<td>15.84 (7.88)</td>
<td>116</td>
<td>16.27 (7.24)</td>
<td>-1.17 (0.83)</td>
</tr>
</tbody>
</table>

* a0=measurement; t1=intermediate (after 8 weeks of treatment); t2=posttreatment (after 16 weeks of treatment).

* b Sidak-Holm-corrected alpha criterion levels were applied to the 3 primary outcomes, being .02 for the lowest P value, .03 for the second highest P value, and .05 for the highest P value.

* c t1 parameters in this table are multiplied by -1 because t1 (index=3) was the reference category.

* d X: intervention group.
Table 6. Secondary outcomes by group and time (t1=intermediate [after 8 weeks of treatment]; t2=posttreatment [after 16 weeks of treatment]).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Δ Group (by time)</th>
<th>Student t or $\chi^2$ test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t1 (n=156)</td>
<td>t2 (n=150)</td>
<td>t1 (n=119)</td>
<td>t2 (n=118)</td>
<td></td>
</tr>
<tr>
<td>Patient global impression of change, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Much deteriorated</td>
<td>1 (0.1)</td>
<td>0 (0.0)</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>$\chi^2_{g=3.3}$</td>
</tr>
<tr>
<td>Slightly deteriorated</td>
<td>5 (3.2)</td>
<td>4 (2.8)</td>
<td>2 (1.7)</td>
<td>5 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Stable</td>
<td>16 (10.3)</td>
<td>10 (6.9)</td>
<td>25 (21.0)</td>
<td>6 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Slightly improved</td>
<td>97 (62.2)</td>
<td>46 (31.7)</td>
<td>63 (52.9)</td>
<td>41 (35.3)</td>
<td></td>
</tr>
<tr>
<td>Much improved</td>
<td>37 (23.5)</td>
<td>85 (58.6)</td>
<td>28 (23.5)</td>
<td>63 (54.3)</td>
<td></td>
</tr>
<tr>
<td>Subjective health and functioning, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General health</td>
<td>55.45 (24.18)</td>
<td>71.23 (22.57)</td>
<td>57.97 (23.17)</td>
<td>71.90 (20.39)</td>
<td>$t_{266}=-1.16$</td>
</tr>
<tr>
<td>Functioning “level”</td>
<td>46.05 (25.81)</td>
<td>70.19 (25.22)</td>
<td>50.02 (25.66)</td>
<td>69.78 (24.53)</td>
<td></td>
</tr>
<tr>
<td>Functioning “distance”</td>
<td>40.12 (25.34)</td>
<td>55.47 (32.10)</td>
<td>42.04 (27.65)</td>
<td>52.85 (31.37)</td>
<td></td>
</tr>
<tr>
<td>Treatment satisfaction, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating program</td>
<td>N/A</td>
<td>8.33 (1.20)</td>
<td>N/A</td>
<td>8.06 (1.46)</td>
<td>$t_{266}=1.65$</td>
</tr>
<tr>
<td>Recommend program to other patients, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainly not</td>
<td>N/A</td>
<td>0 (0.0)</td>
<td>N/A</td>
<td>0 (0.0)</td>
<td>$\chi^2_{g=4.8}$</td>
</tr>
<tr>
<td>Probably not</td>
<td>N/A</td>
<td>4 (2.7)</td>
<td>N/A</td>
<td>9 (7.6)</td>
<td></td>
</tr>
<tr>
<td>Probably yes</td>
<td>N/A</td>
<td>40 (26.7)</td>
<td>N/A</td>
<td>37 (31.4)</td>
<td></td>
</tr>
<tr>
<td>Certainly yes</td>
<td>N/A</td>
<td>106 (70.7)</td>
<td>N/A</td>
<td>72 (61.0)</td>
<td></td>
</tr>
<tr>
<td>Expectations met, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>N/A</td>
<td>0 (0.0)</td>
<td>N/A</td>
<td>3 (2.5)</td>
<td>$\chi^2_{g=4.67}$</td>
</tr>
<tr>
<td>Mostly not</td>
<td>N/A</td>
<td>14 (9.3)</td>
<td>N/A</td>
<td>12 (10.2)</td>
<td></td>
</tr>
<tr>
<td>Mostly</td>
<td>N/A</td>
<td>84 (56.0)</td>
<td>N/A</td>
<td>58 (49.2)</td>
<td></td>
</tr>
<tr>
<td>Completely</td>
<td>N/A</td>
<td>52 (34.7)</td>
<td>N/A</td>
<td>45 (16.8)</td>
<td></td>
</tr>
</tbody>
</table>

aIf data were available at intermediate and posttreatment, group differences were assessed in change from intermediate to posttreatment.
bGroup differences were tested in a change of the average scores over the sums of three items (that together formed an internally consistent scale); similar results were obtained if MIXED or repeated measures analysis of variance was used.
cN/A: not applicable.

Discussion

Summary of Evidence

In this study, we aimed to determine to what extent and in what respect a novel 4-hour mindfulness-based serious gaming intervention is effective in facilitating additional change in relevant physical and emotional functioning outcomes during a regular multidisciplinary rehabilitation for patients with CP or FSS. Furthermore, we studied whether such effects have clinical relevance for health improvement as conceived by patients themselves and whether these effects depend on the varying adherence within a regular care setting. Patients with mainly (low) back pain with comorbid psychosocial problems were found to adhere well to additional serious gaming during regular multidisciplinary rehabilitation, resulting in a very small (merely statistical) strengthening effect on the reduction of physical and emotional symptoms, as a whole, and of depressive symptoms, in particular. The effect of serious gaming alone, as a relatively small additional program component, did not reach clinically relevant levels; this was also suggested because patient impressions of health change and treatment satisfaction showed no improvement compared with the regular program, which already showed high satisfaction and treatment success rates. Nonetheless, within this context of multidisciplinary rehabilitation, 4 additional hours planned for serious gaming (4% of therapy time) in small groups, largely without direct professional support, accounted for 8.9% of the total average primary outcome change for the intervention group during rehabilitation.

Several insights arise from relating these results to those of previous studies on similar interventions. First, the very small effect size found in this study suggests a relatively weak effect compared with the small effect sizes found in previous studies. Those studies included evaluations of the effect of exposure to games on health outcomes with pragmatic trial designs [59,60], as well as systematic reviews and meta-analyses of randomized...
controlled studies on the efficacy of games for various clinical and behavioral outcomes [29,34]. Plausible explanations for a lower estimate in this study are the relatively low intensity and late supply of serious gaming relative to other efficacious psychotherapy (including mindfulness) interventions offered through other modalities of multidisciplinary rehabilitation. For any such short-term component in multidisciplinary rehabilitation, an effect large enough to be generally noticeable to patients would be extraordinary within the target population, and many patients may already have benefited from “traditional” means to improve. Second, both present and earlier findings suggest that changes with mindfulness approaches occur simultaneously across outcomes [61]. Still, our quantitative and qualitative results combined also add specifically to the anecdotal evidence from previous randomized trials that depressive symptoms are a plausible target for serious gaming [60,62]. Third, our findings indicate a possible relative efficiency of the independent usage and guidance in groups that constitute a “blended” form of serious gaming. To illustrate, the effect size estimate found in this study approaches the estimates found in a previous meta-analysis on the outcomes of computer (internet)-supported therapy across chronic somatic conditions (standardized mean difference ranging between 0.17 and 0.21 across outcomes) [63]. Therefore, the results of this study indicate, but do not prove, that serious gaming could serve as a complement or substitute to (parts of) other sorts of computer-based or blended treatments aimed at allocating scarce professional guidance more efficiently. Finally, previous authors doubted whether the adherence and efficacy of computer-based interventions are readily transferable to contexts, as in this study, wherein patients are recruited from a clinical setting instead of being openly recruited from general populations via the internet or other media [64]. This study sheds light onto this transferability issue by showing that a relatively high level of adherence can be achieved within a regular health care context where self-selection for the modality is limited, when a serious gaming supplement is offered “by default,” based on understandings of usage factors [65].

Strengths and Limitations

Strengths of this study relate to the novelty of the serious gaming approach, statistical power, and the apparently favorable conditions for pragmatic research. This evaluation addresses a unique combination of setting, patient, and intervention characteristics (mindfulness approach and blended mode of supply). Achieving the predetermined required sample size for observing a modest effect with reasonable chance responds to previous reviews on the effectiveness of games for health that found promising results for mainly small, underpowered studies [34,39]. Furthermore, this study has taken account of Type I error risk through outcome multiplicity, factors of nonusage, and risk of biased patient expectations through the informed consent procedure. In the execution of the study, we encountered occasional unintended difficulties in accessing the game (ie, forgetting passwords) but did not encountered problems or threats to internal validity, besides those inevitable and known in the protocol phase. The precision of key results was supported by the results of sensitivity analyses after outlier removals, alternate outcome standardization, removal of incomplete cases due to treatment dropout, and extensions and simplifications (eg, exclusion of baseline data, inclusion or exclusion of potential confounding variables) of the prediction model. Mixing quantitative and qualitative outcome data led to unambiguous findings regarding the size, outcome domains, and the clinical relevance of serious game effects. Regarding the external validity, this application of pragmatic methods adds complementary insight into the effectiveness of serious gaming for patients in regular health care settings beyond controlled clinical trial conditions. The inclusive patient recruitment strategy reflects the reality of a regular care setting to which the results are to be generalized.

However, several study weaknesses should be considered, comparing this study with supposedly ideal circumstances for a randomized controlled (multicenter) trial. Not applied for practical reasons were broader recruitment of treatment settings, researcher control on selection procedures, the use of an individual or site-level randomization procedure for balancing unobserved characteristics between study groups, inclusion of certain measures (long-term follow-up, objective outcomes, functional interference, quality of life, and participation), and collections of cost data. In addition, intervention group participants were aware that they received a novel treatment component. However, this is not expected to have influenced the results as an insignificant association was observed between outcome expectations of serious gaming and health outcome change levels (intermediate to posttreatment) within the intervention group. Adding an additional component to an already intensive treatment program has neither been deemed likely nor intended to increase cost-effectiveness at present, but may offer useful insight for achieving this in the future. Although previous studies have suggested that effects of serious games for behavioral change are retained [29], it remains uncertain how a very small reinforcing influence on patterns of outcome change that started earlier during treatment will develop further in time. Furthermore, a lack of more stringent diagnostic methods at inclusion poses a internal validity threat. Data are also missing about characteristics of patients who dropped out during the first part of the program. Moreover, present results suggest that (everything else being equal) additional serious gaming adds very little to the outcome improvement, but intervention group participants did not reach more favorable outcome levels at posttreatment. A possible explanation is that control group symptom levels were slightly lower overall because of an effect of recruitment that was too small to observe. Besides, not all expected outcome domains found through the qualitative research were confirmed with quantitative results; this might also be attributed to a lack of power as precalculations have not been based on an increasing number of statistical tests. Finally, generalizability is limited by the convenient selection of 4 locations from a single Dutch care center.

Suggestions for Research and Practice

In light of previous research, the very small positive effect on relevant outcomes found in this powerful pragmatic study reaffirms that both caution and optimism about the effectiveness of serious games as a treatment facilitator are warranted. Findings imply that serious gaming holds potential, as for the present mindfulness-based approach to it, but requires further
investigation before wider dissemination within multidisciplinary rehabilitation programs or other regular health care settings (eg, psychological therapy). From patients’ point, expectations on potential benefits are to be placed in perspective, that is, results merely suggest that multidisciplinary rehabilitation based on a biopsychosocial approach (ie, one that includes mindfulness approaches to learning to live with CP or FSS) with generally modest effects (ie, offer little assurance for recovery) could be somewhat improved (in a slight, merely statistical, degree) by adding serious gaming as a modality. We do not suggest that additional serious gaming causes more patients to experience clinically relevant treatment effects. Nonetheless, the study results do suggest that the delivery of a small part of an evidence-based treatment by means of a serious game can be trusted. Therefore, researchers should continue to pursue adequately powered and, if possible, RCTs when aiming to assess the effects of (mindfulness-based) serious gaming.

As part of a general search for effective combinations of approaches, techniques, and modalities to intensive rehabilitation programs, the serious gaming approach requires further theoretical refinement as to know how and when clinically relevant benefits are achieved by which patients and why. The current state of evidence provides little support as to identify those circumstances in which patients with CP or FSS will likely have best experiences and outcomes from which (computer-based) biopsychosocial or alternative treatments and why [10,18,66,67]. In this regard, our findings specifically point toward very small positive effects when (mindfulness-based) serious gaming is presented later on in a rehabilitation process to patients with chronic back pain and comorbid psychosocial problems. Patients, policy makers, and professionals must be aware of the ongoing developmental stage, wherein the accumulation of knowledge is needed before the full potential of serious gaming can be realized routinely and efficiently into complex health care systems [29,68]. Thus, to achieve the highest potential of serious gaming for health, more theoretically oriented and context-sensitive studies are needed in addition to more powerful outcome assessment trials. To facilitate progress, researchers need to focus on a broad range of research questions about when and which kinds of serious games are (cost-)effective, for whom, compared with other treatment options, and why. This endeavor requires (1) hypotheses-driven process evaluations alongside trials (using quantitative, qualitative, or mixed methods); (2) transparent and universal reporting on the qualities of the methodology (ie, eHealth CONSORT statement additions [69]), serious games for health (rationale, functionality, and data security [70]), and behavioral change content (theoretical approaches, change strategies, and presentation methods [71]) in trials, (3) implementation research investigating organizational, professional, patient, and intervention factors; (4) impact assessment as dependent on actual reach; and (5) health technology assessments.

Conclusions

Based on a powerful natural quasi-experiment, the results of this study suggest that serious gaming, as an additional modality for mindfulness intervention of short duration during regular multidisciplinary rehabilitation, adds very little to reducing physical and psychological symptoms in patients with CP or FSS (ie, indicated with chronic back pain and concomitant psychosocial problems). In addition, the results hint, but cannot yet prove, that these very small benefits are nonetheless relevant in terms of efficiency if one considers how little (extra) time it costs from scarce expert care providers. An effect with respect to depressive mood may exist that a minority of patients conceive as relevant for their daily life. Moreover, the findings clearly support a generally good adherence to a blended form of serious gaming in a regular care setting. Taken into account the conditions of serious gaming in this study (ie, relatively low intensity compared with the complete treatment program that patients received), the results fit the expectations created by previous studies that generally found slightly higher (small) effects on behavioral and clinical outcomes (ie, studies on serious games in various populations or studies on computer-based interventions in patients with CP or FSS). Therefore, the potential of serious games for being effective in changing behavioral and clinical outcomes across targeted populations is reaffirmed and further (theory-driven) research on serious gaming aimed at predictably (cost-)effective applications for individual patients across health care settings encouraged.
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Abstract

Background: Web-based peer support interventions have shown promise in reducing social isolation and social support deficits among informal caregivers, but little research has examined how caregivers use and perceive these interventions.

Objective: In this study, we examined utilization and perceptions of a Web-based social support intervention for informal caregivers of wounded, ill, and injured United States military service members and veterans.

Methods: This was a mixed-methods study that used quantitative survey data and qualitative data from focus groups and interviews with informal caregivers enrolled in a Web-based peer support intervention to explore their use and perceptions of the intervention. The intervention was delivered via a website that featured interest groups organized around specific topics, webinars, webchats, and messaging functionality and was moderated by professionally trained peers. This study occurred in the context of a quasi-experimental outcome evaluation of the intervention, where intervention participants were compared with a group of military caregivers who were not enrolled in the intervention.

Results: Survey findings indicated that caregivers used the website infrequently, with 60.7% (128/211) visiting the website once a month or less, and passively, with a minority (32/144, 22.2%) of users (ie, those who had visited the website at least once during the past 3 months, N=144) posting comments or links to the network. Nonetheless, most users (121/144, 84.0%) endorsed moderate or greater satisfaction with the website on the survey, and focus group and interview participants reported benefiting sufficiently from passive use of the website (eg, reading posts). Quantitative and qualitative findings suggested that users viewed the website primarily as a source of informational support. Among 63.2% (91/144) of users who completed the survey, the most commonly reported network-related activity was obtaining information from the network’s resource library, and focus group and interview participants viewed the network primarily as an informational resource. Focus group and interview participants expressed an unmet need for emotional support and the desire for a more personal touch in the forms of more active engagement with other caregivers in the network and the creation of local, in-person support groups for caregivers.

Conclusions: These findings suggest that Web-based peer support interventions may lend themselves better to the provision of informational (vs emotional) support and may need to be supplemented by in-person peer support groups to better meet caregivers’ needs for emotional support.

(J Med Internet Res 2018;20(8):e257) doi:10.2196/jmir.9895
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**Introduction**

**Background**

Social isolation and social support deficits are strongly associated with adverse psychological and health outcomes. Defined as living alone, having few people in one's social network, or having infrequent contact with others [1,2], social isolation captures the objective social environment and has been shown to be at least as predictive of mortality as smoking, obesity, high blood pressure, and high cholesterol [3]. Social support is the resources perceived to be available through formal and informal groups or relationships [4], and lack of social support has been linked to greater risk of mortality, coronary heart disease [5], and depression [6]. Social support includes specific types of support, such as emotional support, that is, the provision of empathy, reassurance, and opportunities for emotional expression; informational support, that is, the provision of advice for dealing with problems; and instrumental support, that is, the provision of tangible forms of assistance, such as lending money or taking care of someone when they are sick [7].

Informal caregivers—those who provide unpaid care to family members, friends, or neighbors with disabling conditions—have an elevated risk of experiencing social isolation and social support deficits [8]. Caregivers face many challenges, including finding time for family and friends [9], and this may impede their ability to avail themselves of social support. Accordingly, interventions have been developed to decrease social isolation and increase social support among caregivers by strengthening existing social connections or creating new ones. Previous research on social support interventions for caregivers is characterized by mixed findings [10], with certain types of interventions demonstrating greater benefit than others. The authors of one systematic review found promising effects of remote interventions on caregivers' social outcomes (eg, satisfaction with support, companionship, and relationship quality with the care recipient) but concluded that more replications are required to have confidence in their benefits [10].

Web-based remote interventions have been recommended for further study, given their potential benefits relative to in-person interventions [10]. Web-based social support interventions may consist of Web-based meetings of group members at a regularly scheduled time, a Web-based network in which members can post comments and share information with each other at any time, chat functionality that allows members to send messages to each other in real-time, and webinars on featured topics of interest to group members. The ease of accessing these networks allows members to view information and interact with others at their own convenience without leaving home, thereby eliminating barriers to participation, such as travel time, distance, and the need to identify an alternate caregiver for the care recipient. This could be particularly beneficial to family caregivers. Moreover, given that previous research has documented caregivers’ perceptions that caregiving is stigmatized [11] and that care recipients and their families (including caregivers) are devalued by others [12], Web-based interventions may be particularly attractive to caregivers because of the anonymity they afford.

The potential utility of Web-based interventions for caregivers is further suggested by additional recent research. For example, a systematic review of Web-based interventions for older adults found that interventions providing social support, professional support, and instructions in problem solving to caregivers yielded positive outcomes [13]. Nonetheless, the authors cautioned that the specific components of effective Web-based interventions cannot be clearly inferred from this review and called for additional research to illuminate the mechanisms of action. Similarly, little is known about the implementation of Web-based social support interventions, including how caregivers perceive and engage in these interventions, an understanding of which could help clarify the mechanisms of action. In two qualitative studies of the experiences and perceived benefits of Web-based interventions for caregivers of older adults [14] or people with dementia [15], caregivers perceived emotional benefits such as decreased social isolation and loneliness and informational benefits such as learning how to be a better caregiver. Caregivers also commented on their engagement with the networks, asserting that simply reading the material, rather than posting material, was sufficient to benefit from the intervention [15], and perceiving the interactive platform positively because it afforded a protected environment for communication with others who were experiencing similar challenges [14].

In addition, although thin, the existing evidence base highlights the unexploited potential of Web-based interventions to improve social support for caregivers. The specific ways in which caregivers engage in and benefit from Web-based social support interventions warrant further exploration to gain insight into how such interventions should be designed to meet the needs of caregivers. In addition, the existing evidence base consists largely of research conducted on caregivers of older adults, primarily those with dementia, with much less known about caregivers of family members with other types of conditions and care needs.

**Objectives**

In this study, we seek to fill these gaps by examining utilization and perceptions of a Web-based social support intervention for informal caregivers of wounded, ill, and injured United States (US) military service members and veterans. Military caregivers differ from caregivers of civilian care recipients (ie, without a history of military service) in several important ways, one of which is that they often provide care for individuals with mental health conditions such as posttraumatic stress disorder (PTSD) [9]. Military caregivers are also less likely to have a caregiving support network than civilian caregivers [9].

The intervention is built around a Web-based peer support network called the Military and Veteran Caregiver Network (MVCN), which was established in 2015 under the Tragedy Assistance Program for Survivors (TAPS) and is currently administered by the American Red Cross. On the basis of a peer support model [16], the primary goals of the network are to reduce social isolation, increase emotional support, and provide informational support in the form of centralized, high-quality...
content and resources tailored to the unique needs of this population. Funded by the Bristol Myers Squibb Foundation, Elizabeth Dole Foundation, and others, the community was created by the staff of TAPS in conjunction with military caregivers who came to work for MVCN. In deciding on the network’s features and content, its creators drew from existing research on peer support, the curricula used by TAPS and partner organizations that had developed similar types of social support groups for caregivers, and feedback from partner organizations and their members. The network allows caregivers to post and read comments, exchange information about relevant resources, and attend webchats and webinars about featured topics of interest to caregivers. The network also includes forum groups organized around specific topics, direct messaging functionality, and trained peer and professional moderators whose role is to make posts helpful and positive. Outside of MVCN’s website, MVCN users can also access content through monthly question and answer calls, email digests, and MVCN’s Facebook page. Content includes both caregiver-specific and noncaregiving topics and is organized by topics. Screenshots of the MVCN website are provided in Multimedia Appendix 1 to illustrate some of the intervention’s components.

Methods

Study Design and Setting

We conducted a mixed-methods study of MVCN users, examining quantitative survey data to assess the frequency of their use and perceptions of the network and triangulating it with qualitative data from focus groups and interviews (FGIs) to obtain a richer, more detailed understanding of participants’ use and perceptions of the network. The quantitative data were collected as part of a larger quasi-experimental, longitudinal study of military caregivers enrolled in MVCN and a comparison group of military caregivers who had not joined MVCN but were members of other military caregiver groups. Comparison group participants were recruited based on their membership in military caregiver organizations other than MVCN, such as Hidden Heroes, Operation Family Caregiver at the Rosalynn Carter Institute for Caregiving, the Caregiver Action Network, Blue Star Families, and the American Legion Auxiliary. In this study, we focused on the subset of survey participants who had joined MVCN, describing cross-sectional findings on their experiences and perceptions of MVCN from the last follow-up survey administered 6 months after they joined MVCN. Qualitative data were also collected from MVCN users over a similar time frame.

Quantitative Survey Data

Recruitment and Sampling

Eligibility criteria for inclusion in the survey data analysis were being at least 18 years old; providing unpaid care and assistance to a current or former member of the US military, National Guard, or Reserves who has an illness, injury, or condition for which they require outside support; and being an MVCN member. All US military and veteran caregivers are eligible to join MVCN. Those who wish to join must submit documentation to MVCN to verify their eligibility, and all caregivers who are approved receive an email from MVCN confirming their membership. All caregivers who joined MVCN during the study’s enrollment period (September 2016 to February 2017) were invited to complete the online study eligibility screener in the confirmation email, and 62.0% (323/521) took the screener survey. Of 323 MVCN members who started the screener, 86.3% (279/323) met study eligibility criteria and were invited to enroll in the study. Informed consent was conducted on the Web before the baseline survey, with participants clicking a box to indicate their consent (or not) in lieu of written consent. Both the baseline and 6-month surveys were completed on the Web. Moreover, 6 months later, those who had completed the baseline survey were sent an email inviting them to complete the 6-month survey. Multiple reminder emails were sent to participants to maximize the likelihood of survey completion. The baseline and 6-month surveys were completed by 243 and 217 MVCN members, respectively, resulting in a retention rate of 89.3% (217/243). We compared survey completers with noncompleters on several characteristics, including their own and their care recipients’ demographic characteristics, the types and extent of assistance provided to care recipients, and their care recipients’ functional limitations, and we found that only the care recipient’s age significantly differentiated survey completers from noncompleters. Participants with older care recipients had lower odds of completing the 6-month survey (odds ratio=0.97, P=.03). Participants were compensated for completing each survey (US $10 for the baseline survey and US $20 for the 6-month survey).

Data Collection and Analysis

The survey assessed MVCN users’ participation in the network, including their frequency and duration of visiting the website and types of activities in which they engaged over the past 3 months; perceptions of the network, including potential barriers to using the network; and participation in and perceptions of other resources for caregivers. Several items assessing perceptions of MVCN were adapted from an existing scale designed to assess consumers’ experiences on the Web [17]. All other items were created for this study.

Items assessing perceptions of MVCN and other resources for military caregivers were rated on a 5-point Likert scale with response options ranging from 1 (strongly disagree) to 5 (strongly agree). Responses were dichotomized to indicate agreement (agree or strongly agree) or lack of agreement (neither agree nor disagree, disagree, or strongly disagree) with the statement.

All analyses of quantitative survey data were univariate descriptive statistics of item responses that included data from all respondents who answered the item. Missing data on survey items were uniformly low (5% or less). Because the analyses presented here serve only a descriptive purpose, no tests of significance were conducted.

Qualitative Data From Focus Groups and Interviews

Recruitment and Sampling

To gain greater insight into how users experienced and perceived MVCN, we conducted FGIs with MVCN users. We had originally planned to conduct only focus groups but resorted to
individual interviews after having several no-shows for focus groups. Participants were recruited with assistance from an MVCN employee who advertised the study to all interest groups on MVCN’s secure website, on MVCN’s Facebook page, and in four weekly email digests sent to MVCN users. The advertisement included an invitation to complete a brief Web-based demographic questionnaire and eligibility screener, which was completed by 119 MVCN users. Similar to the eligibility criteria for survey participation, participation in the FGIs was limited to unpaid or informal caregivers who were members of MVCN, and the same eligibility screening questions used for the survey were used to identify unpaid or informal caregivers who were members of MVCN for the FGIs. Although survey participation was limited to caregivers who had joined MVCN very recently at the time of study enrollment (which is why the invitation to participate was sent right after caregivers registered for MVCN), participation in FGIs was open to all unpaid caregivers who were MVCN members, regardless of how much time had passed since they joined MVCN.

We planned to collect data from only 15 to 20 participants, which we estimated would be sufficient to achieve saturation. Therefore, we scheduled users to participate based on their availability until a final sample comprising 11 focus group participants (4 groups total, with 2 to 4 participants per group) and 4 interview participants was obtained and saturation was achieved.

Data Collection and Analysis

Qualitative data were collected using a semistructured protocol created for this study. In general, protocol topics aligned with survey topics, covering MVCN members’ participation in and perceptions of MVCN and other resources for caregivers. One of the 3 researchers conducted FGIs between July 2016 and September 2017. FGIs were conducted over the phone to allow MVCN users in any part of the United States to participate. The informed consent process was conducted verbally before beginning the FGIs. Participants were compensated with a US $25 Amazon gift card. All the FGIs were audio-recorded and transcribed verbatim. All study procedures were approved by the Human Subjects Protection Committee at the institution where the research was conducted.

An inductive content analysis was conducted by 4 researchers to organize and condense the qualitative data and identify key themes and insights. All transcripts were double-coded (ie, coded independently by 2 members of the research team), and a codebook was created collaboratively. The codebook included predetermined codes based on the topics and subtopics covered in the semistructured protocol and more specific emergent codes derived from participants’ comments. The codebook was created primarily from the first pass at coding the transcripts, in which the first coder marked each text fragment in the transcript with an appropriate topic, subtopic, and emergent code. For the second pass, another coder marked text fragments with one of the existing codes in the codebook (while blinded to the code assigned to the text fragment by the first coder) or, if no appropriate codes existed, generated a new code to capture the text fragment and added it to the codebook. After all the transcripts had been double-coded, the coders met to discuss and resolve discrepancies in the coding. In the few cases where the 2 coders of the same transcript could not reach agreement on the most appropriate code for a given text fragment, a third team member decided on the appropriate code.

Results

Participant Characteristics

MVCN members who completed the 6-month survey were mostly female (200/217, 92.2%); non-Hispanic white (164/217, 75.6%); under the age of 40 (121/217, 55.7%); married, living with their partner, or had a noncohabiting significant other (202/217, 93.1%); had at least 1 child under the age of 18 (130/217, 59.9%); had no more than an associate’s degree or lower level of education (126/217, 58.1%); and had been a caregiver for at least 5 years (146/217, 67.9%). Most survey participants were married to or otherwise partnered with their care recipients (186/217, 85.7%) and resided with their care recipient (197/217, 90.8%). Their care recipients were mostly male service members or veterans (193/217, 88.9%) who were under the age of 40 (117/217, 53.9%) and had served in the military after September 11, 2001 (181/217, 85.3%). Nearly all care recipients had been diagnosed with at least one physical condition (eg, back pain, diabetes, paralysis, or spinal cord injury; 208/217, 95.9%), and a great majority of them had been diagnosed with a psychological condition (ie, PTSD, major depressive disorder, or a substance use disorder; 184/217, 84.8%). Nearly two-thirds of care recipients had been diagnosed with a neurological condition (ie, traumatic brain injury, Parkinson disease, or dementia; 141/217, 65.0%), and an equal number of care recipients had been diagnosed with at least 6 medical conditions (141/217, 65.0%).

All 15 FGI participants were women providing care for a military service member or veteran who had served after September 2001, and 5 participants reported that their care recipients had also served before September 2001. All but 3 FGI participants were married to their care recipients; of the 3 nonspouse caregivers, 2 were siblings and 1 was the mother of the care recipient. Most FGI participants (9/15, 60%) were under the age of 40.

Participation in the Network

Quantitative Findings

Frequency and Duration of Use

Overall, MVCN members (N=211) reported the infrequent use of the network over the past 3 months. Approximately one-third (67/211, 31.8%) of the members reported that they had not visited the website, nearly one-third (61/211, 28.9%) had visited once a month or less, 15.2% (32/211) had visited 2 or 3 times a month, and 24.2% (51/211) had visited once a week or more. Of the MVCN members who had visited the website in the past 3 months (N=144), which we refer to throughout the description of survey results as users, 81.3% (117/144) reported that a typical visit was 30 min or less. Specifically, 25.0% (36/144) of users spent less than 10 min during a typical visit, 32.6% (47/144) spent between 10 and 20 min, 23.6% (34/144) spent
between 20 and 30 min, and 18.8% (27/144) spent more than 30 min.

**Engagement in Specific Activities**

When asked about engagement in various network-related activities over the past 3 months, users most commonly reported accessing information and resources from the website’s resource library (91/144, 63.2%), followed by joining an interest group (eg, caregivers of care recipients with PTSD; 60/144, 41.7%), attending a webinar (42/144, 29.2%) or webchat (36/144, 25.0%), and posting comments, questions, or links to the network (32/144, 22.2%). Nearly one-third (45/144, 31.2%) of users reported interacting with other MVCN members outside of MVCN.

**Qualitative Findings**

**Use of Informational Resources**

When asked why and how they used MVCN, most FGI participants reported that they visited the website to find information, such as guidance on how to navigate caregiver resources and cope with the challenges of caregiving:

> Having no clue what a caregiver is, you know, what is expected of me, resources I could reach out to, other caregivers in my situation and hearing from them about their challenges and how they’ve overcome them.

Some reported using the MVCN website for a specific purpose. As one caregiver stated:

> Usually if I’m going on there, it’s a very specific item I’m looking for.

**Passive Engagement**

Many participants described a pattern of use marked by passive and limited engagement, mostly reading others’ posts rather than posting themselves. FGI participants perceived that they had benefited from simply reading posts that allowed them to obtain high-quality information and helped them to feel less alone. For example, as one participant commented:

> I just really enjoy reading posts, realizing I’m not alone. I’ve gotten some really, really good information from other people...I’ve gained a lot just from reading information that others have shared.

Another participant noted that:

> The articles or the comments...enable me to either get through the day or get to the information that I need.

**Other Modes of Participation**

FGI participants also reported engaging through other modes outside of the MVCN website. Most participants reported that they receive weekly email digests from MVCN and often review these in lieu of visiting the website. For some participants, the email digests served as a prompt to visit the website to explore available resources. In addition, many received MVCN updates through Facebook, which also functioned as an alternative to visiting the MVCN website. Many FGI participants had also attended MVCN’s peer support calls or webinars, with some participants noting that they benefited from them.

**Perceptions of the Network**

**Quantitative Findings**

**Perceived Benefits and Satisfaction**

MVCN users were also asked to indicate their agreement with several statements about the potential benefits of using the website (Table 1). A slight majority of users reported that the website had improved their decision making, agreeing that this website “helps me make good caregiving decisions” (86/144, 59.7%) and “provides information that helps me make important decisions” (78/144, 54.2%). Slightly less than half of the users perceived that “this site helps me better manage my time and resources” (65/144, 45.1%). A little over half of the users endorsed the inspirational and self-improvement benefits of the network, agreeing that the website “makes me think of things in new, more positive ways” (84/144, 58.3%), “makes a difference in my life” (82/144, 56.9%), taught the user “how to improve myself” (76/144, 52.8%), and “inspires me in my own life” (73/144, 50.7%). Similarly, about half of the users agreed that “I am a better person for using this site” (71/144, 49.3%). Approximately half of the users endorsed positive perceptions of the community, agreeing that “I have learned a lot from the posts of other caregivers who visit this site” (79/144, 54.9%) and “this site does a good job of getting its visitors to contribute or provide feedback” (69/144, 47.9%).

When asked about their overall satisfaction with MVCN, the great majority of users endorsed at least moderate satisfaction. In addition, 45.1% (65/144) of users were very or extremely satisfied, 38.9% (56/144) were moderately satisfied, and 16.0% (23/144) were not at all or slightly satisfied.

**Perceived Reasons for Limited Engagement**

MVCN members were asked about several reasons why people may not visit or use resources on the website (Table 2). The most commonly endorsed barriers pertained to problems with usability or limited activity on the website. Specifically, 32.9% (69/210) of the members agreed that difficulty finding what one needs was a potential barrier, and 23.8% (50/210) of the members agreed that the website was difficult to use or did not have enough activity.

Members endorsed problems with the utility or accuracy of information and other users to a slightly lesser extent than limitations of the website. Approximately 20% of members endorsed concerns about the utility (43/210, 20.5%) or accuracy (36/210, 17.1%) of information given by others. Similarly, approximately 20% of members endorsed issues with other users, such as not having a lot in common with other users (45/210, 21.4%), gossiping about others (38/210, 18.1%), sniping or attacking of people who post on the website (37/210, 17.6%), and perceiving that other users are not welcoming or friendly (32/210, 15.2%).
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Table 1. Users’ perceptions of and satisfaction with Military and Veteran Caregiver Network (MVCN) over the past 3 months (N=144). Users are those who reported having visited the network at least once in the past 3 months.

<table>
<thead>
<tr>
<th>Perceptionsa</th>
<th>Participants who agreed or strongly agreed, n (%)b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Decision making or resources</strong></td>
<td></td>
</tr>
<tr>
<td>This site helps me make good caregiving decisions</td>
<td>86 (59.7)</td>
</tr>
<tr>
<td>This site provides information that helps me make important decisions</td>
<td>78 (54.2)</td>
</tr>
<tr>
<td>This site helps me better manage my time and resources</td>
<td>65 (45.1)</td>
</tr>
<tr>
<td><strong>Inspiration or self-improvement</strong></td>
<td></td>
</tr>
<tr>
<td>This site makes me think of things in new, more positive ways</td>
<td>84 (58.3)</td>
</tr>
<tr>
<td>Using this site makes a difference in my life</td>
<td>82 (56.9)</td>
</tr>
<tr>
<td>I have learned how to improve myself from this site</td>
<td>76 (52.8)</td>
</tr>
<tr>
<td>This site inspires me in my own life</td>
<td>73 (50.7)</td>
</tr>
<tr>
<td>I am a better person for using this site</td>
<td>71 (49.3)</td>
</tr>
<tr>
<td><strong>Community</strong></td>
<td></td>
</tr>
<tr>
<td>I have learned a lot from the posts of other caregivers who visit this site</td>
<td>79 (54.9)</td>
</tr>
<tr>
<td>This site does a good job of getting its visitors to contribute or provide feedback</td>
<td>69 (47.9)</td>
</tr>
<tr>
<td><strong>Overall satisfaction with MVCNc</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all or slightly satisfied</td>
<td>23 (16.0)</td>
</tr>
<tr>
<td>Moderately satisfied</td>
<td>56 (38.9)</td>
</tr>
<tr>
<td>Very or extremely satisfied</td>
<td>65 (45.1)</td>
</tr>
</tbody>
</table>

aExcept for the item assessing overall satisfaction with MVCN, all items were adapted from an existing scale designed to assess consumers’ experiences on the Web [17].
bThe SE for all percentages was 0.04, except for the percentage of MVCN users who were not at all or slightly satisfied with MVCN, for which the SE was 0.03.
cSatisfaction with MVCN was rated on a scale that ranged from 1 (not at all satisfied) to 5 (extremely satisfied) and collapsed to form 3 categories: not at all or slightly satisfied (1 or 2), moderately satisfied (3), or very or extremely satisfied (4 or 5).

Table 2. Possible reasons why people may not visit Military and Veteran Caregiver Network (MVCN) or use resources on its website (N=210).

<table>
<thead>
<tr>
<th>Possible reasonsa</th>
<th>Participants who agreed or strongly agreed, n (%)b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Limitations of website</strong></td>
<td></td>
</tr>
<tr>
<td>It is difficult to find what you need on the website</td>
<td>69 (32.9)</td>
</tr>
<tr>
<td>There is not enough activity on the site (e.g., too few posts, not enough responses to posts or active discussion)</td>
<td>50 (23.8)</td>
</tr>
<tr>
<td>The website is difficult to use (slow to load, unorganized)</td>
<td>49 (23.3)</td>
</tr>
<tr>
<td><strong>Utility or accuracy of information</strong></td>
<td></td>
</tr>
<tr>
<td>The information given by other users is not useful</td>
<td>43 (20.5)</td>
</tr>
<tr>
<td>The information given by other users is not accurate</td>
<td>36 (17.1)</td>
</tr>
<tr>
<td><strong>Problems with other users</strong></td>
<td></td>
</tr>
<tr>
<td>I don’t have a lot in common with other users</td>
<td>45 (21.4)</td>
</tr>
<tr>
<td>There is a lot of gossip posted by other users</td>
<td>38 (18.1)</td>
</tr>
<tr>
<td>There is a lot of sniping/attacking of people who post to the website</td>
<td>37 (17.6)</td>
</tr>
<tr>
<td>The other users are not welcoming/friendly</td>
<td>32 (15.2)</td>
</tr>
</tbody>
</table>

aThis series of items was rated by all MVCN members, regardless of whether they had visited the MVCN website in the last 3 months.
bThe SE for all percentages was 0.03, except for the percentage for the item The other users are not welcoming/friendly, for which the SE was 0.02.
Qualitative Findings

Perceived Benefits

In general, FGI participants reported positive perceptions of MVCN and noted few, if any, undesirable features. Some participants commented that, from the outset, MVCN was perceived to be a trustworthy, reliable resource because it has been vetted by other military caregiver support organizations. In addition, FGI participants perceived that, overall, the information and resources shared on MVCN were high-quality, commenting that the content seemed objective and informed by research. One participant highlighted the comprehensiveness of the information provided and expressed confidence in being able to find the necessary resources and information when needed:

It seems like if there’s anything that I need, anything that I need to know, I could reach out and someone would get the information for me or guide me to the place to get it. So, I do feel like it’s very comprehensive in that way.

When asked about the supportiveness of the MVCN community, FGI participants reported that MVCN had a positive, drama-free environment, in contrast to some other social support groups, and attributed this environment to MVCN’s professionally trained peer mentors:

Whereas some of the groups I’ve tried in the past...they don’t have a social worker facilitator or something like that...I think that [at] MVCN the people are like peer mentors. Some of them have some type of positivity training to help keep that more positive, because otherwise it can just spiral and everyone’s just kind of like, “My life is worse than yours,” which is not helpful.

Although some FGI participants considered the peer support from MVCN members helpful, some noted that support from other members was inconsistent or limited, again emphasizing that the benefits derived from MVCN were primarily of an informational, rather than emotional, nature. For example, 1 participant commented that she received feedback “only during the workshop.” Another participant elaborated further:

One [caregiver platform] might be for...venting, you know, sharing stories kind of environment. And then MVCN for me is more like a resource center that is managed by professionals...I need to tap into something that I know I can’t get somewhere else or no one else knows, and I don’t want the chatter around it; I know that’s the place I’m going to go, and I can count on whatever is going to come out of it is going to be probably what I need.

When asked about other benefits of MVCN, many FGI participants highlighted its privacy, noting that limiting access to verified caregivers contributes to a safe environment. As 1 participant said:

I appreciate the fact that MVCN is private and it’s held in an online environment that isn’t Facebook.

Some participants also explained that the benefits derived from MVCN are in direct proportion to the user’s level of engagement, asserting that “you get out of it what you put into it.”

Perceived Reasons for Limited Engagement and Suggested Solutions

FGI participants provided possible explanations for the limited engagement of some community members. A small number of FGI participants who reported limited engagement with MVCN attributed this to other members’ lack of active participation in MVCN. For example, 1 participant noted that she is not motivated to visit MVCN because other users do not participate or respond to posts. Some FGI participants noted that, because of other commitments and responsibilities, caregivers “have very little extra time” to participate in activities such as calls and webinars. In addition, some FGI participants attributed their low participation in MVCN to the impersonal nature of Web-based groups, citing a preference for in-person support:

I’m more of a physical...group type of person, and that’s scary. But at the same time, that gets me out of isolation too. So, having that physical contact, which I know is not easy, and depending where we live...it’s a challenge. But having those physical groups in different areas, I know for me, would be helpful.

Participants suggested that engagement with MVCN could potentially be increased by making MVCN more accessible and user-friendly. Noting that they were less motivated to log-in to MVCN if they had to go through a separate website, participants recommended creating a mobile app for MVCN. Similarly, they suggested making MVCN more user-friendly by allowing users to see their view history and what has changed since their last log-in. Participants also expressed the desire for a more personal touch both within and beyond MVCN. Within MVCN, this included recommending tailored resources for users and actively encouraging participation and interaction among users. As 1 participant suggested:

So, kind of like one step more to help the community interact, and then maybe every so often looking at what you know about the different members and saying, “Hey, I think that this is useful for you,” or, “Have you connected with this person? I think that you would have a similarity and maybe be peer mentors and things like that.” Or just tagging you on topics and go like, “Oh, this might help you in what you’re looking for. Or do you have any feedback regarding this?”

Beyond the Web-based community, participants suggested facilitating in-person meetings for caregivers who live in the same geographic area.
Participation in and Perceptions of Other Peer Support Communities for Caregivers

Quantitative Findings

Participation in other caregiver support groups was common (Table 3). The great majority of MVCN members were in at least one other Web-based-only caregiver support group (171/211, 81.0%), and more than half participated in at least two groups (116/211, 55.0%). Nearly two-thirds of members were in a military or veteran caregiver group on Facebook (130/211, 61.6%). Relatedly, a slight majority of the members reported monitoring several different military caregiver websites to get the information, resources, and support they need (119/211, 56.4%; SE=0.03; data not shown in table). Although less common than participation in Web-based-only groups, participation in in-person caregiver support groups was nonetheless fairly common, with half of MVCN members belonging to at least one in-person group (106/211, 50.2%). When asked how often they participated in other caregiver support groups, both on the Web and in-person, nearly one-third of the members said once a week or more (64/211, 30.3%), one-third said one to three times a month (69/211, 32.7%), and over one-third said every few months or less (78/211, 37.0%).

Qualitative Findings

All FGI participants reported involvement with other caregiver support groups, most of which were military-specific. One participant observed that, relative to other Web-based caregiver support groups, MVCN “seems to be more positive and objective,” focusing on “different research coming out, different types of therapies and modalities.” Other participants echoed these viewpoints.

Table 3. Military and Veteran Caregiver Network (MVCN) members’ participation in caregiver support groups other than MVCN (N=211).

<table>
<thead>
<tr>
<th>Participation in other caregiver support groups</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Member of a military or veteran caregiver group on Facebook</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>130 (61.6)</td>
</tr>
<tr>
<td>No</td>
<td>81 (38.4)</td>
</tr>
<tr>
<td>Number of Web-based-only caregiver support groups other than MVCN</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>30 (14.2)</td>
</tr>
<tr>
<td>1</td>
<td>55 (26.1)</td>
</tr>
<tr>
<td>2</td>
<td>51 (28.9)</td>
</tr>
<tr>
<td>3 or more</td>
<td>65 (30.8)</td>
</tr>
<tr>
<td>Number of in-person caregiver support groups</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>105 (49.8)</td>
</tr>
<tr>
<td>1</td>
<td>57 (27.0)</td>
</tr>
<tr>
<td>2</td>
<td>39 (18.5)</td>
</tr>
<tr>
<td>3 or more</td>
<td>10 (4.7)</td>
</tr>
<tr>
<td>Frequency of participation in Web-based and in-person caregiver support groups other than MVCN</td>
<td></td>
</tr>
<tr>
<td>Once a week or more</td>
<td>64 (30.3)</td>
</tr>
<tr>
<td>One to three times a month</td>
<td>69 (32.7)</td>
</tr>
<tr>
<td>Every few months or less</td>
<td>78 (37.0)</td>
</tr>
</tbody>
</table>

aSE=0.03.
bSE=0.02.
cSE=0.01.
Participants highlighted the variability across Web-based support groups in the types and amount of informational support available and the supportiveness of the community environment. As one participant explained, each group fills a different niche:

I think that each organization has its niche...or I determine that they just have some sort of a niche. And so, I use each organization and their information for that purpose. For instance, [one organization] runs retreats. And they have other slots(?)...but that's kind of what I've done with them so far. And some of the private, closed, Facebook groups, where the members are vetted, if I need to vent about something, which I pretty much don't do, I would do it there...

Some FGI participants reported that other Web-based communities often have a lot of gossip or an otherwise negative environment:

The drawback, you always end up with one or two that are negative Nellys, the negative ones that don’t have anything positive going on in their life...You’re going to have your ones that just won’t ever be happy. Because they’re not happy, they don’t want anybody else to be happy.

Participants perceived an overall deficit in in-person support. Many participants reported little to no local community support for caregivers, requiring them to drive long distances to participate in in-person groups, create informal local support groups, or utilize resources over the phone or on the Web. As one participant commented:

We’re heavily disjointed, and California is a really, really large state. So there’s a lot of phone interaction, or like we’re doing now, Skype. And a lot of online...my intention is to be able to pull together just a group of individuals, but I think there’s something to be said about people who can meet together and just-sometimes it’s just holding someone’s hand through a rough day, sit there through a rough story.

Discussion

Principal Findings

Collectively, the findings from this study suggest that, although many caregivers in our study reported infrequent and passive engagement with the Web-based network examined, it is generally viewed as a source of high-quality informational support. In addition, caregivers perceived that in-person contact is necessary to meet their emotional support needs and noted that local in-person support groups are rare. Below we discuss these findings and their implications in greater detail.

Overall, MVCN members reported infrequent use of the network, with approximately one-third of survey participants not having visited it in the past 3 months. Similar levels of use were reported in another study of a Web-based community for a smoking cessation program in which approximately one-third of participants never visited the community [18]. Moreover, only 24.2% (51/211) of MVCN members reported using the website once a week or more. In contrast, 43% of caregivers in the comparison group of our study reported having used their most frequently visited website once a week or more (TET, PhD, unpublished data, January 2018).

Although FGI participants acknowledged the importance of engaging actively with the network to benefit maximally, a minority (32/144, 22.2%) of survey participants reported its active use, such as posting links or comments to the network. Furthermore, FGI participants reported primarily passive use of the network, such as reading email digests or going to the website to find information about topics or resources of interest. Consistent with previous research [15], FGI participants felt that they benefited sufficiently from passive use of the website.

There are several possible explanations for caregivers’ infrequent use of and typically passive engagement with the network. Some FGI participants reported that they did not have time to use the website as often as they would like. In addition, most survey participants belonged to multiple Web-based support groups for caregivers and many participated in in-person support groups. Thus, the small amount of discretionary time available to caregivers may be split across several different groups.

Quantitative and qualitative data indicated that caregivers used and viewed the network primarily as a source of informational support. Among survey participants, accessing resources and information from the network’s library was the most commonly endorsed type of MVCN-related activity (91/144, 63.2%). Similarly, many FGI participants reported using the website in a much-targeted way to obtain needed information and resources. This may help to explain why many members used the website infrequently. If viewed mainly as a resource directory, rather than as a social network, the network would be visited only on an as-needed basis. Thus, infrequent use may primarily reflect how caregivers use the website, rather than a lack of interest in or appreciation of the website. Indeed, the informational support provided by the network was positively regarded by most caregivers, with 54.2% (78/144) of survey participants agreeing that the website provides information that helps them make important decisions. Moreover, FGI participants commended the comprehensiveness, reliability, and quality of the information provided by the network, noting the professional curation of content and expressing confidence that they could find the needed resources.

Although caregivers generally perceived more informational than emotional benefits of the network, they nonetheless valued the positive environment and privacy of the network. In FGI, multiple caregivers noted that MVCN differed from some other websites in which community members would begin complaining and set off a downward spiral. Among survey participants, 58.3% (84/144) agreed that the website makes them “think of things in new, more positive ways.” Conversely, a minority of survey participants endorsed problems with other users pertaining to gossip, sniping, or being unfriendly. FGI participants attributed the network’s positive environment to its professionally trained peer mentors. In addition, FGI participants appreciated the vetting of members and privacy afforded by the network, a finding that dovetailed with findings from a previous study of a Web-based social support intervention for caregivers [14]. Thus, it is important to...
incorporate these characteristics for other Web-based caregiver support communities to gain the trust of prospective members and encourage them to participate in the community.

Although caregivers appreciated MVCN’s positive environment, they also found it inadequate at meeting their need for emotional support and expressed a desire for a more personal touch, particularly in the form of in-person peer support. When asked about the perceived need for in-person and Web-based peer support in the survey, nearly three-quarters (154/211, 73.0%) of MVCN members agreed that more in-person peer support groups for military caregivers are needed, whereas only 45.0% (95/211) of MVCN members agreed that more Web-based peer support groups for military caregivers are needed. FGI participants explained that in-person contact fulfills a need for emotional support that cannot be met by the Web-based contact alone. Similar sentiments about Web-based versus in-person support have been obtained in previous qualitative research conducted with members of a Web-based support community for Parkinson disease [19]. Moreover, experimental research suggests that, under stressful conditions, emotional support provided in-person more strongly bolsters positive affect than the support provided via text messaging [20]. These findings are not surprising in light of evidence that certain types of nonverbal cues (eg, physical warmth from touch and facial expressions such as smiling genuinely) that are present only in in-person interactions may promote the formation of trust in relationships [21,22]. Furthermore, in-person support groups might enable and encourage caregivers to provide help to one another in more tangible ways, thus increasing their levels of instrumental support. FGI participants also indicated very limited availability of local in-person support groups. Thus, making local in-person peer support groups available in geographic areas in which there is a critical mass of caregivers who are interested in attending in-person support groups may help improve emotional support.

Although FGI participants identified deficits in the network’s ability to meet their emotional support needs, they did not report perceiving any adverse effects of the use of the network on their mood or loneliness. This is interesting in light of recent research indicating that the use of social media websites (eg, Facebook and Twitter) increases the risk of experiencing loneliness [23] and depressive symptoms [24]. Of course, the Web-based support community for caregivers likely differs from a typical social media website in many ways that might make use of the support community more likely to benefit their well-being and reduce social isolation. Scholars have recently argued that the benefits of social network groups depend on the network’s ability to facilitate social connections between members [25,26]. The caregiver community studied here comprises individuals who are united by shared problems, and most of the website’s content specifically aims to address these common problems and is professionally curated and moderated for that purpose. In contrast, a social media website such as Facebook lacks a well-defined purpose (eg, people can post a much broader range of content) and professional curation and moderation of content and comments made by other network members. In the absence of the constraints that characterize MVCN, a social media website such as Facebook might simply perpetuate users’ existing insecurities and thus fuel feelings of loneliness and depressive symptoms rather than feelings of connection with fellow users [26].

Caregivers also identified areas of improvement for the network. Although survey findings suggested that nearly half of MVCN users perceived that the website effectively encouraged members to contribute to or provide feedback on the website, nearly one-quarter of MVCN members (including those who had not visited the website in the past 3 months) reported that the lack of activity on the website (eg, not enough posts or responses) might prevent some caregivers from visiting it. Moreover, some FGI participants also noted that the lack of active engagement among other members limited their own engagement. A lack of responsiveness has also been identified as a problem in other research conducted on Web-based support communities for individuals with Parkinson disease, indicating that it is not unique to MVCN [19]. In a related vein, some FGI participants suggested that MVCN could do more to encourage more active engagement among members by, for example, having peer moderators invite users to comment and nudge them to interact with other members who are similar to them in various ways.

Similar strategies have been tested in other social media websites and found to be effective at increasing user engagement, lending credence to this suggestion. Specifically, one study on Facebook newcomers found that those who were initially disinclined to contribute actively and who were subsequently singled out by other users (ie, tagged in photos posted by other users) exhibited greater long-term sharing [27]. Similarly, an experiment conducted at another social media website used recommender systems at sign-up to make tailored recommendations to new users regarding relevant content and other users with whom to connect, and found that the new users who received these tailored recommendations significantly increased their viewing of and contributions to the website [28]. Moreover, the same study found that recommending more active users as connections for new users was associated with greater engagement of new users [28].

**Strengths and Limitations**

This study’s primary strengths include the use of both quantitative and qualitative data to explore an important but relatively understudied topic, that of caregivers’ use and perceptions of a Web-based peer support network; the extensive coverage of members of the network with the sample of survey participants; and the in-depth examination of why and how caregivers use Web-based peer support. This study also had some limitations. One limitation is the exclusive reliance on participants’ self-report, which may have been biased by social desirability concerns or affected by difficulty recalling the requested information (eg, the frequency of visits to the MVCN website). Similarly, participants’ beliefs about how they benefited from MVCN and suggested changes that would reap additional benefits (eg, providing in-person peer support groups) may not be accurate; that is, participants may not know whether or how they have actually benefited from MVCN or how they would respond to future changes made to MVCN for their benefit. In addition, the generalizability of the findings of this
Conclusions
The Web-based peer support network examined in this study was valued by its members for the provision of trustworthy, readily accessible information on a wide variety of topics and maintenance of a private, positive environment by professionally trained peer mentors. In general, members engaged with the network infrequently and passively, which they attributed to other members’ limited engagement and their own limited time to visit the network. Members expressed a desire for the network to provide a more personal touch by actively encouraging interactions among users and facilitating local in-person peer support groups for caregivers in areas with critical masses of caregivers who are interested in and able to attend such groups.
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Abstract

Background: The internet has become a major means for acquiring health information; however, Web-based health information is of mixed quality and may markedly affect patients' health-related behavior and decisions. According to the social information processing theory, patients' trust in their physicians may potentially change due to patients' health-information-seeking behavior. Therefore, it is important to identify the relationship between internet health information and patient compliance from the perspective of trust.

Objective: The objective of our study was to investigate the effects of the quality and source of internet health information on patient compliance using an empirical study based on the social information processing theory and social exchange theory.

Methods: A Web-based survey involving 336 valid participants was conducted in China. The study included independent variables (internet health information quality and source of information), 2 mediators (cognition-based trust [CBT] and affect-based trust [ABT]), 1 dependent variable (patient compliance), and 3 control variables (gender, age, and job). All variables were measured using multiple-item scales from previously validated instruments, and confirmative factor analysis as well as structural equation modeling was used to test hypotheses.

Results: The questionnaire response rate was 77.16% (375/486), validity rate was 89.6% (336/375), and reliability and validity were acceptable. We found that the quality and source of internet health information affect patient compliance through the mediation of CBT and ABT. In addition, internet health information quality has a stronger influence on patient compliance than the source of information. However, CBT does not have any direct effect on patient compliance, but it directly affects ABT and then indirectly impacts patient compliance. Therefore, the effect of ABT seems stronger than that of CBT. We found an unexpected, nonsignificant relationship between the source of internet health information and ABT.

Conclusions: From patients' perspective, internet health information quality plays a stronger role than its source in impacting their trust in physicians and the consequent compliance with physicians. Therefore, patient compliance can be improved by strengthening the management of internet health information quality. The study findings also suggest that physicians should focus on obtaining health information from health websites, thereby expanding their understanding of patients' Web-based health-information-seeking preferences, and enriching their knowledge structure to show their specialization and reliability in the communication with patients. In addition, the mutual demonstration of care and respect in the communication between physicians and patients is important in promoting patients' ABT in their physicians.

(J Med Internet Res 2018;20(8):e253) doi:10.2196/jmir.9364
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affect-based trust; cognition-based trust; internet health information; patient compliance; patient-physician relationship; social information processing theory; social exchange theory; structural equation modeling

Introduction

Background
The patient-physician relationship has become the second most important relationship, following the family relationship [1]. Communication plays an important role in the patient-physician relationship, and patient compliance is important in patient-physician interactions and receives considerable attention from scholars. Specifically, medical diagnoses and treatments can be effective if patients follow their physicians’ directions [2]. Patients’ attitudes and self-management are proposed to be critical in preventing diseases and promoting communication with physicians [3]. Therefore, the treatment effects of highly compliant patients are better than that of patients with low compliance [4].

Traditionally, patients have been primarily obtaining health information from physicians [5]. However, today, patients have begun to take advantage of the wide range of health information sources available beyond their physicians, including family, friends, and traditional mass media [6]. However, information from these sources cannot meet patients’ increasing demands [7]; moreover, patients are sensitive [8] regarding whether they would like to seek information on their own in order to monitor, for example, their physicians’ decision making. Also, patients with minor symptoms may prefer to diagnose themselves [9]. The development of the internet has provided patients with a considerable amount of health information [10], and thus, the internet has almost become a major source for patients to seek health information [11]. Nonetheless, health information available on the internet is of mixed quality, and some information is oversimplified, incomplete, inaccurate, or even misleading [12]. The current health information environment provides patients with an access to the information of different quality, and the information can directly influence patients’ trust in physicians and their decisions to follow physicians’ advice [13]. For example, if the health information from the internet is inconsistent with that from physicians, patients may doubt the advice of their physicians.

The relationship between internet health information and patient compliance has been studied on the basis of a perceived information asymmetry for patients [1]. This study, however, actually uses the perspective of psychology to study patient compliance. Reportedly, the interrelationship between patients’ behavior and their health is complex, and psychological factors, such as motivation, play an important role in this relationship [14]. Recently, researchers have begun to focus on behavioral psychology as well as its application in healthy choices and patient-physician interactions [15]. However, related previous studies that have discussed patient compliance from the angle of psychology are limited. Patient compliance, in fact, is a dynamic parameter that sometimes changes unintentionally because of cognitive deficiencies such as poor attention. In addition, noncompliance stems from other factors such as psychosocial stress [16]. Therefore, in this study, based on the social processing theory and social exchange theory, we intended to explore how internet health information impacts patient compliance through mediation of trust.

Internet Health Information
The internet has become an important source of health information [17]. An increasing number of institutions, including governments, medical institutions, and business corporations, have established health information portals to provide public health information and to meet growing demands for such information [18]. However, problems like confusion and uncertainty about information quality remain serious. For example, mismatches between the Web-based health information obtained by patients and the actual demands of patients may arise [19]. Hence, it is important to conduct studies focusing on the internet health information. Previous studies have proposed that many people worry about the quality of internet health information, which is an important problem [20]. A marked and indirect relationship between the quality of internet health information and patient compliance has been identified; however, information asymmetry is considered to be a nonsignificant mediator [1]. Therefore, in this study, we used trust as another mediator between internet health information quality and patient compliance. Internet health information quality is used [1] to describe the information fitness for use and information reliability [3], comprising 4 dimensions: relevance, understandability, adequacy, and usefulness [1]. In terms of quantity, patients commonly acquire health information through search engines, such as Google, Bing, and Yahoo, and many health websites are available [12]; thus, a majority of patients have access to a great amount of internet health information regardless of their health literacy. Moreover, they tend to trust and select the first few results provided by these search engines [21]. On the other hand, quality includes adequacy as a dimension. In that case, we did not consider the quantity of Web-based health information in this study.

The source of internet health information is a critical attribute [22], and its evaluation in the health-information-seeking process is important [23]. Numerous health websites exist that have been built by several institutions, and one factor influencing patients’ selection of websites is their trust [6]. Therefore, how the source of internet health information impacts patient compliance should also be considered. The source of internet health information can be described using several related attributes (eg, reliability, accessibility, trustworthiness, and authority) [21,24]. In this study, we have described the source of internet health information with reliability, authority, and accessibility. In summary, we have discussed internet health information from the perspectives of its quality and source.

Patient Compliance
Patient compliance is an important term that represents how patients follow the medical diagnoses and treatment regimens recommended by their physicians [1]; it plays a vital role in the
patient-physician relationship. Patients’ attitudes and personal involvement, including self-management and self-monitoring, are all propitious to the improvement of patient compliance [8].

Patient compliance is mainly manifested in 2 aspects as follows: (1) maintaining a healthy lifestyle by following physicians’ advice and (2) medicine adherence. Khera et al [25], Stonerock and Blumenthal [26], and Johal et al [27] proposed that maintaining a healthy lifestyle is beneficial for preventing cardiovascular disease and reducing its incidence. In addition, living a healthy life has a substantial effect on decreasing the risk of cancer [28,29]. Nevertheless, when physicians suggest that patients make major changes in lifestyle, the patients are unlikely to comply [26]. In terms of medicine, for example, Varleta et al [30] concluded that a lack of adherence to taking medicines according to the prescription may lead to poor blood pressure control.

Noncompliance in health care may have three consequences. (1) For patients: the probability of morbidity and mortality is likely to increase [31]. (2) For economy: medical productivity and resources may be wasted because patients ignore the medical diagnoses and treatment regimens recommended by their physicians [31,32]. (3) For society: the use of genuinely beneficial drugs may be terminated due to noncompliance in clinical practice [31]. The treatment of chronic diseases largely relies on self-management and self-monitoring by patients [4]; thus, improving patient compliance may lead to better health-related outcomes than discovering any new therapy, given the increasing proportion of patients with chronic diseases [32]. However, the proportion of high compliant patients is relatively low, with a study revealing the rate of patients’ noncompliance with medicine to be as high as 50% [32]. Therefore, in this study, we aimed to discuss the improvement of patient compliance.

**Trust**

Patients’ trust in their physicians is the core of the patient-physician relationship [33]. Trust has been discussed and defined in many previous studies, and this study focuses on the interpersonal trust between patients and physicians. Interpersonal trust is a pervasive phenomenon defined as “the extent to which a person is confident in, and willing to act on the basis of, the words, actions, and decisions of another” [34]. Furthermore, interpersonal trust is conceptualized into two different dimensions [34]: (1) cognition-based trust (CBT), which is grounded in the available knowledge, competence, and responsibility of individuals [35], and (2) affect-based trust (ABT), which is grounded in mutual respect, genuine care, and concern for the needs of others [36]. The patient-physician relationship is an important interpersonal relationship. The trust that patients have in physicians has been studied frequently; however, previous literature has rarely studied CBT and ABT in the patient-physician relationship. Nonetheless, these two types of trust have been considered to be important factors in behavioral studies [37], and they explain behavior from different points. Specifically, CBT is associated with individuals’ perceived competence and ABT with emotional connections [38]. Furthermore, cognition and affect are strongly linked [39], and CBT is built more easily than ABT [37]. Therefore, to effectively study the patient-physician relationship, trust is considered on both the cognitive and affective levels [40].

In CBT, when patients perceive their physicians as reliable, competent, and likely to offer useful help, they may be willing to trust these physicians [41]. While exchanging health information with their physicians, if the patients find that their physicians have shared or are sharing health information that is consistent with what they obtain from the internet, they may presume that their physicians are professional; thus, they will cognitively trust these physicians [41]. Consequently, they may follow the medical diagnoses and treatment regimens that these physicians propose. Regarding ABT, when an emotional connection is established, patients may feel safer while communicating with their physicians. Thus, they may be willing to show their vulnerability and are likely to express their personal attitudes related to health [41]. Therefore, disagreements, conflicts, and biased speculations can be reduced because of the full processing of information between patients and physicians [41]. In addition, CBT can impact ABT [34].

**Model and Hypotheses**

Internet health information is advantageous to health-related decision making and patient-physician communication [42]. In this study, we investigated patient compliance by focusing on internet health information. Figure 1 shows the research model describing how internet health information impacts patient compliance through the mediation of CBT and ABT.

According to the social information processing theory [13], social contexts provide environmental cues, such as social information, which influence people’s behavioral options [43]. Especially when individuals do not have sufficient suitable information related to their targets, they are more likely to seek information from other sources, which may shape their attitudes, beliefs, and opinions [44]. In this study, we applied the social information processing theory to the patient-physician relationship, in the context of internet health information. Before or after visiting physicians, patients tend to seek health information from other sources in addition to physicians, such as books, news, mass media, and, especially, the internet [1]. Patients compare this obtained health information with that obtained from the patient-physician communication, which further helps establish their attitudes toward their physicians and may, in turn, influence their treatment behavior [45], such as patient compliance. In addition, the patient-physician relationship is a type of social exchange relationship [46], in which resources (love, status, information, money, goods, and services) are exchanged between physicians and patients [47,48]. Patients want to acquire correct information and suitable treatment, and physicians want to achieve the satisfaction of their patients, which eventually enhances doctors’ reputations. In that case, patients’ attitudes based on social information help them decide whether or not to exchange resources with their physicians. For example, if patients hold the view that their physician is unprofessional, they may switch to another physician and even provide negative comments about the first physician when other patients ask their advice.
To date, the significant relationship between internet health information quality and patients’ trust in physicians has not been directly supported by evidence. Reportedly, trust is a dynamic parameter [49], and the trust that patients have in their physicians may change because of certain influencing factors [50]. When patients obtain high-quality health information from the internet, they are likely to establish correct health-related views and beliefs, which, in turn, may cause them to realize that their physicians have truly shared useful health-related knowledge with them [1]. In such a case, patients are willing to trust their physicians. Hence, we proposed the following hypotheses:

H1: Internet health information quality has a positive impact on patients’ CBT in their physicians.
H2: Internet health information quality has a positive impact on patients’ ABT in their physicians.

Undoubtedly, the trust that patients place in internet health information changes with the information source, and the use of such information is influenced by their trust [6]. A good information source, such as an official health website, can provide high-quality information and help patients correctly understand their health conditions, as well as their physicians’ medical diagnoses and treatment regimens. Therefore, patients may perceive that they have received or are receiving suitable therapies from their physicians, which promotes patients’ trust in their physicians. Therefore, we proposed the following hypotheses:

H3: The source of internet health information has a positive impact on patients’ CBT in their physicians.
H4: The source of internet health information has a positive impact on patients’ ABT in their physicians.

As an interpersonal relationship, interpersonal trust plays an important role in the physician-patient relationship [50,51] and is also one of the critical principles of effective social exchange [46]. A previous study has proposed that CBT and ABT have direct effects on behaviors [52]. Regarding CBT, when the Web-based health information is consistent with that obtained from the physicians, the patients may cognitively trust their physicians. Then, the reliability and competence of physicians could be established from the patients’ points of view [34], by removing the uncertainty of the patient-physician relationship [53]. Consequently, patients are increasingly willing to trust the information provided by their physicians [41], and they feel the obligation to comply with physicians’ medical diagnoses and treatment regimens [54]. Therefore, we proposed the following hypothesis:

H5: Patients’ CBT in their physicians has a positive impact on the compliance.

In the patient-physician relationship, ABT is conducive to establishing an emotional connection based on mutual respect, care, and concern [36] and promoting a sense of safety in patients about expressing themselves when they interact with their physicians. Based on the social information processing theory, patients’ ABT in their physicians comes from the realization that their physicians are reliable and dependable, as evidenced by the health information that the patients have obtained through the internet. Consequently, patients tend to feel that they are taken seriously and are, thus, willing to communicate with their physicians and obey their physicians’ recommendations, as the reciprocation of physicians’ sincere treatments. Thus, disagreements, conflicts, and biased speculations may be reduced [41], and patients’ trust may lead to a high patient compliance. Consequently, we suggested the following hypothesis:

H6: Patients’ ABT in their physicians has a positive impact on the compliance.

CBT impacts ABT [34] and promotes patients to feel at ease in response to a reliable and professional atmosphere. In turn, patients come to regard their physicians as being reliable and gradually become emotionally dependent on them; consequently, ABT is established. Hence, this situation led us to derive the following hypothesis:

H7: Patients’ CBT in their physicians has a positive impact on their ABT in physicians.

**Methods**

**Instrument Development**

We used a multiple-item measurement scale to measure the constructs and previously validated instruments, which have
been used in published works, for instrument development to ensure reliability and validity. A 7-point Likert-type response format that ranged from “strongly disagree” to “strongly agree” was used to measure items. The 5 variables in the research model (see Figure 1) were covered by the survey instrument (Multimedia Appendix 1). Patient compliance, which was discussed from a different perspective by Laugesen et al [1], was measured using a 5-item scale from the same reference. CBT and ABT were proposed by Mcallister [34] and measured by the same author using 6-item and 5-item scales, respectively. To address the subject of this study, these two scales were adjusted for measuring the CBT and ABT of patients in physicians. Internet health information quality consisted of the factors of relevance, understandability, adequacy, and usefulness [1] and was measured using a 16-item scale from Laugesen et al [1]. Similarly, the source of the internet health information, comprising the dimensions of reliability, authority, and accessibility, was measured using a 28-item scale divided into 3 parts. Specifically, reliability was measured using a scale from Singh et al [55] and authority and accessibility measured using an 18-item and a 5-item scale from Provost et al [24], respectively.

Analysis Tool Selection

Research methods from previous studies [1,56] have used structural equation modeling (SEM) to analyze relationships between variables and to test hypotheses. In contrast with simple correlation-based models, we included mediators and complex relationships between variables in this research model. SEM has been widely accepted in several studies [57], and it accommodates intricate causal networks [1,58], such as testing hypotheses covering all variables and analyzing causal relationships in research models [59]. We used SEM for the following two reasons: (1) the measurement error can be incorporated, and the detected effects can be provided power through SEM and (2) the research model can be improved through a combination with confirmative factor analysis [60]. We used IBM’s SPSS 22.0 and Amos 22.0 (Armonk, New York, United States), which can achieve efficient and unbiased analysis and evaluate the latent variable interactions.

Data Collection and Respondent Profile

The scales had to be translated into Chinese because the questionnaires would be distributed among Chinese respondents in China. First, as was done with the translation process in previous works [61,62], we recruited native Chinese speakers who had a master’s degree and above and were fluent in speaking English as well as skilled in scientific research translation to translate our scales into Chinese. As cross-cultural adaptation had to be considered [63], certain expressions needed to be modified. Second, 10 individuals from different professions and different ages, genders, and educational levels were invited to read the translated scales and provide recommendations for our modifying scales, consequently ensuring the comprehensibility, appropriateness, and readability in the context of Chinese culture. Finally, the scales underwent a reverse translation process performed by an English-speaking professional to check for the conceptual discrepancies and to ensure consistency with the original English version.

In the weeks preceding the formal investigation, a pretest was conducted with 112 subjects to ensure the clarity, conciseness, and readability of the scales and to determine the approximate time required to complete the questionnaire. Our subjects were Chinese individuals who had received medical therapies within the previous month and had sought Web-based health information. The formal investigation was anonymously conducted through a Web-based questionnaire survey addressed to participants in June 2017. The respondents were assured that their privacy was protected, and their informed consent was secured. Moreover, to control the duplication of responses, we only accepted the first response from the same IP address and deleted other responses within 1 hour. Of course, we did not tell participants this rule.

With the help of a medical association in China, we sent questionnaires to 486 participants and received a total of 375 responses, 336 of which were valid and covered 28 provinces of China (except Macao, Qinghai, Ningxia, Tibet, Xinjiang, and Hainan). Therefore, the response rate was 77.16% (375/486) and the validity rate was 89.6% (336/375). Table 1 presents the demographics of the research sample, in which 56.5% (190/336) of participants were 20-40 years old, 53.6% (180/336) were females, and 62.2% (209/336) had, at least, a college education or a bachelor’s degree. Thus, more than half of this sample was young, female, and highly educated. A previous study has also reported that internet health information users are likely to be young, female, and educated [64]. The objective of our study was to identify the relationship between internet health information and patient compliance, and the investigative channel used was the internet. Therefore, the sample met our requirements.
Table 1. Sample demographics (N=336).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>22 (6.6%)</td>
</tr>
<tr>
<td>20-29</td>
<td>83 (24.7%)</td>
</tr>
<tr>
<td>30-39</td>
<td>107 (31.8%)</td>
</tr>
<tr>
<td>40-49</td>
<td>59 (17.6%)</td>
</tr>
<tr>
<td>50-59</td>
<td>47 (14.0%)</td>
</tr>
<tr>
<td>≥60</td>
<td>18 (5.4%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>156 (46.4%)</td>
</tr>
<tr>
<td>Female</td>
<td>180 (53.6%)</td>
</tr>
<tr>
<td><strong>Resident status</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>184 (54.8%)</td>
</tr>
<tr>
<td>Rural</td>
<td>152 (45.2%)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Junior middle school</td>
<td>31 (9.2%)</td>
</tr>
<tr>
<td>High school</td>
<td>96 (28.6%)</td>
</tr>
<tr>
<td>Junior college</td>
<td>68 (20.2%)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>127 (37.8%)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>9 (2.7%)</td>
</tr>
<tr>
<td>Doctor’s degree</td>
<td>5 (1.5%)</td>
</tr>
<tr>
<td><strong>Job</strong></td>
<td></td>
</tr>
<tr>
<td>Private business owners</td>
<td>28 (8.3%)</td>
</tr>
<tr>
<td>Factory workers</td>
<td>31 (9.2%)</td>
</tr>
<tr>
<td>Professional and technical workers</td>
<td>77 (22.9%)</td>
</tr>
<tr>
<td>Commercial service workers</td>
<td>63 (18.8%)</td>
</tr>
<tr>
<td>Students</td>
<td>38 (11.3%)</td>
</tr>
<tr>
<td>Liberal professionals</td>
<td>27 (8.0%)</td>
</tr>
<tr>
<td>Employees in government offices and public institutions</td>
<td>40 (11.9%)</td>
</tr>
<tr>
<td>Retirees</td>
<td>22 (6.5%)</td>
</tr>
<tr>
<td>Farmers</td>
<td>10 (3.0%)</td>
</tr>
</tbody>
</table>

Results

Data Analysis

We analyzed data on the basis of methods from previous studies [1,56]. The reliability and validity of the measures were analyzed using the SPSS 22.0 software. Cronbach alpha, which was used to assess the reliability, needed to be at least .700 [59]. Table 2 presents the Cronbach alpha of each construct, and these results show that the scale in this study had good reliability. The Kaiser-Meyer-Olkin value (weak, .500; medium, .600; good, .700; very good, .800; and perfect, .900) [65-68] was equal to .907 ($P<.001$, significant) above the cutoff value of .900; thus, the construct validity was fully acceptable.

In accordance with a study by Wu et al [69], we evaluated the discriminant validities of the constructs and ensured whether internet health information quality, the source of internet health information, CBT and ABT, and patient compliance were distinct from each other and from the indicators loaded onto their intended latent variables, by means of nested confirmatory factor analytic models. We established and compared 6 nested models based on the research model (see Figure 1): (1) a 5-factor model treating each of the variables as separate factors; (2) a 4-factor model treating internet health information quality and the source of internet health information as the first factor, CBT as the second factor, ABT as the third factor, and patient compliance as the fourth factor; (3) a 4-factor model treating internet health information quality as the first factor, treating the source of internet health information as the second factor,
CBT and ABT as the third factor, and patient compliance as the fourth factor; (4) a 3-factor model treating internet health information quality and source of internet health information as the first factor, CBT and ABT as the second factor, and patient compliance as the third factor; (5) a 2-factor model treating internet health information quality, the source of internet health information, CBT, and ABT as the first factor and patient compliance as the second factor; and (6) a 1-factor model treating all 5 factors as one factor. As shown in Table 3, there was a good fit between the data and the 5-factor model (model 1; \( \chi^2/df=1.29<3 \); comparative fit index=.96>.90; Tucker-Lewis index=.95>.90; root mean square error of approximation=.029<.050) [70-74]. Compared with model 1, the other 5 nested models (Models 2-6) were worse fits to the data, according to all fit indices. Therefore, we concluded that internet health information quality, the source of internet health information, CBT and ABT, and patient compliance were 5 different factors.

Hypothesis Testing
The demographical statistics were used to identify any significant relationship between the demographic factors and variables of the research model [1]. Our analytical results indicated the following: (1) Gender: the relationship between gender and CBT and that between gender and patient compliance was significant. Specifically, females were more likely than males to cognitively trust their physicians and behaved with higher compliance. (2) Age: according to the results of the analysis of covariance, age exhibited a marked effect on the relationship between internet health information quality and patient compliance and between ABT and patient compliance. (3) Job: private business owners held more positive attitudes about the sources of internet health information (health websites) than commercial service workers, students, and liberal professionals. Therefore, we added gender, age, and job as control variables into the research model.

Table 2. Cronbach alpha of the constructs.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet health information quality</td>
<td>.933</td>
</tr>
<tr>
<td>Source of internet health information</td>
<td>.910</td>
</tr>
<tr>
<td>Cognition-based trust (CBT)</td>
<td>.865</td>
</tr>
<tr>
<td>Affect-based trust (ABT)</td>
<td>.756</td>
</tr>
<tr>
<td>Patient compliance</td>
<td>.870</td>
</tr>
<tr>
<td>Totala</td>
<td>.950</td>
</tr>
</tbody>
</table>

aFor the total value, all five constructs were regarded as one and were used to calculate the total Cronbach alpha.

Table 3. Comparison of measurement models in confirmatory factor analysis.

<table>
<thead>
<tr>
<th>Distinctiveness test for all variables (model factors)</th>
<th>Fit indices</th>
<th>RMSEAc</th>
<th>CFI(^d)</th>
<th>IFI(^e)</th>
<th>TLIf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 (5 factors): internet health information quality, source of internet health information, CBT(^g), ABT(^h), patient compliance</td>
<td>1793.1 (1390)</td>
<td>1.29</td>
<td>.029</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td>Model 2 (4 factors): internet health information quality and source of internet health information combined into 1 factor</td>
<td>2322.5 (1394)</td>
<td>1.67</td>
<td>.045</td>
<td>.91</td>
<td>.92</td>
</tr>
<tr>
<td>Model 3 (4 factors): CBT and ABT combined into 1 factor</td>
<td>1878.8 (1394)</td>
<td>1.35</td>
<td>.032</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td>Model 4 (3 factors): internet health information quality and source of internet health information combined into 1 factor and CBT and ABT combined into 1 factor</td>
<td>2399.4 (1397)</td>
<td>1.72</td>
<td>.046</td>
<td>.91</td>
<td>.91</td>
</tr>
<tr>
<td>Model 5 (2 factors): internet health information quality, source of internet health information, CBT and ABT combined into 1 factor</td>
<td>3046.8 (1399)</td>
<td>2.18</td>
<td>.059</td>
<td>.85</td>
<td>.85</td>
</tr>
<tr>
<td>Model 6 (1 factor): internet health information quality, source of internet health information, CBT and ABT, and patient compliance combined into 1 factor</td>
<td>3303.1 (1400)</td>
<td>2.36</td>
<td>.064</td>
<td>.83</td>
<td>.83</td>
</tr>
</tbody>
</table>

\(^{a}\)\(\chi^2\): Pearson chi-square.

\(^{b}\)df: degrees of freedom.

\(^{c}\)RMSEA: root mean square error of approximation.

\(^{d}\)CFI: comparative fit index.

\(^{e}\)IFI: incremental fit index.

\(^{f}\)TLI: Tucker-Lewis index.

\(^{g}\)CBT: cognition-based trust.

\(^{h}\)ABT: affect-based trust.
First, we used a hierarchical multiple linear regression method to test our hypotheses and to evaluate the effects of the control variables. Table 4 presents the path coefficient and significance of each relationship and shows that the relationships proposed by H1, H2, H3, H5, H6, and H7 were significant; however, the relationship hypothesized by H4 was nonsignificant. In addition, Cohen $f^2$ [75] was used to assess the effects of the control variables, with results divided into several categories (i.e., insignificant: <.020; small: $\geq .020$ and <.150; medium: $\geq .150$ and <.300; and large: $\geq .350$). As shown in Table 5, the effect sizes of gender, age, and job were all small. Table 6 shows the effect sizes of variables.

We found that only the effect size of CBT on ABT was large, whereas the effect size of CBT on patient compliance was small. In addition, the effect sizes of the quality as well as source of internet health information and ABT were all small.

Table 4. Results of hierarchical multiple linear regression.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: Internet health information quality $\rightarrow$ CBT$^a$</td>
<td>.317</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H2: Internet health information quality $\rightarrow$ ABT$^b$</td>
<td>.213</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H3: Source of internet health information $\rightarrow$ CBT</td>
<td>.224</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H4: Source of internet health information $\rightarrow$ ABT</td>
<td>.076</td>
<td>.13</td>
</tr>
<tr>
<td>H5: CBT $\rightarrow$ patient compliance</td>
<td>.326</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H6: ABT $\rightarrow$ patient compliance</td>
<td>.378</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H7: CBT $\rightarrow$ ABT</td>
<td>.535</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$CBT: cognition-based trust.

$^b$ABT: affect-based trust.

Table 5. Multivariate coefficient of determination ($R^2$) results, where $\Delta R^2$ is $R^2$ with control variables $-$ $R^2$ without control variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$R^2$ With control variables</th>
<th>$R^2$ Without control variables</th>
<th>$\Delta R^2$</th>
<th>Cohen $f^2$</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognition-based trust (CBT)</td>
<td>0.252</td>
<td>0.229</td>
<td>0.023</td>
<td>0.031</td>
<td>Small</td>
</tr>
<tr>
<td>Affect-based trust (ABT)</td>
<td>0.487</td>
<td>0.470</td>
<td>0.017</td>
<td>0.033</td>
<td>Small</td>
</tr>
<tr>
<td>Patient compliance</td>
<td>0.461</td>
<td>0.443</td>
<td>0.018</td>
<td>0.033</td>
<td>Small</td>
</tr>
</tbody>
</table>

Table 6. Hierarchical multiple linear regression effect size analysis, where $R^2$ is multivariate coefficient of determination and $\Delta R^2$ is $R^2$ with control variables $-$ $R^2$ without control variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$R^2$ In</th>
<th>$R^2$ Out</th>
<th>$\Delta R^2$</th>
<th>Cohen $f^2$</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient compliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognition-based trust (CBT)</td>
<td>.461</td>
<td>.406</td>
<td>.055</td>
<td>.102</td>
<td>Small</td>
</tr>
<tr>
<td>Affect-based trust (ABT)</td>
<td>.461</td>
<td>.388</td>
<td>.073</td>
<td>.135</td>
<td>Small</td>
</tr>
<tr>
<td>Cognition-based trust (CBT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet health information quality</td>
<td>.252</td>
<td>.185</td>
<td>.067</td>
<td>.090</td>
<td>Small</td>
</tr>
<tr>
<td>Source of internet health information</td>
<td>.252</td>
<td>.219</td>
<td>.033</td>
<td>.044</td>
<td>Small</td>
</tr>
<tr>
<td>Affect-based trust (ABT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet health information quality</td>
<td>.487</td>
<td>.459</td>
<td>.028</td>
<td>.055</td>
<td>Small</td>
</tr>
<tr>
<td>Source of internet health information</td>
<td>.487</td>
<td>.483</td>
<td>.004</td>
<td>.008</td>
<td>Small</td>
</tr>
<tr>
<td>Cognition-based trust (CBT)</td>
<td>.487</td>
<td>.272</td>
<td>.215</td>
<td>.419</td>
<td>Large</td>
</tr>
</tbody>
</table>
We used SPSS 22.0 and Amos 22.0 to test our hypotheses and found that age had a positive effect on patient compliance and that older patients were more likely to follow their physicians’ suggestions. Females were more willing to cognitively trust their physicians and comply with their physicians, whereas males were more likely to have ABT in their physicians. The job type only significantly impacted ABT. Specifically, liberal professions held the highest ABT in their physicians, whereas private business owners were least likely to affectively trust their physicians.

Figure 2 indicates the SEM results, and the magnitude and significance of the path coefficients are shown in Table 7. Five hypotheses were supported (H1, H2, H3, H6, and H7), but H4 and H5 were not supported, and we have provided the possible reasons for these nonsignificant relationships in the next section.

In addition, we used the bootstrapping method (n=5000, 95% CI) to further analyze the mediating effects in the research model.

As Table 8 reveals, we first concluded that the significant mediating effects of CBT and ABT between the source of internet health information and patient compliance were nonsignificant. In addition, Sobel test was used to evaluate the mediating role played by CBT between internet health information quality and patient compliance. To specify, we found that the value of Z was .489, significantly lower than .900, indicating that the mediation of CBT was nonsignificant. Furthermore, ABT had a significant mediating effect on the relationship between internet health information quality and patient compliance, with all the effects (direct, indirect, and total) being significant.

Table 7. Hypothesis testing.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet health information quality has a positive impact on patients’ CBT$^a$ in their physicians.</td>
<td>.352</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet health information quality has a positive impact on patients’ ABT$^b$ in their physicians.</td>
<td>.328</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>The source of the internet health information has a positive impact on patients’ CBT in their physicians.</td>
<td>.364</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>The source of the internet health information has a positive impact on patients’ ABT in their physician.</td>
<td>.023</td>
<td>.72</td>
</tr>
<tr>
<td>Patients’ CBT in their physicians has a positive impact on the compliance.</td>
<td>.167</td>
<td>.09</td>
</tr>
<tr>
<td>Patients’ ABT in their physicians has a positive impact on the compliance.</td>
<td>.656</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patients’ CBT in their physicians has a positive impact on their ABT in physicians.</td>
<td>.582</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$CBT: cognition-based trust.

$^b$ABT: affect-based trust.
health information-seeking preferences of their patients. Obtained from health websites to understand the example, physicians should focus on the health information the quality and source of internet health information. For the patient-physician relationship can be improved by improving information on the basis of their own cognition. Thus, CBT in individuals always rationally deal with internet health information could increase patient compliance. Therefore, identified the indirect impact that high-quality internet health information and patient compliance, mediated by trust. We clarified the mechanisms through which internet health information quality, such as the information topics, categories, meaning, and usability. In addition, the path coefficient from internet health information quality to ABT (0.328), and internet health information quality to CBT (.352) was higher than that from internet health information quality to ABT (0.328), and the source of internet health information quality to ABT (0.362). Second, ABT has positive effects on patient compliance, but we did not identify any significant direct effect of CBT on patient compliance. In accord with Mcallister’s [34] proposal, we too found that CBT directly impacts ABT, thus, indirectly impacting patient compliance. In other words, ABT has a mediating effect on the relationship between CBT and patient compliance. Lee et al [76] reported that trust in physicians was related to patient compliance, such that when patients highly trusted their physicians, they appeared to be more likely to report their health status to these physicians; this finding indicates that patient compliance can be improved by enhancing patients’ CBT and ABT in their physicians. On the one hand, physicians are advised to enrich their knowledge structures to show their specialization and reliability in the interaction with their patients to inspire their CBT. On the other hand, communication is important in the patient-physician relationship, and physicians should focus on mutual care and respect for patients in communication to promote patients to affectively trust their physicians. In addition, we suggest that physicians obtain internet health information to enrich themselves and they should actively participate in discussions with their patients on health websites to establish a good atmosphere for communication.

Third, and surprisingly, a nonsignificant relationship was found between the source of internet health information and ABT in physicians. We considered that there might be suppression effects of other factors in the model. Thus, we removed the relationships between (1) internet health information quality and ABT, (2) the source of internet health information and CBT, and (3) CBT and ABT and retained only the relationship between the source of internet health information and ABT. Then, we added the three abovementioned relationships to the model to identify the relationship between internet health information and patient compliance, mediated by trust. We found that internet health information (quality and source) had more significant impacts on CBT than on ABT, implying that individuals always rationally deal with internet health information on the basis of their own cognition. Thus, CBT in the patient-physician relationship can be improved by improving the quality and source of internet health information. For example, physicians should focus on the health information obtained from health websites to understand the health-information-seeking preferences of their patients. Moreover, physicians should communicate with their patients using health websites, which can enable them to share health information with their patients through Web and establish CBT.

### Discussion

#### Principal Results

This is the first study that discusses patient compliance from the perspective of both CBT and ABT. This study makes several theoretical contributions and practical implications for future study of patient compliance and ways to improve the patient-physician relationship. First, we constructed a research model to identify the relationship between internet health information and patient compliance, mediated by trust. We clarified the mechanisms through which internet health information quality directly impacts patients’ CBT and ABT in their physicians and indirectly impacts patient compliance. Laugesen et al [1] identified the indirect impact that high-quality internet health information could increase patient compliance. Therefore, patient compliance can be improved by strengthening the management of certain aspects of internet health information quality, such as the information topics, categories, meaning, and usability. In addition, the path coefficient from internet health information quality to CBT (.352) was higher than that from internet health information quality to ABT (0.328), and the source of internet health information quality to ABT (0.362). Moreover, physicians should communicate with their patients using health websites, which can enable them to share health information with their patients through Web and establish CBT. In accord with Mcallister’s [34] proposal, we too found that CBT directly impacts ABT, thus, indirectly impacting patient compliance. In other words, ABT has a mediating effect on the relationship between CBT and patient compliance. Lee et al [76] reported that trust in physicians was related to patient compliance, such that when patients highly trusted their physicians, they appeared to be more likely to report their health status to these physicians; this finding indicates that patient compliance can be improved by enhancing patients’ CBT and ABT in their physicians. On the one hand, physicians are advised to enrich their knowledge structures to show their specialization and reliability in the interaction with their patients to inspire their CBT. On the other hand, communication is important in the patient-physician relationship, and physicians should focus on mutual care and respect for patients in communication to promote patients to affectively trust their physicians. In addition, we suggest that physicians obtain internet health information to enrich themselves and they should actively participate in discussions with their patients on health websites to establish a good atmosphere for communication.

### Table 8. Path coefficients by bootstrapping method. Amos 22.0 used to calculate direct, indirect, and total effects.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Path coefficient (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>internet health information quality → CBT</td>
<td>.309 (.076)</td>
<td>.001</td>
</tr>
<tr>
<td>source of internet health information → CBT</td>
<td>.310 (.069)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CBT → patient compliance</td>
<td>.142 (.288)</td>
<td>.46</td>
</tr>
<tr>
<td>internet health information quality → ABT</td>
<td>.308 (.073)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>source of internet health information → ABT</td>
<td>.062 (.074)</td>
<td>.39</td>
</tr>
<tr>
<td>ABT → patient compliance</td>
<td>.737 (.330)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Indirect effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>internet health information quality → patient compliance</td>
<td>.412 (.111)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>source of internet health information → patient compliance</td>
<td>.232 (.081)</td>
<td>.008</td>
</tr>
<tr>
<td><strong>Total effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>internet health information quality → patient compliance</td>
<td>.393 (.067)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>source of internet health information → patient compliance</td>
<td>.083 (.076)</td>
<td>.28</td>
</tr>
</tbody>
</table>

aCBT: cognition-based trust.
bABT: affect-based trust.
model one by one and investigated how each of them affected the strength of the path from the source of internet health information to ABT. Eventually, we found that the quality of internet health information played a critical role in impacting the relationship between the source of internet health information and ABT. Furthermore, this relationship became nonsignificant when the relationship between internet health information quality and ABT was added to the model. According to the results of bootstrapping, both the quality and the source of internet health information have indirect effects on patient compliance, but only the quality totally affects patient compliance. In addition, the path coefficient of the indirect relationship between internet health information quality and patient compliance is larger than that between internet health information source and compliance. In fact, ABT is based on an emotional connection and subjective judgment. Therefore, the quality of internet health information may be stronger than the source, from the patients’ point of view, because the demand for quality may be greater than that for the source whose impact on ABT was ignored in this analysis.

Limitations
The limitations of the study must be considered. First, we focused on only 2 dimensions of internet health information: quality and source. Other dimensions may also be worthy of investigation. Second, in this study, we examined the relationship between internet health information and patient compliance in the context of China. However, China is a special country in terms of health care due to its large population and unbalanced health care development in different areas. In addition, China is currently actively promoting Web-based health care. There may be several common and different aspects between China and other places, which can be addressed in future research through additional surveys. Third, a cross-sectional survey was used to collect data from respondents. Thus, changes in patient compliance that were associated with the attitudes of patients toward internet health information may not have been captured. Fourth, this study proposed universal and guiding suggestions on the basis of discussions about internet health information quality and source. Future studies may aim to evaluate the quality and source of internet health information, focusing on and collecting user data from specific health websites. Fifth, all concepts and relationships were measured only once. This study was conducted from a static perspective and, therefore, failed to consider dynamic changes in patient attitudes. Last, although our sample met the characteristics of typical internet health information seekers, we did not consider the feature of Chinese census data, and the number of respondents was relatively small.

Conclusions
This study indicates that both the quality and source of internet health information markedly impact patient compliance through the mediations of CBT and ABT. In our research model, the quality of internet health information showed a stronger effect on patient compliance than the source of that information and the information quality also showed a positive impact on CBT and ABT. Consequently, health information quality indirectly affects patient compliance. In terms of trust, ABT appears to have a stronger effect than CBT on patient compliance. These findings suggest the following: (1) patient compliance can be improved by strengthening the management of certain aspects of internet health information quality, such as its topics, categories, meaning, and usability; (2) physicians could focus on obtaining information from health websites to understand patients’ health-information-seeking preferences and to enrich their own knowledge to enhance their specialization and reliability; (3) physicians can communicate with patients on health websites and share information as well as establish CBT with them through Web; and (4) a mutual demonstration of care and respect in the communication between physicians and patients is important during treatment and is beneficial in promoting patients’ affective trust in their physicians.
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Abstract

Background: Outbreaks of several serious infectious diseases have occurred in recent years. In response, to mitigate public health risks, countries worldwide have dedicated efforts to establish an information system for effective disease monitoring, risk assessment, and early warning management for international disease outbreaks. A cloud computing framework can effectively provide the required hardware resources and information access and exchange to conveniently connect information related to infectious diseases and develop a cross-system surveillance and control system for infectious diseases.

Objective: The objective of our study was to develop a Hospital Automated Laboratory Reporting (HALR) system based on such a framework and evaluate its effectiveness.

Methods: We collected data for 6 months and analyzed the cases reported within this period by the HALR and the Web-based Notifiable Disease Reporting (WebNDR) systems. Furthermore, system evaluation indicators were gathered, including those evaluating sensitivity and specificity.

Results: The HALR system reported 15 pathogens and 5174 cases, and the WebNDR system reported 34 cases. In a comparison of the two systems, sensitivity was 100% and specificity varied according to the reported pathogens. In particular, the specificity for Streptococcus pneumoniae, Mycobacterium tuberculosis complex, and hepatitis C virus were 99.8%, 96.6%, and 97.4%, respectively. However, the specificity for influenza virus and hepatitis B virus were only 79.9% and 47.1%, respectively. After the reported data were integrated with patients’ diagnostic results in their electronic medical records (EMRs), the specificity for influenza virus and hepatitis B virus increased to 89.2% and 99.1%, respectively.

Conclusions: The HALR system can provide early reporting of specified pathogens according to test results, allowing for early detection of outbreaks and providing trends in infectious disease data. The results of this study show that the sensitivity and specificity of early disease detection can be increased by integrating the reported data in the HALR system with the cases’ clinical information (eg, diagnostic results) in EMRs, thereby enhancing the control and prevention of infectious diseases.

(J Med Internet Res 2018;20(8):e10886) doi:10.2196/10886
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Introduction

Electronic laboratory reporting (ELR) generally refers to the automated transmission of reportable laboratory findings from public health services, hospitals, and other laboratories to local or state public health agencies. Many communicable diseases currently under nationwide surveillance can be identified and confirmed by laboratory test results. Thus, ELR has become a critical part of the disease surveillance process. Previous studies have shown that ELR improves the timeliness, accuracy, and completeness of reported laboratory data, which, in turn, improves the effectiveness and efficiency of public health responses to outbreaks and cases of notifiable conditions [1-4]. It has been included as a meaningful use objective by the US Centers for Medicare and Medicaid Services’ Electronic Health Records Incentive programs [5,6]. However, ELR often lacks the clinical information needed to satisfy a case definition, such as disease signs, symptoms, and diagnoses. Moreover, ELR is usually nonspecific, particularly in cases (such as acute hepatitis B) where diagnoses require integration of laboratory tests and clinical information [7-10]. The lack of specificity in ELR increases the workload for health departments compelled to investigate suggestive but nonspecific lab results [11].

An electronic medical record (EMR) is a systematized collection of computerized patient and population health information. An EMR supports secure, real-time, point-of-care, patient-centric information availability and is a resource for clinical care as well as research and education. Recently, EMR systems have become an increasingly pervasive technology in health care settings [12-14]. Several studies have shown that EMR systems can accelerate clinical information flow, facilitate health care data integration, and improve the efficiency and quality of medical services [15-17]. With the growing adoption of EMR systems in recent years, increasingly sophisticated data have become available in EMRs to support infection surveillance, prevention, and control [18-20]. Using EMR data for the detection and reporting of infectious diseases also has the potential to improve public health monitoring and reporting [21]. However, current EMR systems are primarily built to serve clinical practice and are not structured for public health use. Laboratory test data transmitted to EMR systems might not be as complete and as timely as data received directly from a laboratory information system (LIS) [22].

In Taiwan, as required by law [23], clinical laboratory units operated by hospitals, health agencies, and research institutes must report the outcomes of tests for pathogens, mostly bacteria and viruses, that meet the notification conditions of Taiwan’s Centers of Disease Control (TCDC) in order to enable epidemiological surveillance and advanced alerting of communicable diseases. Thus, the TCDC has developed a Web-based Notifiable Disease Reporting (WebNDR) system to strengthen infectious disease control and surveillance. The system requires surveillance professionals to enter detailed information of notifiable diseases and laboratory tests manually if the diseases meet the TCDC’s reporting definitions. Unfortunately, these reporting operations are time consuming and error prone [24]. This is also the case for unannounced or delayed notifications [25].

In order to reduce the workload of surveillance professionals, and address the lack of specificity of ELR, the TCDC launched a pilot project, called Automated Laboratory Reporting (ALR), in 2014 [26]. The ALR system enables a hospital to automatically transmit reportable cases to the TCDC when they meet TCDC’s notifiable conditions. Reportable cases include not only detailed laboratory test data but also relevant EMR data. Currently, hospitals can join the project on a voluntary basis. The TCDC offers incentives to help develop a counterpart to the TCDC’s ALR system in hospital settings. Although including EMR data into laboratory-reportable cases can improve the specificity of ELR, few studies have evaluated such systems. In this study, we developed a counterpart to the TCDC’s ALR system for a hospital setting and evaluated its effectiveness in terms of sensitivity and specificity compared with the existing WebNDR system.

Methods

Settings

In this study, we implemented a counterpart of the TCDC’s ALR system in a teaching affiliate hospital with about 1000 beds starting in August 2014 in Taiwan. The hospital has a LIS to manage laboratory orders and results, a computerized physician order entry (CPOE) system to support clinicians in their daily clinical practice including entering test orders and reviewing test results, and other EMR systems. It can also access the WebNDR system to report notifiable diseases manually.

The Framework of Automated Laboratory Reporting System in a Hospital Setting

Based on the framework of the TCDC’s ALR system, this study documents the implementation in a hospital setting, termed the Hospital Automated Laboratory Reporting (HALR) system (Figure 1). The HALR system consists of four major modular components: HALR Gateway, Reportable Pathogens Update (RPU), Automated Detection of Reportable Pathogens (ADRP), and Notifiable Case Reporting (NCR). The HALR Gateway is responsible for downloading the latest notifiable disease pathogens from the TCDC’s ALR system and uploading reportable cases to the TCDC ALR system for further processing. Using the RPU module, the downloaded pathogens are then used to update the Notifiable Pathogen Database (NPDB) in the HALR system. This belongs to the out-of-hospital system data and is indicated by a thick line.

When the LIS releases a pathogen test result, the ADRP module checks the pathogen against the NPDB. LIS pathogen test results include patient ID, name, gender, test item, specimen type, and pathogen report content. If the pathogen can be found in the NPDB and its test result is positive, the test case is labeled as reportable. The patient’s information is then included with the pathogen test result to form a reportable case. The laboratory test is encoded with a hospital code; however, the TCDC requires a laboratory test with a Logical Observation Identifiers Names and Codes (LOINC) code.
Thus, the ADRP module can translate the hospital code of a pathogen test into its corresponding LOINC code by referencing a local LOINC cross-mapping database. The reportable test cases detected by the ADRP module are then stored into the Reportable Test Case Database (RTCDB).

Finally, the NCR module retrieves a reportable test case from the RTCDB and links the test data with the patient’s clinical information, such as disease name, diagnosis code, and the date when the condition was diagnosed, which are stored in the CPOE system. Then, the linked data are compiled into a laboratory-reportable case in a digital format such as XML that is defined by the TCDC. Subsequently, the HALR Gateway sends the laboratory-reportable case to the TCDC ALR system; this belongs to the in-hospital system data and is indicated by a thin line.

Mapping Between Pathogens and Diseases
When the LIS confirms a pathogen test result that meets a laboratory reporting condition, the pathogen test result and other information, such as order number, local code, specimen type, and time of result, will be automatically written into the RTCDB.

After retrieving new reporting data, the program converts the laboratory test items to LOINC codes and retrieves other patient information required by the TCDC from different hospital information systems and then submits the combined data to the hospital reporting module within the TCDC gateway in the required format.

Since the WebNDR system is dedicated to reporting communicable diseases, the five disease categories reported by this system are used as a basis of evaluating the HALR system. The TCDC provides a table for mapping between pathogens and their related diseases (Table 1).

System Evaluation
After the HALR system was implemented in a regional hospital in Taipei, we collected reported cases from the HALR and WebNDR systems for 6 months, from December 2014 to May 2015. Since the reported cases from the WebNDR system were confirmed by infectious control professionals, they served as a gold standard for evaluating the HALR system in this study. Thus, the sensitivity and specificity of the reported cases by the HALR system could be evaluated according to the following definitions:

Sensitivity (true positive rate): If a patient has a notifiable disease reported by the WebNDR system, the sensitivity is the probability that the HALR system would report the case. The numerator is the number of cases identified as positive and reported by both the HALR and WebNDR systems, whereas the denominator is the total number of cases reported by the WebNDR system: 

\[
\text{Sensitivity} = \frac{\text{Number of cases identified as positive and reported by both the HALR and WebNDR systems}}{\text{Total number of cases reported by the WebNDR system}}
\]

Specificity (true negative rate): If a patient does not have a notifiable disease and is not reported by the WebNDR system, the specificity is the probability that the HALR system would not report the case. The numerator is the number of cases in whom test results were identified as negative and were not reported by the WebNDR system, whereas the denominator is the total number of cases not reported by the WebNDR system:

\[
\text{Specificity} = \frac{\text{Number of cases identified as negative and not reported by the WebNDR system}}{\text{Total number of cases not reported by the WebNDR system}}
\]
Table 1. Mapping between pathogens and diseases (based on the Web-based Notifiable Disease Reporting system).

<table>
<thead>
<tr>
<th>Pathogen</th>
<th>ICD-9-CM a</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Streptococcus pneumoniae</em></td>
<td>481, 482, 485, 486, 038, 041, 320</td>
<td>Invasive pneumococcal disease</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em></td>
<td>010-018</td>
<td>Tuberculosis</td>
</tr>
<tr>
<td>Influenza virus</td>
<td>487</td>
<td>Severe complicated influenza case</td>
</tr>
<tr>
<td>Hepatitis B virus</td>
<td>070.20,070.21,070.30, 070.31</td>
<td>Acute hepatitis B</td>
</tr>
<tr>
<td>Hepatitis C virus</td>
<td>070.41</td>
<td>Acute hepatitis C</td>
</tr>
</tbody>
</table>


Table 2. The predictive specificity and sensitivity values of tests evaluated for the Hospital Automated Laboratory Reporting (HALR) system (pathogen test result) compared with those for the Web-based Notifiable Disease Reporting (WebNDR) system (reported result).

<table>
<thead>
<tr>
<th>Method</th>
<th>Reported by the WebNDR system</th>
<th>Not reported by the WebNDR system</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reported (positive) by the HALR system</td>
<td>TP a</td>
<td>(FP b)</td>
<td>TP+(FP)</td>
</tr>
<tr>
<td>Not reported (negative) by the HALR system</td>
<td>(FN c)</td>
<td>TN d</td>
<td>(FN)+TN</td>
</tr>
<tr>
<td>Total</td>
<td>TP+(FN)</td>
<td>(FP)+TN</td>
<td></td>
</tr>
</tbody>
</table>

aTP: true positive.  
bFP: false positive.  
cFN: false negative.  
dTN: true negative.

The cases reported by the WebNDR system were patients with notifiable diseases, whereas those reported by the HALR system were patients whose pathogen test results were positive. During his or her hospital stay, a patient with the same pathogen reported more than once (ie, a repeatedly reported case) was excluded.

Furthermore, since a pathogen may cause more than one disease, the HALR system includes clinical diagnosis information such as that from the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM). Thus, the test results were combined with ICD-9-CM data to determine whether the HALR system performance could be improved.

- Sensitivity (with ICD): The numerator is the number of cases identified as a notifiable disease with a positive test result, which were automatically reported by the HALR and WebNDR systems. The denominator is the total number of cases reported by the WebNDR system.
- Specificity (with ICD): The numerator is the number of cases identified as negative and, therefore, not reported by either the HALR or WebNDR system. The denominator is the total number of cases not reported by the WebNDR system (Table 2).

Results

Pathogens Analysis

Based on the TCDC’s reportable pathogens and reporting criteria, 15 pathogens were reported to the TCDC ALR system (Table 3). Among these, 5174 patients had positive test results and were reported by the HALR system.

Simultaneously, 34 cases in five disease categories were reported by the WebNDR system (Table 4). The number of reported cases from different disease categories was pulmonary tuberculosis (25), complications from severe influenza (3) and acute viral hepatitis C (3), invasive *Streptococcus pneumoniae* infection (2), and acute viral hepatitis B (1).

Sensitivity and Specificity Analysis

Table 5 shows the sensitivity and specificity analysis for the HALR system. In this study, the sensitivity for the HALR system reached 100%, but the specificity varied according to the pathogens. The specificity for *S. pneumoniae*, *Mycobacterium tuberculosis* complex, and hepatitis C virus were 99.8%, 96.6%, and 97.4%, respectively. In addition, the specificity for influenza and hepatitis B virus were only 79.9% and 47.1%, respectively.

Because the HALR system collects a reported case that includes not only laboratory test results but also clinical information (such as ICD-9-CM) from the TCDC ALR system, only cases with associated laboratory positive test results and an associated diagnosis code that meets the TCDC’s notifiable disease definition are reported to the TCDC ALR system (Table 6). The sensitivity and specificity of cases reported by the HALR system can be recalculated (Table 6). The sensitivity performance remains unchanged, but the specificity is greatly improved, in particular for influenza (89.2%) and hepatitis B virus (99.1%). Thus, the inclusion of clinical information in the reported data can improve the specificity performance.
Table 3. The analysis of laboratory test results during the study period.

<table>
<thead>
<tr>
<th>Name of the detected pathogen</th>
<th>Total number of subjects (N=57,511), N (%)</th>
<th>Pathogen test results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Negative (n=52,337)</td>
</tr>
<tr>
<td><strong>Notifiable diseases (law requirements)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Salmonella</em> spp</td>
<td>10,201 (17.8)</td>
<td>10,173 (19.4)</td>
</tr>
<tr>
<td><em>Streptococcus pneumoniae</em></td>
<td>9970 (17.3)</td>
<td>9946 (19.0)</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em> complex</td>
<td>1622 (2.8)</td>
<td>1542 (3.0)</td>
</tr>
<tr>
<td>Influenza virus</td>
<td>1980 (3.4)</td>
<td>1579 (3.0)</td>
</tr>
<tr>
<td>Enterovirus</td>
<td>N/A*</td>
<td>N/A</td>
</tr>
<tr>
<td>Hepatitis B virus</td>
<td>7917 (13.8)</td>
<td>3725 (7.1)</td>
</tr>
<tr>
<td>Hepatitis C virus</td>
<td>5124 (8.9)</td>
<td>4986 (9.5)</td>
</tr>
<tr>
<td><strong>Nonnotifiable diseases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Streptococcus agalactiae, GBS</em></td>
<td>10,576 (18.4)</td>
<td>10,356 (19.8)</td>
</tr>
<tr>
<td><em>Streptococcus pyogenes</em></td>
<td>9958 (17.3)</td>
<td>9898 (18.9)</td>
</tr>
<tr>
<td>Parainfluenza virus</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Respiratory syncytial virus</td>
<td>90 (0.2)</td>
<td>80 (0.2)</td>
</tr>
<tr>
<td>Rotavirus</td>
<td>73 (0.1)</td>
<td>52 (0.1)</td>
</tr>
<tr>
<td><em>Yersinia enterocolitica</em></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><em>Campylobacter</em> spp</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><em>Listeria monocytogenes</em></td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.*

*bGBS: Group B Streptococcus.*

Table 4. The analysis of the Web-based Notifiable Disease Reporting system during the study period.

<table>
<thead>
<tr>
<th>Name of the detected pathogen</th>
<th>Total number of reported cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Streptococcus pneumoniae</em></td>
<td>2 (6)</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em> complex</td>
<td>25 (73)</td>
</tr>
<tr>
<td>Influenza virus</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Hepatitis B virus</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Hepatitis C virus</td>
<td>3 (9)</td>
</tr>
</tbody>
</table>
Table 5. The sensitivity and specificity of the Hospital Automated Laboratory Reporting (HALR) system.

<table>
<thead>
<tr>
<th>Pathogen name and HALR system test result</th>
<th>WebNDR&lt;sup&gt;a&lt;/sup&gt; system</th>
<th>Total</th>
<th>Sensitivity or specificity, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reported, n (%)</td>
<td>Not reported, n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Streptococcus pneumoniae</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>2 (100)</td>
<td>22 (0.2)</td>
<td>24</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>9946 (99.8)</td>
<td>9946</td>
</tr>
<tr>
<td>Total</td>
<td>2 (100)</td>
<td>9968 (100)</td>
<td>9970</td>
</tr>
<tr>
<td><strong>Mycobacterium tuberculosis complex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>25 (100)</td>
<td>55 (3.4)</td>
<td>80</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>1542 (96.6)</td>
<td>1542</td>
</tr>
<tr>
<td>Total</td>
<td>25 (100)</td>
<td>1597 (100)</td>
<td>1622</td>
</tr>
<tr>
<td><strong>Influenza virus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>3 (100)</td>
<td>398 (20.1)</td>
<td>401</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>1579 (79.9)</td>
<td>1579</td>
</tr>
<tr>
<td>Total</td>
<td>3 (100)</td>
<td>1977 (100)</td>
<td>1980</td>
</tr>
<tr>
<td><strong>Hepatitis B virus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>1 (100)</td>
<td>4191 (52.9)</td>
<td>4192</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>3725 (47.1)</td>
<td>3725</td>
</tr>
<tr>
<td>Total</td>
<td>1 (100)</td>
<td>7916 (100)</td>
<td>7917</td>
</tr>
<tr>
<td><strong>Hepatitis C virus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>3 (100)</td>
<td>135 (2.6)</td>
<td>138</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>4986 (97.4)</td>
<td>4986</td>
</tr>
<tr>
<td>Total</td>
<td>3 (100)</td>
<td>5121 (100)</td>
<td>5124</td>
</tr>
</tbody>
</table>

<sup>a</sup>WebNDR: Web-based Notifiable Disease Reporting.

<sup>b</sup>Refers to sensitivity.

<sup>c</sup>Refers to specificity.
Table 6. The analysis of sensitivity and specificity between the Hospital Automated Laboratory Reporting (HALR) and Web-based Notifiable Disease Reporting (WebNDR) systems with the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes.

<table>
<thead>
<tr>
<th>Pathogens name (ICD-9-CM code and result)</th>
<th>WebNDR system</th>
<th>Not reported, n (%)</th>
<th>Total</th>
<th>Sensitivity or specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Streptococcus pneumoniae</strong> (ICD-9-CM: 485, 486)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>2 (100)</td>
<td>12 (0.1)</td>
<td>14</td>
<td>100(^a)</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>9956 (99.9)</td>
<td>9956</td>
<td>99.9(^b)</td>
</tr>
<tr>
<td>Total</td>
<td>2 (100)</td>
<td>9968 (100)</td>
<td>9970</td>
<td></td>
</tr>
<tr>
<td><strong>Mycobacterium tuberculosis complex</strong> (ICD-9-CM: 011.00, 011.90)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>25 (100)</td>
<td>12 (0.8)</td>
<td>37</td>
<td>100(^a)</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>1585 (99.2)</td>
<td>1585</td>
<td>99.2(^b)</td>
</tr>
<tr>
<td>Total</td>
<td>25 (100)</td>
<td>1597 (100)</td>
<td>1622</td>
<td></td>
</tr>
<tr>
<td><strong>Influenza virus</strong> (ICD-9-CM: 487.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>3 (100)</td>
<td>214 (10.8)</td>
<td>217</td>
<td>100(^a)</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>1763 (89.2)</td>
<td>1763</td>
<td>89.2(^b)</td>
</tr>
<tr>
<td>Total</td>
<td>3 (100)</td>
<td>1977 (100)</td>
<td>1980</td>
<td></td>
</tr>
<tr>
<td><strong>Hepatitis B virus</strong> (ICD-9-CM: 070.30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>1 (100)</td>
<td>74 (0.9)</td>
<td>75</td>
<td>100(^a)</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>7842 (99.1)</td>
<td>7842</td>
<td>99.1(^b)</td>
</tr>
<tr>
<td>Total</td>
<td>1 (100)</td>
<td>7916 (100)</td>
<td>7917</td>
<td></td>
</tr>
<tr>
<td><strong>Hepatitis C virus</strong> (ICD-9-CM: 070.41, 070.51)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive (reported)</td>
<td>3 (100)</td>
<td>9 (0.2)</td>
<td>12</td>
<td>100(^a)</td>
</tr>
<tr>
<td>Negative (not reported)</td>
<td>0 (0)</td>
<td>5112 (99.8)</td>
<td>5112</td>
<td>99.8(^b)</td>
</tr>
<tr>
<td>Total</td>
<td>3 (100)</td>
<td>5121 (100)</td>
<td>5124</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Refers to sensitivity.

\(^b\)Refers to specificity.

**Discussion**

**Principal Findings**

In this study, we developed an HALR system for the automatic reporting of pathogen test results and clinical information. Once laboratory test results are released, the HALR system can automatically detect pathogens that meet notifiable conditions as defined by the TCDC and report the cases to the TCDC ALR system. Since the patients’ laboratory test results are usually released to their physicians far in advance of the physicians’ final diagnoses of any notifiable diseases, the HALR system can improve the timeliness for notifiable disease surveillance and control. Moreover, this system’s effectiveness is also improved as long as the doctor has included a working diagnosis.

As indicated in previous studies \[7-10\], an ELR is usually nonspecific. The analysis reported in this study showed that if reported data only included the results of laboratory tests, the specificity of the reported cases by the HALR system for some diseases would be quite low. This could lead to an increase in reported cases as well as increase in workload related to the investigation of suggestive cases. However, if reported data were slightly augmented with clinical information, such as the clinical diagnosis code, the specificity of the reported cases could be greatly improved. The primary reason is that a given pathogen may cause several different diseases, which are not notifiable. For example, a hepatitis B virus infection may lead to acute or chronic hepatitis, but only acute hepatitis B (with ICD-9-CM diagnosis code 070.30) must be reported. Similarly, influenza viruses may cause acute respiratory infections, from mild to severe, but only cases with severe complications from influenza (ICD-9-CM 487.1) must be reported. However, because influenza is caused by a variety of pathogens and easily causes pandemics, the National Respiratory and Enteric Virus Surveillance System of the World Health Organization provides influenza-like illnesses with clear definitions and clinical symptom identification standards, which must be updated and revised according to emerging viruses and changes in patients’ disease features. The HALR system reports not only laboratory test results but also relevant clinical information and, thus, can greatly improve its performance.

In response to emerging infectious diseases, the HALR system detects reportable cases based on the NPDB. This design allows
the TCDC to add, delete, or update the definitions of reportable pathogens as new emerging threats are identified. Hence, as this system can routinely download and update the NPDB, it can quickly respond to altered requirements.

The improvement of the sensitivity and specificity of reportable cases depends not only on timely and accurate laboratory test results but also on the availability of clinical information required to identify cases. This study simultaneously examined reporting data on the basis of test results and clinical evidence in order to enable data sharing between information systems. Through double verification, with this approach, hospitals can immediately confirm patients’ conditions and submit reports when required. Thus, the sensitivity and specificity for early disease detection can be improved. The findings of this study can serve as a reference for disease prevention measures in clinical care.

Limitations
The following are some limitations of this system. First, the system will be limited to tests accepted by patients in the hospital. This system can only automatically link information when required clinical data are complete. Second, the notification condition of the test and the positive definition of the pathogen remain important factors affecting the accuracy of the content of the notification.
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Abstract

Background: The Meaningful Use (MU) program has promoted electronic health record adoption among US hospitals. Studies have shown that electronic health record adoption has been slower than desired in certain types of hospitals; but generally, the overall adoption rate has increased among hospitals. However, these studies have neither evaluated the adoption of advanced functionalities of electronic health records (beyond MU) nor forecasted electronic health record maturation over an extended period in a holistic fashion. Additional research is needed to prospectively assess US hospitals’ electronic health record technology adoption and advancement patterns.

Objective: This study forecasts the maturation of electronic health record functionality adoption among US hospitals through 2035.

Methods: The Healthcare Information and Management Systems Society (HIMSS) Analytics’ Electronic Medical Record Adoption Model (EMRAM) dataset was used to track historic uptakes of various electronic health record functionalities considered critical to improving health care quality and efficiency in hospitals. The Bass model was used to predict the technological diffusion rates for repeated electronic health record adoptions where upgrades undergo rapid technological improvements. The forecast used EMRAM data from 2006 to 2014 to estimate adoption levels to the year 2035.

Results: In 2014, over 5400 hospitals completed HIMSS’ annual EMRAM survey (86%+ of total US hospitals). In 2006, the majority of the US hospitals were in EMRAM Stages 0, 1, and 2. By 2014, most hospitals had achieved Stages 3, 4, and 5. The overall technology diffusion model (ie, the Bass model) reached an adjusted R-squared of .91. The final forecast depicted differing trends for each of the EMRAM stages. In 2006, the first year of observation, peaks of Stages 0 and 1 were shown as electronic health record adoption predates HIMSS’ EMRAM. By 2007, Stage 2 reached its peak. Stage 3 reached its full height by 2011, while Stage 4 peaked by 2014. The first three stages created a graph that exhibits the expected “S-curve” for technology diffusion, with inflection point being the peak diffusion rate. This forecast indicates that Stage 5 should peak by 2019 and Stage 6 by 2026.
Although this forecast extends to the year 2035, no peak was readily observed for Stage 7. Overall, most hospitals will achieve Stages 5, 6, or 7 of EMRAM by 2020; however, a considerable number of hospitals will not achieve Stage 7 by 2035.

Conclusions: We forecasted the adoption of electronic health record capabilities from a paper-based environment (Stage 0) to an environment where only electronic information is used to document and direct care delivery (Stage 7). According to our forecasts, the majority of hospitals will not reach Stage 7 until 2035, absent major policy changes or leaps in technological capabilities. These results indicate that US hospitals are decades away from fully implementing sophisticated decision support applications and interoperability functionalities in electronic health records as defined by EMRAM’s Stage 7.
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**Introduction**

**Background**

Technology policy in health care has profoundly affected service delivery and operational efficiencies [1,2]. The period from 2006 to 2016 saw a dramatic increase in electronic health record (EHR) adoption as well as expansion of its functionality [3]. These improvements are attributable to dual environmental pressures [4]. On one hand, the US government put policies into place that provided financial benefits to hospitals for adopting EHRs that met certain criteria [5,6]; on the other hand, internal pressures to adopt EHRs were significant as health systems sought to establish a competitive advantage through operational benefits associated with EHRs [7].

Research in the health care field has closely linked EHR technology adoption to business and clinical outcomes [8-10]. As a result, traditional innovation diffusion analysis, when applied to health care, is complicated by the dynamics found as multiple and varied EHR functionalities are introduced over time. These dynamics represent an opportunity to explore alternative conceptual and analytic approaches to examining technology diffusion and policy interactions.

**Adoption of Electronic Health Records Among US Hospitals**

The Health Information Technology for Economic and Clinical Health (HITECH) Act [11] was signed into law with the dual aims of accelerating EHR adoption and promoting their “meaningful use” (MU) by US hospitals [12]. HITECH appropriated billions of dollars to create financial incentives for hospitals that implement EHRs, which meet certain criteria designed to have a meaningful impact on care quality and cost [13]. Hospitals had to attest to MU Stage 2 program eligibility by 2016 to qualify and participate in the reward payments schema [14].

The impact of the HITECH Act has been evaluated in the health services literature so that policymakers can assess the extent to which their intended EHR adoption goals are being realized [15]. Indeed, the HITECH policy resulted in a rapid adoption of EHRs among nonfederal hospitals, increasing the adoption rate from 9.4% in 2008 to 83.8% in 2015 [3]. However, the EHR adoption rates were not equally distributed among all types of hospitals (eg, rural vs urban hospitals) [16], and certain functionalities were adopted earlier than others (eg, MU-mandated functions vs more advanced functions) [17,18].

**Challenges With Using Meaningful Use Data to Assess Electronic Health Record Adoption**

In the research literature that focuses on EHR technology adoption, analyses frequently rely on MU data for measuring current use percentages in a binary fashion [3]. In particular, the extant literature on EHR adoption has focused on the transition from paper to electronic data collection or the adoption of a specific function within an EHR [19]. As the adoption of a basic EHR became commonplace, researchers began to frame EHR adoption in terms of its ability to support specific tasks (eg, integrating clinical decision support [CDS] into clinical workflow; automating the collection of patient-reported outcomes; capturing high-quality data for clinical trials; and integrating population health management efforts) [20-26].

Concurrently, hospital planners adopted maturity models that sought to frame EHR implementation as a journey rather than an endpoint. The Healthcare Information and Management Systems Society (HIMSS) Analytics’ Electronic Medical Record Adoption Model (EMRAM) [27] was developed by information technology (IT) and care delivery experts based on the observation that best practices in the industry were path dependent [28,29]. The EMRAM model identifies technological waypoints along an organization’s adaptation journey that are sequential, specific, and measurable [27,28]. For example, closed-loop medical administration requires that decision support software be implemented prior to installing bar code readers that match patients to the prescription drugs they are receiving (ie, need for one level of technology before another level can be adopted as required and measured by the EMRAM model).

**Using Diffusion of Innovation Models to Predict Electronic Health Record Maturation**

Diffusion of innovation model produces “technology sophistication forecasts” that predict the degree to which a market or sector has and will adopt sequentially higher levels of functionality in the near future [29,30]. The diffusion of innovation literature and associated methods are critical to understanding and prediction of adoption dynamics. Taken together, these methodological approaches and conceptual frameworks offer a foundation upon which researchers can study the diffusion of innovation in cases where the supporting infrastructure is not replaced, a frequent condition of the Bass...
model [31]. Furthermore, IT platforms such as EHRs, one where the hardware requirements become secondary to the software innovation, represent a new domain for modeling adoption dynamics using common diffusion models [32].

The purpose of this study was to explore when hospitals will achieve critical EHR functionality. HIMSS Analytics’ EMRAM data and Bass diffusion models were used to assess current EHR capability levels and forecast future diffusion of EHR functionality levels.

Methods

Overview

In this study, we explored US hospitals’ EHR technology adoption and implementation patterns accounting for functionality and application upgrades. We used the HIMSS EMRAM data to observe the granular change or progression of EHR functionality among hospitals. The same dataset was used to train the Bass diffusion model and then predict the EMRAM score (ie, the level of EHR functionality) for each hospital. The forecasted scores were aggregated across all hospitals within each future year to depict a national picture of EHR functionality improvements until 2035. We assumed no change in future policies that would affect health IT efforts or EHR functionality (eg, no new MU incentives). Similarly, no dramatic advancement in the technology itself is modeled (eg, effective Natural Language Processing or Artificial Intelligence) as such innovations would change the diffusion curves.

Data Sources

We used the HIMSS Analytics’ EMRAM data since it provides an MU-comparable EHR adoption measure that takes a more granular approach to assessing functionality uptake (Table 1) [27]. EMRAM data are collected annually across all participating hospitals and are made publically available to interested researchers. HIMSS promulgates its “Annual Study,” which is designed to capture a realistic portrait of the hospital’s IT landscape. The data are submitted via a Web-based portal, phone, or spreadsheets [27]. Given the benchmarking value of these reports, a growing number of hospitals have participated in EMRAM’s Annual Study since 2006. In 2014, over 5402 hospitals (86% of total US hospitals) completed the Annual Study. See Multimedia Appendix 1 for additional details about the EMRAM model and its stages of EHR maturation.

Theoretical Justification

Modeling the EHR diffusion using an adaptation approach requires two components. First, the technology must track progression through the diffusion stages as set by the “Diffusion of Innovation” theorem, resulting in an “S-curve” to measure the functional form of analysis appropriately [33]. Second, the assumption that new technologies completely displace prior generations needs to be relaxed [34]. Under these two conditions, the Bass “BB-01” model is an appropriate analytic approach to evaluate the diffusion of EHR as it adheres to these requirements [35]. See Multimedia Appendix 2 for additional details of the theoretical justification of using the Bass model to forecast EHR functionality improvement among hospitals.

Statistical Analysis

The EMRAM data were used as the basis of BB-01 statistical analyses, with estimates calculated in Microsoft Excel using nonlinear regression estimates. Visual Basic, Solver, and the SAS Model Procedure were also used to train and estimate several parameters used by the Bass model [34,35]. The algorithms and macros are publicly available [36]. See Multimedia Appendix 2 for additional details of algorithms used to train the model and predict EHR functionality adoption rates (ie, aggregated EMRAM scores).

Table 1. Summary of Electronic Medical Record Adoption Model (EMRAM) stages.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 0</td>
<td>The organization has not installed all of the three key ancillary department systems (laboratory, pharmacy, and radiology).</td>
</tr>
<tr>
<td>Stage 1</td>
<td>All three major ancillary clinical systems are installed (ie, pharmacy, laboratory, and radiology).</td>
</tr>
<tr>
<td>Stage 2</td>
<td>Major ancillary clinical systems feed data to a clinical data repository (CDR) that provides physician access for reviewing all orders and results.</td>
</tr>
<tr>
<td>Stage 3</td>
<td>Clinical documentation is implemented and integrated with the CDR for at least one inpatient service in the hospital. The Electronic Medication Administration Record application is implemented. Medical image access from picture archive and communication systems (PACS) is available for access by physicians outside the radiology department.</td>
</tr>
<tr>
<td>Stage 4</td>
<td>Computerized Practitioner Order Entry for use by any clinician licensed to create orders is added to the nursing and CDR environment along with the second level of clinical decision support (CDS) capabilities related to evidence-based medicine protocols.</td>
</tr>
<tr>
<td>Stage 5</td>
<td>A full complement of radiology PACS systems provides medical images to physicians via an intranet and displaces all film-based images.</td>
</tr>
<tr>
<td>Stage 6</td>
<td>Full physician documentation with structured templates and discrete data is implemented for at least one inpatient area. Level 3 of CDS provides guidance for all clinician activities. The closed-loop medication administration with bar-coded unit is fully implemented.</td>
</tr>
<tr>
<td>Stage 7</td>
<td>The hospital no longer uses paper charts to deliver and manage patient care and has a mixture of discrete data, document images, and medical images within its EHR environment. Clinical information can be readily shared via standardized electronic transactions with all entities that are authorized to treat the patient or a health information exchange.</td>
</tr>
</tbody>
</table>
Results

Study Populations and Base Adoption Rates
On average, approximately 5200 hospitals were represented in the EMRAM data across the years studied (2006-2014). The percentage of hospitals achieving various EMRAM stages varied across years (Figure 1). More than 96% of hospitals were identified to be in Stage 3 or below in 2006, while this number decreased to approximately 31% in 2014. Less than 4% of hospitals were in Stage 4 or higher in 2004, while this number dramatically increased across the consequent years: ~6% in 2008, ~20% in 2010, ~38% in 2012, and ~68% in 2014.

Model Performance
The overall model produced an adjusted R-squared of .91, suggesting a high model fit. Table 2 provides the estimates for the external motivation coefficient (p) and internal motivation coefficient (q) used in the final model (see Multimedia Appendix 2 for additional details). The two motivation coefficients show trends moving in opposite directions. For the earlier stages (ie, EMRAM Stages 1-3), the external influence is the primary motivation for EHR adoption. Starting with Stage 3, the internal influence metric begins to play a more impactful role, and eventually, it becomes the more important factor for EHR functionality adoption in Stages 4 and 5. Given the small number of hospitals that have achieved Stage 6 or 7, interpretation of the motivation coefficients was not undertaken for these stages.

Electronic Health Record Maturation Forecast
The forecast used EMRAM data from 2006 to 2014 to estimate adoption levels to the year 2035. Table 3 offers a high-level snapshot of the forecasted EHR functionality progression from 2006 to 2035.

Figure 1 depicts the forecasted EHR functionality (ie, EMRAM stages) among US hospitals, assuming no major policy or technological changes in the future. Stages 0 and 1 seem to reach their peaks in the first year of observation as the use of EHRs predates 2006 (when HIMSS began to collect adoption data). By 2007, Stage 2 reaches its peak as well. Stage 3 reaches its peak by 2011, while Stage 4 reaches its peak in 2014. The first three stages create a graph that exhibits an “S-curve,” with inflection point being the peak diffusion rate. Assuming current diffusion trajectories, the forecast predicts that Stage 5 will reach its peak by the year 2019 and Stage 6 by the year 2026. Although this forecast extends to the year 2035, no peak was readily observed for Stage 7. A considerable number of hospitals (800+) will stall their EHR adoption at Stage 5, while a higher number of hospitals (2200+) will remain in Stage 6 over an expanded period of time until 2035 (Figure 2).

Figure 3 depicts the cumulative volume of hospitals adopting EHRs with higher levels of functionality over the forecasted years. The cumulative volume of hospitals in Stage 4 is constant between the years 2010 and 2014; however, the volume of Stage 5 continues to grow. This is a clear indication of leapfrogging, suggesting that adopters either skipped Stage 4 or moved concomitantly with technology adoption for both Stages 4 and 5. Based on the analysis, most hospitals will be focused on the higher stages (Stages 5, 6, and 7) by the year 2025. It is also clear that Stage 7 will not reach a maximum or plateau by the end of the forecast window (Figure 3).
Table 2. Parameter estimation and model performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Stage 0</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
<th>Stage 6</th>
<th>Stage 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M^a$</td>
<td>1606</td>
<td>888</td>
<td>2953</td>
<td>100</td>
<td>20</td>
<td>10</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>$p^b$</td>
<td>0.964</td>
<td>0.234</td>
<td>0.680</td>
<td>0.255</td>
<td>0.015</td>
<td>0.043</td>
<td>0.064</td>
<td>0.026</td>
</tr>
<tr>
<td>$q^c$</td>
<td>1</td>
<td>1E-9</td>
<td>1E-9</td>
<td>0.120</td>
<td>0.505</td>
<td>0.354</td>
<td>1E-9</td>
<td>0.001</td>
</tr>
</tbody>
</table>

$^a$M: market (sample) size for each stage.
$^b$p: external motivation coefficient.
$^c$q: external motivation coefficient.
$^d$1E-9: 0.000 000 001.

Table 3. Electronic Health Record (EHR) adoption milestones based on Electronic Medical Record Adoption Model stages.

<table>
<thead>
<tr>
<th>Rate</th>
<th>Stage 0</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
<th>Stage 5</th>
<th>Stage 6</th>
<th>Stage 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>50% Year$^a$</td>
<td>2008</td>
<td>2006</td>
<td>2008</td>
<td>2010</td>
<td>2014</td>
<td>2021</td>
<td>2025</td>
<td>2027</td>
</tr>
</tbody>
</table>

$^a$Year that each EHR maturation stage reaches its mid-point.
$^b$Stage 7 did not reach a peak in any year until 2035.

Figure 2. Electronic health record functionality-level adoption among US hospitals using the Electronic Medical Record Adoption Model maturation stages (2014-2035 years are forecasted using the Bass model; vertical-axis represents the number of hospitals).
Discussion

Principal Findings

EHR is a technology platform that allows for the integration of both hardware and software applications designed to improve care quality and increase operational efficiency. To those ends, the United States has introduced policies designed to promote EHRs’ increasingly sophisticated functions. EHRs within hospitals are a prime example of a technology that is adopted and, then, repeatedly updated. This study seeks to outline a direction for future research critical to understanding the dynamics that drive EHR innovation among US hospitals.

We utilized the HIMSS Analytic EMRAM data to assess the EHR functionality levels retrospectively and train the Bass model of diffusion to forecast the adoption of new EHR functionality among US hospitals for the next two decades. The Bass model generated a good explanatory power, and the external and internal influence coefficients mapped closely to the existing regulatory environment. The forecast estimates were also consistent with other literature.

The findings can be evaluated and interpreted in two temporal categories: the retrospective pattern of EHR functionalities identified among the hospitals and the forecasted adoption pattern of EHR functionalities prospectively.

Retrospective Diffusion Pattern of Electronic Health Record Functionalities (2006-2016)

Given that EHRs had been discussed at the national level for decades before 2006, having Stage-2 as the most prevalent stage in that year is reasonable; however, it is interesting to note that the curve for Stage 1 never exceeded the curve for Stage 0. This phenomenon is the hallmark of leapfrogging and suggests that hospitals moved from Stage 0 directly to Stage 2 or Stage 3 (ie, hospitals adopted multiple generations of functionalities simultaneously rather than adapting them in separate phases). There are two potential explanations for the simultaneous, multistage adoption in the lower EMRAM levels: EHR vendors integrating multiple functions upfront and hospitals being overtly motivated by external factors (eg, MU incentives).

First, EHR vendors may have introduced multiple functions at once. As part of the MU program, the US government introduced an EHR vendor certification regime [37]. Its purpose was to assure hospitals that the EHR platforms would be capable of accommodating future innovations that were likely to be made mandatory features. All of the functionalities and clinical applications delineated in the HIMSS Analytics’ EMRAM Stages 1 through 3 were required components in order for an EHR vendor to be successfully certified [38].

Second, hospitals may have wanted to move through the early stages quickly (Table 2). Considering that the external motivation measures for EMRAM Stages 1 through 3 (ie, p-coefficient: Stage 1 = .234; Stage 2 = .680; and Stage 3 = .255; Table 2) were higher than the internal motivation measures (ie, q-coefficient: Stage 1 = .000; Stage 2 = .000; and Stage 3 = .120; Table 2), the federal government’s MU rewards appeared to have played a significant role in accelerating EHR diffusion. Many hospitals and health systems were incentivized to purchase all or most of the required EHR functionalities from a single vendor rather than having to acquire them separately and in multiple phases [39-41]. This strategy made it possible for hospitals to complete multiple levels at once, allowing them to collect the reward payments in a shorter period [7].

Additionally, hospitals with more recent EHR adoptions may have taken a simultaneous, multistage form in that product vendors began bundling functionalities and clinical capabilities together in a more holistic fashion [41,42]. Similar patterns have occurred in other technologies such as personal computers or mobile phones. Originally, personal computers were sold...
Prospective Diffusion Pattern of Electronic Health Record Functionalities (2016-2035)

The government’s MU program did not provide rewards or incentives for the later EMRAM stages (ie, Stages 4 through 7). As a result, one of the previously noted major external motivations for adopting higher EHR functionalities was not in play. The BB-01 model effectively controls for this change in motivational factors, suggesting that internal motivation continues to play a significantly large role in EHR functionality and clinical application adoption (Table 2). This can be interpreted as hospitals reaching the later EMRAM stages because they are “mission driven” (ie, internally motivated) to adopt the more sophisticated functionalities into their EHR platforms.

The lack of additional EHR incentives in this period will potentially cause internal factors to become the main driver for hospitals to adopt new EHR features. In this scenario, hospitals should observe the imminent need to request and adopt new EHR functionalities to achieve their higher-order goals (eg, quality improvement). For example, EMRAM’s Stage 6 of EHR maturation requires the full adoption of CDS systems across the entire health care system for a variety of clinical practice guidelines. However, if the desired outcomes of a health system, either cost or clinical outcomes, are not aligned with such decision support enhancements in the underlying EHR platform, the hospitals may not have the internal pressure or desire to adopt the new EHR functionalities. Indeed, a complex series of internal factors may disincentivize such progression through EHR functionalities, specifically in a volatile health care market (eg, the cost of aggregating data and embedding a full array of CDS in clinical workflow may outpace the immediate benefits for the hospital). Hence, a considerable number of hospitals are forecasted not to reach Stage 6 by 2035 (Figures 2 and 3). In such a context, EMRAM’s Stage 7 requirements can be harder to achieve as it further pushes the tradeoff between internal factors and expected outcomes by introducing more sophisticated EHR functionalities such as centralized data warehouses that can be readily used for analytical purposes as well as fully interoperable EHRs across hospitals (Table 1; see Multimedia Appendix 1).

Stage 7 of EMRAM requires the development of EHR-derived centralized data warehouses along with extensive analytic infrastructure by hospitals. Although the need for data analytics has grown tremendously among health care providers over the last decade [44], the value of such efforts is not clear for all types of hospitals [17]. On one end of this spectrum, academic medical centers and integrated or value-based delivery systems have realized the need for advanced analytics to push forward with their academic research agenda and quality improvement efforts, hence, accepting or planning for the development of centralized EHR-derived data warehouses. However, on the other end of this spectrum, with fewer internal incentives, smaller critical access and rural or community hospitals may not see the added value of investment in developing complex and often expensive EHR-derived data warehouses, unless the EHR vendors offer it as part of their basic or routine updates without additional charges (eg, EHR vendors attempting to keep their market share). The lack of immediate need for advanced EHR-derived analytics should be further investigated as a potential factor in impeding the attainment of EMRAM’s Stage 7 among underresourced hospitals.

Another major milestone of EMRAM’s Stage 7 for EHR maturation is the interoperability of EHRs among health care providers as well as integration of EHRs with local and regional health information exchanges (Table 1). The challenge of achieving wide interoperability in the health care sector, including hospitals, is a well-known fact, and a variety of causes have been studied (eg, lack of clear guidelines in the MU program) [7,45]. The federal government has extensively persuaded health care providers to adopt interoperability by providing roadmaps and facilitating the development and adoption of new information exchange standards [46]; however, hospital-based EHRs are still largely not interoperable with other settings [45,47,48]. Not reaching Stage 7 of EHR maturity by 2035 is concerning as the continued lack of interoperability may adversely affect patient safety, clinical outcomes, and population health management efforts [48,49]. Future studies should investigate and measure the levels of EHR interoperability among US hospitals and attempt to identify internal and external factors that may impede them from reaching—or drive them to reach—the highest EMRAM score. In addition, hospitals have varying level of capital assets, resources, and IT-driven mindsets that may lead to different adoption patterns of EHR functionalities. Future research should also investigate and discover EHR maturation patterns that are unique to specific hospital groups.

Limitations

**Theoretical**

Bass model [35] has been used to forecast technology diffusion in a variety of scientific domains [50-52]. The model positions the adoption of technology as either focused on consumers’ replacement of existing products or the adoption of a new technology [34,53]. Furthermore, the more recent Bass “BB-01 Generations” analytic framework, which was used in this study, can be used to model the technological diffusion rates for repeated adoptions where customers upgrade a product as it undergoes rapid technological improvements [35]. However, similar to other simulation studies, the theoretical limits of the Bass model also limit the validity of the results and, consequently, the generalizability of the study [54].

**Assumptions**

We assumed no change in future policies or external factors that may affect EHR functionality advancements or health IT
adoption generally (eg, no new MU incentives; stable EHR market for hospital settings) [55]. New health IT policies may change the adoption rate of new EHR functionalities, specifically when incentives are directed for hospitals that are predicted to not achieve the higher stages of EHR maturation [43,56]. Therefore, the findings of this study should be interpreted within the limits of these assumptions and should be updated regularly when new EMRAM data becomes available after the roll out of such policies (eg, Centers for Medicare and Medicaid policies) [57]. Nonetheless, the likelihood of an exogenous factor supporting and reinforcing the adoption of advanced EHR functions is higher than that of a factor demoting the adoption of such functions (eg, more affordable IT infrastructure such as cloud-based EHRs).

**Data Source**

EMRAM does not include EHR adoption data for 2004 and 2005 when health IT policies started to take effect [7]. As this study used data starting in 2006, we could not observe some of the early dynamics that were derived from policies enacted before 2006. Furthermore, this study relies on the definitions and order of stages as defined by HIMSS Analytics in EMRAM (Table 1). Future studies can explore the impact on EHR functionality forecasts if some of these stages were collapsed into fewer categories, if external datasets are merged and used (eg, American Hospital Association’s IT survey) [58], or if new methods are applied to break down the challenges of adopting EHRs into more refined internal or external factors [18].

**Setting**

This study only focuses on inpatient hospital settings and excludes the potential effect of EHR adoption trends in outpatient setting on hospitals. Future studies should investigate the interaction regarding adopting new EHR functionalities between inpatient and outpatient settings [59] (eg, hospitals joining a value-based network may require adopting new EHR functionalities such as higher interoperability with other participating health care providers).

**Conclusion**

This study sought to examine when more advanced features of EHRs will be adopted by US hospitals. Using the HIMSS EMRAM data and Bass diffusion models, we were able to forecast the adoption of EHR capabilities from a paper-based environment (Stage 0) to an environment where only electronic information is used to document and direct care delivery (Stage 7). According to the forecast, the majority of hospitals will not reach Stage 7 of EHR maturity by 2035, given that there are no major policy changes.
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Abstract

Background: Web-based physician reviews are invaluable gold mines that merit further investigation. Although many studies have explored the text information of physician reviews, very few have focused on developing a systematic topic taxonomy embedded in physician reviews. The first step toward mining physician reviews is to determine how the natural structure or dimensions is embedded in reviews. Therefore, it is relevant to develop the topic taxonomy rigorously and systematically.

Objective: This study aims to develop a hierarchical topic taxonomy to uncover the latent structure of physician reviews and illustrate its application for mining patients’ interests based on the proposed taxonomy and algorithm.

Methods: Data comprised 122,716 physician reviews, including reviews of 8501 doctors from a leading physician review website in China (haodf.com), collected between 2007 and 2015. Mixed methods, including a literature review, data-driven-based topic discovery, and human annotation were used to develop the physician review topic taxonomy.

Results: The identified taxonomy included 3 domains or high-level categories and 9 subtopics or low-level categories. The physician-related domain included the categories of medical ethics, medical competence, communication skills, medical advice, and prescriptions. The patient-related domain included the categories of the patient profile, symptoms, diagnosis, and pathogenesis. The system-related domain included the categories of financing and operation process. The F-measure of the proposed classification algorithm reached 0.816 on average. Symptoms (Cohen $d=1.58$, $\Delta u=0.216$, $t=229.75$, and $P<.001$) are more often mentioned by patients with acute diseases, whereas communication skills (Cohen $d=-0.29$, $\Delta u=-0.038$, $t=-42.01$, and $P<.001$), financing (Cohen $d=-0.68$, $\Delta u=-0.098$, $t=-99.26$, and $P<.001$), and diagnosis and pathogenesis (Cohen $d=-0.55$, $\Delta u=-0.078$, $t=-80.09$, and $P<.001$) are more often mentioned by patients with chronic diseases. Patients with mild diseases were more interested in medical ethics (Cohen $d=0.25$, $\Delta u=0.039$, $t=8.33$, and $P<.001$), operation process (Cohen $d=0.57$, $\Delta u=0.060$, $t=18.75$, and $P<.001$), patient profile (Cohen $d=1.19$, $\Delta u=0.132$, $t=39.33$, and $P<.001$), and symptoms (Cohen $d=1.91$, $\Delta u=0.274$, $t=62.82$, and $P<.001$). Meanwhile, patients with serious diseases were more interested in medical competence (Cohen $d=-0.99$, $\Delta u=-0.165$, $t=-32.58$, and $P<.001$), medical advice and prescription (Cohen $d=-0.65$, $\Delta u=-0.082$, $t=-21.45$, and $P<.001$), financing (Cohen $d=-0.26$, $\Delta u=-0.018$, $t=-8.45$, and $P<.001$), and diagnosis and pathogenesis (Cohen $d=-1.55$, $\Delta u=-0.229$, $t=-50.93$, and $P<.001$).

Conclusions: This mixed-methods approach, integrating literature reviews, data-driven topic discovery, and human annotation, is an effective and rigorous way to develop a physician review topic taxonomy. The proposed algorithm based on Labeled-Latent Dirichlet Allocation can achieve impressive classification results for mining patients’ interests. Furthermore, the mining results reveal marked differences in patients’ interests across different disease types, socioeconomic development levels, and hospital levels.

(J Med Internet Res 2018;20(8):e254) doi:10.2196/jmir.8868
Introduction

Background

With the popularity of the internet, more and more people search Web-based information when they make decisions regarding health care providers. Among those sources, Web-based physician reviews are most frequently cited. Physician review websites (PRWs) permit patients and third-party reviewers to grade both physicians and hospitals in popular Web-based forums. Therefore, Web-based physician reviews reduce uncertainty surrounding the experience and serve as a valuable source of information for patients making choices [1-3]. Examples of PRWs include Healthgrades.com [4], Vitals.com [5], RateMDs.com [6], and a host of smaller, less-organized websites. Despite the subjectivity of evaluations in the reviews, Web-based reviews are an important source of Web-based information because they are perceived as more reliable and trustworthy than traditional information sources [7]. In addition, the Web-based physician review not only provides valuable information for patients who want to make a wise choice among health care providers but also provides some insights into physicians and hospitals who intend to improve their services in the future [1,8]. In summary, Web-based physician reviews are invaluable gold mines that merit further investigation [2,8,9].

Literature Review

Most extant studies on physician reviews only use numeric variables, such as volume (number of reviews) and valence (rating score), in their empirical analysis and fail to consider the information in the review text; for example, Hao [10] examined the development of the Web-based doctor review practice in China, focusing on the number of doctors and specialty areas available for Web-based review, the number of Web-based reviews for these doctors, the specialty areas where doctors are more likely to be reviewed, and the quantitative rating score distribution. Li et al [11] examined how the proportion and position of negative reviews on such websites influence readers’ willingness to choose the reviewed physician and found that an increase in the proportion of negative reviews led to a reduced willingness to use the physician’s services. In addition, a primacy effect was found for negative reviews, such that readers were less willing to use the physician’s services when negative reviews were presented before the positive reviews. Yang et al [1] explored the effect of the patient- and system-generated information on patients’ Web-based searches, evaluations, and decisions, suggesting that the positive patient- and system-generated information on physicians’ service quality positively impacted patients’ reactions at different stages. Moreover, they found that synergies between the patient-generated and the system-generated information positively associated with patients’ decisions to consult a physician.

However, the information from numeric ratings is very limited compared with the whole review text, leading to a substantial loss of valuable information. The description of a medical consultation is multifaceted [12]. Therefore, a single number, such as a rating score of satisfaction or attitude, might not be adequate for patients to identify entire information relevant to physician choice. In addition, Web-based rating scores may not accurately capture or serve as a proxy for the physician quality. Recently, Daskivich et al [13] indicated that Web-based ratings of specialist physicians fail to predict objective measures of the quality of care or peer assessment of the clinical performance. Furthermore, Web-based ratings tend to be exaggerated at the upper or lower ends of the quality spectrum [14]. Therefore, recent studies on physician reviews focused more on the rich information embedded in the review text; for example, Hao and Zhang [9] automatically extracted hidden topics from Web-based physician reviews using text mining techniques to examine what Chinese patients said about their doctors and whether these topics differ across various specialties. Hao et al [15] compared the positive and negative reviews of obstetrics and gynecology doctors from the two most popular Web-based doctor rating websites in the United States and China. Grabner-Kräuter and Waiguny [2] explored how certain characteristics of physician reviews affected the evaluation of the review and users’ attitude toward the rated physician and suggested a positive main effect of the number of reviews as well as an interaction effect with the style of the review. If the physician received only a few reviews, fact-oriented reviews induced a more favorable attitude toward the physician compared with emotional reviews; however, there was no such effect when the physician received many reviews. Lockie et al [16] investigated which textual and content elements were related to the perceived usefulness of Web-based reviews for doctors (general practitioners) and indicated that reviews with a more narrative or experiential style were generally perceived as more useful than more fact-based or very short reviews.

The prior research most related to this study is Hao and Zhang [9], in which authors extracted hidden topics from Web-based physician reviews using the Latent Dirichlet Allocation (LDA). However, there are several differences between this study and that by Hao and Zhang [9]. First, in the study conducted by Hao and Zhang [9], only the data-driven approach was used to derive the topics. However, in this study, we use a mixed-methods approach consisting of a literature review, data-driven-based topic discovery, and human annotation approaches to rigorously and systematically develop a physician review taxonomy. Second, there is no theoretical basis in the study conducted by Hao and Zhang [9]. In this study, Maslow’s hierarchy of needs theory [17] is used to build a theoretical framework to guide the research questions and the whole paper.

Third, only LDA is used in the study conducted by Hao and Zhang [9]. In this study, both LDA and labeled-LDA are used. As an unsupervised machine-learning approach, LDA is used to find the initial topics embedded in the reviews, whereas labeled-LDA, as a semisupervised machine-learning approach, is used to classify the reviews into topics. Fourth, Hao and Zhang [9] made a comparison across 4 specialty areas (ie, internal medicine, surgery, obstetrics-pediatric, and Chinese medicine); in this study, all specialty-related information was grouped into 1 category named medicine.
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Research Questions

In this study, we are first interested in developing a systematic topic taxonomy embedded in the physician reviews. Although many studies have explored the text information of physician reviews, very few have focused on developing a systematic topic taxonomy embedded in the physician reviews. Web-based physician reviews are multifaceted in nature. Without such a topic taxonomy, the findings of the physician review text mining research are hard to compare directly. Hence, the first step toward mining physician reviews is to determine how the natural structure or dimension is embedded in reviews. Of note, extant studies that involve physician review topics are ad hoc in nature. There is a lack of research that develops the topic taxonomy in a rigorous and systematic manner. Therefore, the first research question is proposed as follows:

RQ1: What topics are embedded within the Web-based physician review?

Second, patients’ interests and needs may not be universal across different disease types and hospital levels. According to Maslow’s hierarchy of needs theory [17], low-level needs, such as physiological requirements and safety, must be satisfied before high-level needs, such as self-fulfillment, are pursued. When a need is mostly satisfied, it no longer motivates, and the next higher need takes its place. Therefore, some topics that reflect low-level needs should be important for low-level hospitals, and some other topics that reflect high-level needs should be important for high-level hospitals. Hence, in this study, we are further interested in investigating different interests and needs of different patients. Therefore, the second research question is proposed as follows:

RQ2: Do different patients have different interests and needs? If so, how do their interests and needs differ across different disease types and hospital levels?

In summary, we aim to develop a hierarchical topic taxonomy to uncover the latent structure of physician reviews and illustrate its application for mining patients’ interests based on the proposed taxonomy and algorithm in this study.

Data

In this study, we focus on a leading Web-based PRW, “Good Doctor” (haodf.com [18]), in China. China has its own hospital categorization system. According to the facilities and technique strength, Chinese hospitals are classified into three levels, with the A-level being the best and the C-level the worst. A-level hospitals have the best physicians and medical equipment; these not only provide specialized medical services but also undertake many teaching and research tasks. However, C-level hospitals focus on mass coverage and only provide basic medical services for community members.

The website haodf.com [18] was set up to help Chinese consumers to find good and appropriate specialists for their health care problems based on Web-based reviews [10]. As of July 2017, the platform had 507,365 registered doctors and 2,745,304 physician reviews. The physicians who received reviews on haodf.com [18] cover all major specialty areas. Because haodf.com [18] was designed to find good doctors, more physicians are from high-level hospitals (eg, A-level hospitals) than low-level hospitals (eg, C-level hospitals), especially from the largest and most famous hospitals in Beijing and Shanghai. Anyone who visited a physician can write a review on the website. The review process is anonymous because the website masks the reviewers’ username. Other personal information about reviewers is also unavailable to the public. In addition, reviewers can voluntarily disclose their sociodemographic information and health status. Similar to other health rating systems, such as healthgrades.com [4], users are allowed to rate a physician with scores and comments. Writing a review is voluntary. For more information about the development of Web-based physician reviews in China and haodf.com [18], please refer to the analysis of Hao [10].

A total of 122,716 physician reviews of 8501 doctors from haodf.com [18] were collected by a Web spider. The dataset covers the most frequently reviewed top 9 diseases (diabetes, gastric cancer, hypertension, hyperthyroidism, infantile diarrhea, infantile pneumonia, infertility, influenza, and liver cancer) from 2007 to 2015 on the website; this distribution is different from that of Western countries. For example, the incidence rates for liver and gastric cancer are higher in China than those in the United States [19]. Table 1 summarizes the descriptive statistics information for the review data.

Table 1. Descriptive statistics of the review data.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Reviews (N=122,716), n (%)</th>
<th>Doctors (N=10,764), n (%)</th>
<th>Reviews per physician</th>
<th>Average length per review (words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infertility</td>
<td>71,556 (58.31)</td>
<td>3573 (33.19)</td>
<td>20.0</td>
<td>444</td>
</tr>
<tr>
<td>Infantile pneumonia</td>
<td>21,839 (17.80)</td>
<td>2148 (19.96)</td>
<td>10.2</td>
<td>435</td>
</tr>
<tr>
<td>Infantile diarrhea</td>
<td>711 (0.60)</td>
<td>275 (2.60)</td>
<td>2.6</td>
<td>499</td>
</tr>
<tr>
<td>Influenza</td>
<td>1796 (1.46)</td>
<td>643 (6.00)</td>
<td>2.8</td>
<td>408</td>
</tr>
<tr>
<td>Hyperthyroidism</td>
<td>3028 (2.47)</td>
<td>872 (8.10)</td>
<td>3.5</td>
<td>383</td>
</tr>
<tr>
<td>Diabetes</td>
<td>20,849 (16.99)</td>
<td>2627 (24.41)</td>
<td>7.9</td>
<td>360</td>
</tr>
<tr>
<td>Liver cancer</td>
<td>1679 (1.37)</td>
<td>288 (2.70)</td>
<td>5.8</td>
<td>569</td>
</tr>
<tr>
<td>Gastric cancer</td>
<td>1053 (0.86)</td>
<td>231 (2.20)</td>
<td>4.6</td>
<td>560</td>
</tr>
<tr>
<td>Hypertension</td>
<td>205 (0.20)</td>
<td>107 (1.00)</td>
<td>1.9</td>
<td>369</td>
</tr>
</tbody>
</table>
Methods

Framework

Figure 1 shows the proposed methodology to discover the hidden topics and build the taxonomy. The framework consists of three major steps as follows: summarizing topics from the literature; discovering hidden topics using a data-driven approach; and finalizing the topic taxonomy with human annotations.

Step 1: Literature Review

The literature was reviewed to determine the initial topic taxonomy. We used 5 investigators to search the MEDLINE, EBSCO, and Web of Science databases with keywords “physician review topic,” “physician review,” “doctor review,” “topic taxonomy,” and “topic dimension” between 2013 and 2016. A total of 65 papers were found. Then, each investigator scored 65 papers on the relevance, 5 being the robust score and 1 being the weakest score. In addition, a paper was considered relevant if it included a taxonomy developed from the physician reviews. The agreement between any two investigators on the relevance score ranged from 0.6 to 0.81. Finally, we ranked the papers based on the score. After scoring each paper, we identified 7 relevant papers whose scores were >20 [20-26]. The 7 papers were carefully reviewed to identify the potential topics. Table 2 summarizes the topics identified (topics with different names but the same meaning were combined). The topics listed in Table 2 provided a good starting point to build the final topic taxonomy and helped to interpret the output of the LDA algorithm in step 2. As will be discussed later, the identified topics might be classified into 3 domains or high-level categories, including physician-related categories, patient-related categories, and system-related categories.

Step 2: Data-Driven Analysis

The data-driven approach uses the LDA algorithm to explore the hidden topics among physician reviews. The approach consists of the following 2 steps.

Text Preprocessing

The preprocessing consists of several steps such as word segmentation, part-of-speech tagging, word stopping, and word replacement. Because the physician reviews are downloaded from a Chinese website and the Chinese words are not delimited, word segmentation is a necessary step. In this study, HanLP [27] was used to segment the Chinese text into a vector of words. HanLP provides part-of-speech tagging for each output token. Only meaningful phrases, such as nouns, verbs, adjectives, and adverbs, are retained after word segmentation. Therefore, the whole sentence is transformed into a vector with meaningful phrases.

Figure 1. Framework for the development of the physician review topic taxonomy.
Table 2. Physician review topics identified from the literature with related descriptions and references.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Description and reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician knowledge and skill</td>
<td>• Physician knowledge [20-23]</td>
</tr>
<tr>
<td></td>
<td>• Professional competence [21-23]</td>
</tr>
<tr>
<td></td>
<td>• Satisfaction with treatment [24]</td>
</tr>
<tr>
<td>Medical ethics (relational conduct)</td>
<td>• Friendliness and caring attitude [24]</td>
</tr>
<tr>
<td></td>
<td>• Interpersonal style [21-23]</td>
</tr>
<tr>
<td></td>
<td>• Punctuality [20,25]</td>
</tr>
<tr>
<td></td>
<td>• Time spent with the patient [24]</td>
</tr>
<tr>
<td>Medicine and advice</td>
<td>• Information and advice [24]</td>
</tr>
<tr>
<td></td>
<td>• Medicine and Pain control [26]</td>
</tr>
<tr>
<td>Communication</td>
<td>• Communication attributes [22,24]</td>
</tr>
<tr>
<td></td>
<td>• Communication with patients [25]</td>
</tr>
<tr>
<td></td>
<td>• Communication with doctors [26]</td>
</tr>
<tr>
<td>Environment</td>
<td>• Environment [26]</td>
</tr>
<tr>
<td></td>
<td>• Condition and equipment of a doctor’s office [25]</td>
</tr>
<tr>
<td>Business process</td>
<td>• Appointment [25]</td>
</tr>
<tr>
<td></td>
<td>• Availability and accessibility [22]</td>
</tr>
<tr>
<td></td>
<td>• Other Staff [20,26]</td>
</tr>
<tr>
<td></td>
<td>• Responsiveness [26]</td>
</tr>
<tr>
<td></td>
<td>• Systems issues [21,23,26]</td>
</tr>
<tr>
<td>Financing</td>
<td>• Cost of medical advice [22]</td>
</tr>
<tr>
<td></td>
<td>• Financing [26]</td>
</tr>
</tbody>
</table>

Another important step in preprocessing is word replacement. There are two reasons for word replacement. First, a synonym, a word having the same or nearly the same meaning as another word. Synonyms make the meaning more difficult to capture because the same meaning might have different forms. Synonyms are identified with the help of a synonym thesaurus (Harbin Institute of Technology IR-Lab Tongyici Cilin [28]). Second, to increase the number of instances for some named entities, such as body temperature, age, number, height, weight, and so on. For example, both 39°C and 40°C may refer to the body temperature. Therefore, we replaced them with the same special symbol, such as #BODY_TEMPERATURE#, to increase the number of cases for body temperature. Furthermore, a rule-based name entity recognition task was performed to recognize the important entities of the MUC-7 (Message Understanding Conference-7) framework, such as date, location, money, organization, percentage, person, and time [29].

Explorative Topic Discovery

Topic modeling was used to explore the hidden structure of physician review texts. Topic modeling is a type of statistical model for discovering the abstract “topics” that occur in a collection of documents. In this study, LDA was used as the tool for topic discovery [30,31]. LDA is a generative statistical model that allows sets of observations to be explained by unobserved categories that explain why some parts of the data are similar; for example, if observations are words collected into documents, LDA posits that each document is a mixture of a small number of topics and that each word’s creation is attributable to one of the document’s topics. In LDA, each document may be viewed as a mixture of various topics, where each document is considered to have a set of topics that are assigned to it via LDA. Moreover, a piece of text is generated as random mixtures over latent topics, where each topic is characterized by a distribution over words. LDA has been widely used to explore topics from the medical text [32-34].

An important question in LDA (and perhaps, for most cluster algorithms) is to determine the best number of categories (or clusters). In this study, the perplexity was used to determine the best category number. The perplexity measures the predictive power of competing models in language modeling. For a collection D of M reviews, the per-word perplexity is defined as:

\[
\text{perplexity} = \exp \left( \frac{-\sum_{m=1}^{M} \log p(w_m)}{M} \right)
\]

The perplexity can be understood as the predicted average number of equally likely words in certain positions, and it is a monotonically decreasing function of the log-likelihood [35,36]. Therefore, a lower perplexity over a held-out text means a higher log-likelihood, that is, better predictive performance. Figure 2 presents the predictive power of the LDA model in terms of the per-word perplexity for different numbers of topics.
As shown in Figure 2, the perplexity monotonically decreases with an increase in the number of topics, eventually tending to converge to a fixed value. Therefore, a higher number of topics is more preferred than a lower number. However, LDA often learns some topics that are difficult to interpret, and the model provides no tools for tuning the generated topics to suit an end-use application, even when time and resources exist to provide document labels. It is very difficult to interpret the medical or managerial meaning if the topic number is too large. Thus, there should be a balance between the perplexity and the interpretability. In this study, we chose the number of topics to be 30 because we observed that the perplexity decreases much more slowly when the topic number is >30. Table 3 provides the results of 30 identified topics; each topic is represented by a group of keywords. In addition, Table 3 provides the interpretation for each topic.

**Step 3: Human Annotation**

After the data-driven approach for topic discovery, a human annotation was performed to finalize the topic taxonomy [37,38]. The topics identified from the literature (shown in Table 2) and the data (shown in Table 3) provided an initial topic taxonomy. We independently employed 10 graduate students who majored in information systems as coders to annotate 500 reviews each. They were asked to try to classify each review into the topics identified either in Table 2 or Table 3. Before the annotation started, they were asked to read another 200 reviews to familiarize themselves with the text. In addition, a training session was introduced to make sure each coder understood the meanings of the topics. When they encountered a review that could not be included in any previously identified topic, a new topic was created [39]. In this phase, the patient profile (PP) was created. Because each review was coded by 3 annotators, the discrepancies among the 3 coders were discussed until all conflicts were resolved. The agreement between any 2 coders on their initial review ranged from 0.6 to 0.81. After human annotation, some topics with similar content but different names (eg, topics 22 and 28 in Table 3) were combined. Table 4 presents the final topic taxonomy; it is a hierarchical taxonomy consisting of 3 high-level categories, namely physician-related categories, system-related categories, and patient-related categories. In addition, the explanations, keywords, and examples for each subtopic are provided.

**Automatic Topic Classification Algorithm**

In this study, labeled-LDA was used to classify review texts into topics identified in the previous section. Labeled-LDA is a generative model for multitask corpora [40]. As a natural extension of both LDA (by incorporating supervised learning methods) and multinomial naïve Bayes (by incorporating a mixture model), it performs well in solving the problem of topic identification in multilabeled texts with improved interpretability over LDA. The competitive advantage of labeled-LDA over a strong baseline discriminative classifier, such as a support vector machine, on multilabel text classification tasks has been validated by previous studies [40]. Multimedia Appendix 1 provides further details about labeled-LDA.
<table>
<thead>
<tr>
<th>Topic</th>
<th>Keywords</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic 1</td>
<td>mood, confidence, from the heart, prospect, encourage, comfort, warm, relax, pressure, psychological distress, kind</td>
<td>Physician knowledge and skill (positive treatment evaluation)</td>
</tr>
<tr>
<td>Topic 2</td>
<td>state of an illness, patience, treatment, asking patients questions, carefully, detailed asking, serious and responsible, situation, interpretation, diagnosis, explain</td>
<td>Communication (asking and listening)</td>
</tr>
<tr>
<td>Topic 3</td>
<td>thanks, age, mother, daughter, health, son, sincerely, help, opportunity, once again, baby</td>
<td>Physician knowledge and skill (thanks for the positive results)</td>
</tr>
<tr>
<td>Topic 4</td>
<td>operate, success, test tube baby, transplant, eggs, failure, artificial insemination, thanks, natural, embryo, give up</td>
<td>Therapeutic schedule</td>
</tr>
<tr>
<td>Topic 5</td>
<td>thanks, work, a good man, grateful to, happiness, smooth life, health, express, family, wish, blessing</td>
<td>Physician knowledge and skill (thanks and positive results)</td>
</tr>
<tr>
<td>Topic 6</td>
<td>treatment, effect, symptoms, disease, obvious, turn for the better, combined therapy of Chinese and Western medicine, cure, ease one’s pain, acupuncture</td>
<td>Physician knowledge and skill (treatment effect)</td>
</tr>
<tr>
<td>Topic 7</td>
<td>at that time, in the heart, tell, really, no, worry about, know, be afraid of, nervous, feeling, happy</td>
<td>Communication (asking and listening)</td>
</tr>
<tr>
<td>Topic 8</td>
<td>good, no, online, really, more, looking for, give it a try, want, evaluation, have a try, experts</td>
<td>Business process (make an appointment)</td>
</tr>
<tr>
<td>Topic 9</td>
<td>see a doctor, successful, methods, treatment, hyperthyroidism, normal, indicators, drug, test, take the medicine, advice</td>
<td>Therapeutic schedule</td>
</tr>
<tr>
<td>Topic 10</td>
<td>good, attitude, better, special, patience, medical skill, kind, satisfaction, curative effect, technology, rare</td>
<td>Medical ethics (Relational conduct)</td>
</tr>
<tr>
<td>Topic 11</td>
<td>patient, time, experts, compare, need to do, experience, feeling, think, go to a doctor, trust, choose</td>
<td>Business process (make an appointment)</td>
</tr>
<tr>
<td>Topic 12</td>
<td>Traditional Chinese Medicine, toning your body, medicine, effect, Western medicine, proprietary Chinese medicine, drink, how long, adhere to, body</td>
<td>Medicine</td>
</tr>
<tr>
<td>Topic 13</td>
<td>check, operation, B ultrasound, report, inspection result, problem, reexamination, advice, test, draw blood, requirements</td>
<td>Medical examination</td>
</tr>
<tr>
<td>Topic 14</td>
<td>pregnancy, age, conceive, no, get married, treatment, infertility, friend, thank you, check, sperm</td>
<td>Disease symptoms (eg, infertility)</td>
</tr>
<tr>
<td>Topic 15</td>
<td>see a doctor, every time, time, patient, looking for, good, body, every day, disease, often, pay attention to</td>
<td>Medical ethics</td>
</tr>
<tr>
<td>Topic 16</td>
<td>surgery, in the hospital, out of the hospital, restore, thank you, treatment, arrange, excision, time, team, admitted to hospital</td>
<td>Business process (responsiveness, ward management)</td>
</tr>
<tr>
<td>Topic 17</td>
<td>patients, patience, problem, consulting, explain, thank you, touch, outpatient service, reply, online, encounter</td>
<td>Communication (explaining)</td>
</tr>
<tr>
<td>Topic 18</td>
<td>surgery, laparoscopic, the fallopian tubes, uterus, imaging, hysteroscopy, lining, found, uterine fibroids, adhesion, cyst</td>
<td>Therapeutic schedule</td>
</tr>
<tr>
<td>Topic 19</td>
<td>looking for, see a doctor, better, disease, attitude, good, introduce, friend, effect, cure</td>
<td>Physician knowledge and skill (treatment effect)</td>
</tr>
<tr>
<td>Topic 20</td>
<td>menstruation, pregnancy, follicles, ovulation, normal, monitoring, abortion, ovary, hormone, stimulate ovulation</td>
<td>Disease symptoms (eg, infertility)</td>
</tr>
<tr>
<td>Topic 21</td>
<td>hope, good, believe, really, feeling, confidence, better, best, think, as soon as possible, must be</td>
<td>Physician knowledge and skill (treatment effect, confidence)</td>
</tr>
<tr>
<td>Topic 22</td>
<td>cough, pneumonia, catch a cold, have a fever, how long, infusion, medicine, take the medicine, age, take an injection, turn for the better</td>
<td>Disease diagnosis (eg, infantile pneumonia and influenza)</td>
</tr>
<tr>
<td>Topic 23</td>
<td>medicine, prescribing, take the medicine, no, expensive, effect, cheap, capsule, disorderly, prescribe medicine disorderly, test</td>
<td>Medicine and prescribing</td>
</tr>
<tr>
<td>Topic 24</td>
<td>ask questions, do not, no, problem, impatient, want, speak, directly, medical records, to see a doctor, why</td>
<td>Communication (listening and explaining)</td>
</tr>
<tr>
<td>Topic 25</td>
<td>medical skill, medical ethics, noble, patients, good, exquisite, technology, worth, amiable, trust, enthusiasm</td>
<td>Physician skill and medical ethic</td>
</tr>
</tbody>
</table>
The corpus annotated in the last section was used to provide supervised information for labeled-LDA. The output was the word distribution for each topic as well as the topic distribution for each physician review. Multimedia Appendix 2 shows the top words learned by labeled-LDA (the Chinese words were translated into English). Each topic was illustrated using a word cloud map, in which the font size was proportional to the probability of the word occurring in the topic.

**Algorithm Evaluation**

An evaluation was performed to estimate the performance of the proposed algorithm. The blind test bed consisted of 200 reviews covering all 9 diseases mentioned above. The algorithm output was compared with the human annotation results. Because the output of labeled-LDA was a distribution over all topics, we decided to label a topic only when its probability was higher than $1/L$ ($L$ is the number of topics).

Table 5 presents the evaluation results. Precision, recall, and $F$-measure were used as the evaluation metrics [41]. Precision answers the following question:

Given all retrieved responses, what is the probability that the retrieved responses are relevant?

Recall answers the following question:

Given all relevant responses, what is the probability that the relevant responses are retrieved?

For classification tasks, the terms true positives ($tp$), true negatives ($tn$), false positives ($fp$), and false negatives ($fn$) compare the results of the classifier under test with trusted external judgments. The terms positive and negative refer to the classifier’s prediction (sometimes known as the expectation), and the terms true and false refer to whether that prediction corresponds to the external judgment (sometimes known as the observation). Precision and recall are then defined as:

Because precision and recall are inversely related, the $F$-measure (also known as $F$-score) was used to evaluate the trade-off between them. In this case, an unweighted $F$-score was used. The unweighted $F$-score is the harmonic mean of precision and recall and is defined as:

As shown in Table 5, the algorithm achieved impressive results with an average $F$-measure of 0.816 and with the highest score for hypertension (0.904) and the lowest score for infertility (0.682).
Table 4. The taxonomy of Web-based physician reviews (final).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Subtopic: Medical ethics</th>
</tr>
</thead>
</table>
|                                      | **Explanation**  
|                                      | Physician’s interpersonal manners and behaviors perceived in the patient-physician interaction, including politeness, decency, patient participation in the treatment process, caring, listened to, understood, taken seriously. |
|                                      | **Keywords**  
|                                      | Kind, good, attitude, medical ethics, patient, considerate, noble, careful, polite, show a patient every consideration, respect, indifference, pressing, unfriendly |
|                                      | **Examples**  
|                                      | 1. This doctor always gets to the treatment room on time and treats me with good manners. |
|                                      | 2. At one point, our family member had inappropriate bleeding from several sites on the body which (a doctor) dismissed as unimportant. Eventually we were able to convince other people in the intensive care unit to take care of the situation. |
|                                      | **Original topic**  
|                                      | LDA^4 topic: 10, 15, 25, 26 |
|                                      | **Frequency (n)**  
|                                      | 2592 |
|                                      | **Subtopic: Medical competence**  
|                                      | **Explanation**  
|                                      | Patient’s perceptions of the doctor’s competence, experience and knowledge, including accuracy of the diagnostic process and treatment, safe practices or outcomes, observations of missed or correct care, and pain control. |
|                                      | **Keywords**  
|                                      | Good, medical skill, curative effect, turn for the better, improved significantly, high degree of medical skill, recovered, exacerbation, aggravation |
|                                      | **Examples**  
|                                      | 1. His medical skill is so superb that I was soon discharged from the hospital. |
|                                      | 2. Doctor Lin is very knowledgeable. He provided me with alternative treatment plans. |
|                                      | **Original topic**  
|                                      | LDA topic: 1, 3, 5, 6, 19, 21, 25, 30 |
|                                      | **Topic from the literature:** Medical ethics (Relational conduct) |
|                                      | **Frequency (n)**  
|                                      | 2391 |
|                                      | **Subtopic: Medical advice and prescription**  
|                                      | **Explanation**  
|                                      | The treatment solution given by a physician. It also includes the side effects of medications and treatments. |
|                                      | **Keywords**  
|                                      | Treatment, drug, antibiotics, surgery, insulin, take the medicine, injection, oral drugs, infusion, azithromycin, chemotherapy |
|                                      | **Examples**  
|                                      | 1. Doctor Wang gave Gemcitabine, 5-fluorouracil for the treatment and explained it in detail in view of the different symptoms. |
|                                      | 2. I did not get fat. My body shape is normal. No other side effects. |
|                                      | **Original topic**  
|                                      | LDA topic: 4, 9, 12, 18, 23 |
|                                      | **Topic from the literature:** Physician knowledge and skill |
|                                      | **Frequency (n)**  
|                                      | 1910 |
|                                      | **Subtopic: Communication skills**  
|                                      | **Explanation**  
|                                      | Communication skills such as listening skills, asking skills and explaining skills. Make sure the patient is understood and address each patient’s question well. |
|                                      | **Keywords**  
|                                      | Patiently answering question, explicate, cannot understand, do not get it, state of illness, problem, ask, detailed, explain, urge again and again, enjoin, analyze |
|                                      | **Examples**  
|                                      | What doctor Wang said was easily understood. He will patiently explain what you do not understand. |
|                                      | **Original topic**  
|                                      | LDA topic: 2, 7, 17, 24, 27 |
|                                      | **Topic from the literature:** Communication |
|                                      | **Frequency (n)**  
|                                      | 2133 |
|                                      | **System-related topics**  
|                                      | **Subtopic: Financing**  
|                                      | **Explanation**  
|                                      | The price for similar services, confusion about billing issues, the stress of dealing with billing departments and unexpected out-of-pocket costs. |
|                                      | **Keywords**  
|                                      | Expenses, money, expensive, spend money, cheap, registration fee, waste money, inexpensive, difference, price, expenses for medicine, affordable price |
### Subtopic: Operation process

**Explanation**
Discharge information, responsiveness, clinical environment and equipment, and make an appointment. Discharge information allows patients to report their feeling and experiences related to discharge, such as perceived diagnostic errors and revisits to the emergency department. Responsiveness paid attention to whether the physician was accessible when needed or not, such as when seeking emergency department care or immediate care, when the primary doctor is unavailable. Clinical environment and equipment focus on patients’ perception of the comfort of the environment of the hospital, quality and scarcity of equipment, and efficiency.

**Keywords**
Difficult, make an appointment, see a doctor, flow, service, ward, consulting, wait in line, beds, reexamination, need to be, out of the hospital, online consulting

**Examples**
After I got out of the hospital, doctor Liu called me several times. I told him my recent conditions. It took a long time before the ambulance reached the hospital. Fortunately, the doctors rescued the little boy from the jaws of death. I was very comfortable in the emergency room because at least one expert was on duty every night who regularly checked the patients. The doctor’s office was clean, and the hospital was not crowded. I was comfortable.

**Original Topic**
LDA topic: 8, 11, 13, 16, 29
Topic from the literature: Environment, Business process

**Frequency (n)**
1934

### Patient-related topics

#### Subtopic: Patient profile

**Explanation**
Patient’s demographic information, including age, sex, address, occupation, diet, hobbies, etc

**Keywords**
Gender, height, age, born, weight, address, habits, allergic, hair

**Examples**
My aunt feels uncomfortable. She is 60 years old.

**Original Topic**
Human annotation

**Frequency (n)**
2339

#### Subtopic: Symptom

**Explanation**
Symptom changes and sign changes. Symptom changes refer to subjective discomfort, abnormal feelings, and obvious pathological changes. Sign changes refer to the anomalous changes which could be diagnosed with objective tools.

**Keywords**
Cough, symptoms, transfer, have a fever, abnormal, virus, high blood pressure, diarrhea, serious, catch a cold, thin, swelling, lymph node, bloodshot

**Examples**
I have flu-like symptoms, for example, headache, cough, fever and rhinorrhea.

**Original topic**
LDA topic: 14, 20

**Frequency (n)**
1606

#### Subtopic: Diagnosis and pathogenesis

**Explanation**
Disease types, features and pathogenesis.

**Keywords**
Pathogenesis, influencing factor, pneumonia, diabetes, blood pressure, fallopian tubes, function, cause, infertility, congenital, gastric cancer, genetic abnormality

**Examples**
I added a side dish of vegetables for my son. Soon he developed severe diarrhea, 10 times a day.

**Original topic**
LDA topic: 22, 28

**Frequency (n)**
1666

---

aLDA: Latent Dirichlet Allocation.
Table 5. The topic classification performance.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infertility</td>
<td>0.672</td>
<td>0.738</td>
<td>0.682</td>
</tr>
<tr>
<td>Liver cancer</td>
<td>0.942</td>
<td>0.815</td>
<td>0.862</td>
</tr>
<tr>
<td>Influenza</td>
<td>0.742</td>
<td>0.795</td>
<td>0.762</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.863</td>
<td>0.958</td>
<td>0.904</td>
</tr>
<tr>
<td>Hyperthyroidism</td>
<td>0.947</td>
<td>0.774</td>
<td>0.821</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.883</td>
<td>0.878</td>
<td>0.871</td>
</tr>
<tr>
<td>Gastric cancer</td>
<td>0.927</td>
<td>0.704</td>
<td>0.795</td>
</tr>
<tr>
<td>Infantile pneumonia</td>
<td>1.000</td>
<td>0.722</td>
<td>0.820</td>
</tr>
<tr>
<td>Infantile diarrhea</td>
<td>0.967</td>
<td>0.745</td>
<td>0.826</td>
</tr>
<tr>
<td>Average</td>
<td>0.882</td>
<td>0.792</td>
<td>0.816</td>
</tr>
</tbody>
</table>

Results

Patient Listing Analysis Framework

Listening to patients is very important for health care providers to understand their customer needs and increase their satisfaction. The major results of patients’ interesting mining are summarized below. Welch’s t tests were conducted to test significant differences recorded on the topics for different groups of patients [42]. The t test can be used to determine if two datasets are significantly different from each other. Here is an example to illustrate the procedure for testing a given topic’s (eg, medical ethics [ME]) ratio differences for patients with acute diseases versus chronic diseases. First, we obtained the topic ratio for each message for topic ME from labeled-LDA algorithm’s output. For example, “message 1=0.245” indicates that message 1 contains 24.5% of the ME topic. To reduce unnecessary noise, topic ratios below 1/9 were set to 0. Then, we calculated relevant variables, such as the mean, SD, and sample size, for each group (ie, acute diseases vs chronic diseases), which were further used as inputs for the t test to determine whether there is a marked difference in the topic ratio for acute diseases versus chronic diseases.

Acute Versus Chronic Diseases

Influenza, infantile pneumonia, infantile diarrhea, and hyperthyroidism were categorized as acute diseases, whereas hypertension, diabetes, and infertility were categorized as chronic diseases. Figure 3 shows the interests of patients with acute and chronic diseases; the length of the bar represents the percentage of messages that contain a given topic; for example, a value of 0.141 for acute disease with topic ME means that 14.1% (14.1/100) of the messages for the acute disease group contained topic ME. The effect size (eg, small, medium, large, very large, and huge) was labeled for each topic to indicate the magnitude of the difference. The effect size was first measured by Cohen d [43] and then interpreted as small (<0.1), medium (0.1-0.20), large (0.20-0.50), very large (0.50-0.80), and huge (0.80-2.0) according to the values of Cohen d [44].

As shown in Figure 3, patients with acute diseases were more interested in symptoms (Cohen d=1.58, Δu=0.216, t=229.75, and P<.001). Meanwhile, patients with chronic diseases were more interested in communication skills (CS; Cohen d=−0.29, Δu=−0.038, t=−42.01, and P<.001), financing (F; Cohen d=−0.68, Δu=−0.098, t=−99.26, and P<.001), and diagnosis and pathogenesis (DAP; Cohen d=−0.55, Δu=−0.078, t=−80.09, and P<.001).

Patients with acute diseases were more interested in symptoms likely because symptoms are the most important factor for a patient describing an illness experience or during a consultation. In contrast, patients with chronic diseases were more concerned with CS, financing, and DAP. Because chronic diseases cannot be quickly cured and usually have an extended duration, patients are very familiar with their treatments and prescriptions. Therefore, medical competence (MC) and medical advice and prescription (MAP) are not the focus of their reviews. However, self-management and financial burden are major concerns for patients with chronic disease. These findings indicated that patients with different disease development rates (acute vs chronic) indeed exhibited different concerns to be addressed. Therefore, the training focus for physicians should be tailored to accommodate these distinct needs.

Mild Versus Serious Diseases

Influenza is categorized as a mild disease, whereas liver cancer and gastric cancer are categorized as serious diseases. Figure 4 shows the interests of patients with mild and serious diseases. Patients with mild diseases were more interested in ME (Cohen d=0.25, Δu=0.039, t=8.33, and P<.001), operation process (OP; Cohen d=0.57, Δu=0.060, t=18.75, and P<.001), PP (Cohen d=1.19, Δu=0.132, t=39.33, and P<.001), and symptoms (S; Cohen d=1.91, Δu=0.274, t=62.82, and P<.001). Patients with serious diseases were more interested in MC (Cohen d=−0.99, Δu=−0.165, t=−32.58, and P<.001), MAP (Cohen d=−0.65, Δu=−0.082, t=−21.45, and P<.001), and DAP (Cohen d=−0.26, Δu=−0.018, t=−8.45, and P<.001).

Patients with mild disease were more interested in ME, OP, PP, and symptoms because mild diseases are usually simple, nonlife-threatening, and easy to cure. Therefore, these patients placed more attention on the service quality and patient empowerment. In contrast, we observed that patients with serious diseases were more concerned with MC, MAP, and pathogenesis (DAP; Cohen d=−0.55, Δu=−0.078, t=−80.09, and P<.001).
financing, and DAP. Because serious diseases are usually complicated, life-threatening, and carry a heavy financial burden, the disease pathogenesis, treatment method, and financial issues are the major concerns for these patients. These findings demonstrated that patients presenting with different disease severities exhibited different interests or concerns to be addressed.

**High- Versus Low-Level Hospitals**

A-level hospitals were categorized as high-level hospitals, whereas B- and C-level hospitals were categorized as low-level hospitals. The topic ratios were compared with the hospital level, as seen in Figure 5. Patients at high-level hospitals were more interested in OP (Cohen $d=0.08$, $\Delta u=0.014$, $t=6.73$, and $P<.001$), CS (Cohen $d=0.08$, $\Delta u=0.012$, $t=8.33$, and $P<.001$), and financing (F; Cohen $d=0.10$, $\Delta u=0.016$, $t=7.07$, and $P<.001$).

**Figure 3.** Topic ratio for acute and chronic diseases. Small (< 0.01), medium (0.01 - 0.20), large (0.20 - 0.50), very large (0.50 - 0.80) and huge (0.80 - 2.0) are effect sizes according to the magnitudes of Cohen’s d. ME: Medical ethics; MC: Medical competence; MAP: Medical advice and prescription; CS: Communication skills; F: Financing; OP: Operation process; PP: Patient profile; S: Symptoms; DAP: Diagnosis and pathogenesis.

**Figure 4.** Topic ratio for mild and serious diseases. ME: Medical ethics; MC: Medical competence; MAP: Medical advice and prescription; CS: Communication skills; F: Financing; OP: Operation process; PP: Patient profile; S: Symptoms; DAP: Diagnosis and pathogenesis.
However, the effect sizes for those differences were small. Patients at low-level hospitals were more interested in ME (Cohen $d = -0.09$, $\Delta u = -0.005$, $t = -7.58$, and $P < .001$), MC (Cohen $d = -0.05$, $\Delta u = -0.017$, $t = -4.48$, and $P < .001$), MAP (Cohen $d = -0.03$, $\Delta u = -0.009$, $t = -2.88$, and $P < .01$), and symptoms (S; Cohen $d = -0.04$, $\Delta u = -0.008$, $t = -3.67$, and $P < .001$); however, the effect sizes for those differences were also small.

It is clear that customer demand in high-level hospitals likely differed from that in low-level hospitals. As shown in Figure 5, ME and MC are the two most outstanding concerns for patients from low-level hospitals. In addition, MC is a concern because physician competence at low-level hospitals might be reduced compared with high-level hospitals, thus worrying patients. ME is another concern because customers of low-level hospitals are mostly low-income patients with little education, making conflicts with doctors or nurses more likely. Patient distrust in low-level hospitals, such as small clinics, village health clinics, community health service stations, and neighborhood health centers, in China has been reported in several prior studies [45]. Multimedia Appendix 3 describes complete comparisons of topic ratio differences across the disease type and hospital level.

**Discussion**

**Principal Findings**

In this study, we build a taxonomy that includes 3 domains or high-level categories and 9 subtopics or low-level categories using mixed methods. Then, a classification algorithm based on labeled-LDA is proposed. The evaluation result shows that the $F$-measure of the proposed classification algorithm reaches 0.816 on average. Our analysis on large review corpus suggests that patients with different disease types or hospital levels have different concerns to be addressed.

**Comparison With Prior Work on the Taxonomy Development Method**

Prior work on developing a physician review taxonomy mainly follows one of the three approaches. The first approach is a literature review [22]; for example, Boquiren et al [22] reviewed empirical studies that were published from 2000 to November 2013 to determine the primary domains underlying the patient satisfaction with the doctor. However, it is very hard to identify any new dimension by summarizing the literature, which is a major challenge for our fast-changing environment. The second approach is content analysis [24-26]; for example, Emmert et al [24] did a content analysis of 3000 randomly selected narrative comments from a German PRW and developed a theoretical categorization framework addressing physician-, staff-, and practice-related patient concerns. However, the manual nature of the content analysis makes it very hard to process large amounts of reviews, which is another challenge of the information age. The third approach is the algorithm or data-driven approach [9,20,21]; for example, Hao and Zhang [9] applied the topic extraction algorithm LDA to >500,000 textual reviews from >75,000 Chinese doctors across 4 major specialty areas to identify the dimensions inside the physician reviews. However, the output of the algorithm usually depends on the data, and many categories are hard to explain in medical practice. Some studies from other domains have also used the algorithm approach; for example, Guo et al [42] identified the key dimensions of customer service voiced by hotel visitors with a data mining approach LDA; they uncovered 19 controllable key dimensions that are important for managing hotels’ interactions with visitors.

The three approaches have both advantages and disadvantages. In this study, we propose a new method that combines the three approaches mentioned above. We start with the literature review approach to form an initial taxonomy. Then, an algorithm-based data-driven approach is used to explore and find more
categories. Finally, a human annotation approach is used to finalize the taxonomy. This study demonstrates the plausibility and validity of the proposed mixed method.

**Comparison With Prior Work on Patients’ Interests Mined from Web-Based Reviews**

Some researchers have manually coded and identified patients’ interests from the Web-based reviews; for example, López et al [38] summarized two topic categories as global themes (which included the overall excellence, recommendation, negative sentiment, intent not to return, and professionalism) and specific factors (including interpersonal manner, technical competence, and system issues). Espinell et al [23] built a taxonomy for physician comments through an analysis of Web-based physician reviews, physician-related and system-related. In detail, physician-related topics included 2 subtopics, interpersonal style and technical skills and knowledge and preparation, whereas system-related topics included scheduling, wait time, parking, location, and cleanliness. Boquiren et al [22] revealed 5 broad domains underlying the patient satisfaction with the doctor—communication attributes, relational conduct, technical skill and knowledge, personal qualities, and availability and accessibility. Tymirski et al [25] identified patients’ criteria for assessment of doctors—kindness and propriety, punctuality, communication with patients, condition and equipment of a doctor’s office, length of the appointment, and cost of the medical advice. Davis and Hanauer [46] identified the key themes associated with positive and negative patient reviews. Themes that emerged from the high- and low-scoring reviews were similar in content but opposite in valence. Notably, physician-specific themes included temperament, knowledge and competency, physical examination, communication abilities, and mindfulness of cost. Practice-specific themes included scheduling, staff temperament, office cleanliness, waiting room, and insurance.

Some other researchers have applied the algorithm to extract patients’ interests from the Web-based reviews automatically; for example, Hao and Zhang [9] applied LDA to >500,000 textual reviews of >75,000 Chinese doctors across 4 major specialty areas. They found the following important topics from the reviews: treatment effects, technical skills, appreciate the surgery result, story of treatment, story of surgery, bedside manner, story of registration, story of finding doctors, general appreciation, description of symptoms, and concern about children’s health. In addition, Wallace et al [21] analyzed a corpus comprising nearly 60,000 such reviews with a state-of-the-art probabilistic model of text factorial LDA; they suggested three important topics of patients’ interests as systems, technical, and interpersonal. There are also researchers who identified users’ interests from Web-based health communities; for example, Lu et al [47] developed a new content analysis method using text mining techniques to determine hot topics of concern. They identified 5 significantly different health-related topics: symptom, examination, drug, procedure, and complication.

**Conclusions**

This study explores the internal dimensions of Web-based physician reviews, proposes an automatic classification algorithm based on labeled-LDA, and uses patient listening as an application to illustrate the value of physician review mining. The identified taxonomy includes three high-level domains or categories and many subcategories or subtopics. The evaluation of the result of the proposed classification algorithm achieved impressive results with an $F$-measure of 0.816 on average with the highest $F$-measure for hypertension (0.904) and the lowest for infertility (0.682). The mining results indicate that symptoms are more often mentioned by patients with acute diseases, whereas CS, financing, and DAP are more often mentioned by patients with chronic diseases. Patients with mild diseases are more interested in ME, OP, PP, and symptoms. Meanwhile, patients with serious diseases are more interested in MC, MAP, financing, and DAP.

This study has some practical implications. First, this study provides an efficient and cost-effective way to analyze large amounts of physician reviews automatically. With the popularity of PRWs, the information overload has become a major concern for users. The taxonomy and method proposed in this study provide a convenient way to listen to patients, which is a very important step toward patient-centered care. In addition, the illustrated findings from physician review mining indicate that patients with different diseases and from different hospital levels might have different concerns that need to be addressed. Second, the taxonomy and algorithm proposed in this study also provide the bases for building decision aid tools that help patients make better decisions regarding the physician choice; for example, the decision aid tools might describe a physician with prominent tags such as good communication and high competence. Furthermore, the system can visualize different dimensions of a physician in a graph or compare multiple physicians across different dimensions in a matrix.

Although the taxonomy developed in this study occurred within a Chinese context, it is still generalizable to other countries and languages for the following two reasons. First, the initial taxonomy that serves as the starting point for this study was derived from the literature of Western countries. Therefore, the final taxonomy should also have a strong connection with those countries or languages. Second, China is a very large country. The economy in the eastern district is prosperous, whereas the western district is far behind. The intracountry diversity of China is quite high, rivaling or exceeding the intercountry differences of some continents (eg, Europe). Therefore, we believe that China is a good example that reflects the medical needs of both developed and developing countries.

This research also has three limitations. First, this study is descriptive in nature. Therefore, the correlation between important variables (eg, satisfaction and topics) cannot be revealed in this study. Second, the algorithm proposed in this study relies more or less on counting the prevalence of words rather than evaluating them positively or negatively. Some parts of the reviews may only reflect a mere description of an encounter. Often, people describe an encounter and in the end, give an evaluation of some specific aspects of that encounter. If the algorithm only counts frequencies, it may not get to the bottom of the real review’s motivation in this respect. Third, the results of this study could be biased because of fake reviews because anyone visiting a physician can write a review on the
website, and the review process is anonymous. Although fake reviews are a common limitation to Web-based review studies, a fake review detection algorithm (e.g., Yelp’s fake review filter) can be applied in the future to increase study rigor.

Future research might include identifying hygienic and other motivating factors underlying for patient satisfaction. One avenue of research may be to explore a two-factor theory that states that certain factors cause user satisfaction, whereas a separate set of factors cause dissatisfaction. Because we can collect the user satisfaction data from PRWs, such an exploratory study is now practical in conjunction with additional sentiment analyses to determine a valence score for each dimension. The basic idea of the two-factor theory is that factors that lead to satisfaction or dissatisfaction are different. Some factors only relate to satisfaction, whereas others only relate to dissatisfaction. Understanding dissatisfying factors that demotivate and satisfying factors that motivate is important information for health care providers who want to improve user satisfaction in a cost-effective and patient-centered manner.
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Abstract

**Background:** Hospital staff frequently performs the same process hundreds to thousands of times a day. Customizable Internet of Things buttons are small, wirelessly-enabled devices that trigger specific actions with the press of an integrated button and have the potential to automate some of these repetitive tasks. In addition, IoT buttons generate logs of triggered events that can be used for future process improvements. Although Internet of Things buttons have seen some success as consumer products, little has been reported on their application in hospital systems.

**Objective:** We discuss potential hospital applications categorized by the intended user group (patient or hospital staff). In addition, we examine key technological considerations, including network connectivity, security, and button management systems.

**Methods:** In order to meaningfully deploy Internet of Things buttons in a hospital system, we propose an implementation framework grounded in the Plan-Do-Study-Act method.

**Results:** We plan to deploy Internet of Things buttons within our hospital system to deliver real-time notifications in public-facing tasks such as restroom cleanliness and critical supply restocking. We expect results from this pilot in the next year.

**Conclusions:** Overall, Internet of Things buttons have significant promise; future rigorous evaluations are needed to determine the impact of Internet of Things buttons in real-world health care settings.

(J Med Internet Res 2018;20(8):e251) doi:10.2196/jmir.9454
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Introduction

**Background**

Simple repetitive tasks when done manually are often time consuming and can be overlooked or simply forgotten. In a hospital setting, staff perform multiple parallel processes hundreds to thousands of times a day that often require minimal margin of error [1]. Execution of these tasks may be interdependent; without a notification or completed process in an operating cascade, final completion of a task may be delayed or the task may remain incomplete. One possible way to improve hospital staff efficiency and reduce the chance of error with these repetitive tasks is to leverage Internet of Things (IoT) devices. IoT is the “interconnection via the internet of computing devices embedded in everyday objects, enabling them to send
A well-known example of IoT buttons is Amazon’s “Dash” button that enables consumers to quickly reorder specific products through Amazon. Amazon and product manufacturers expect that consumers will place Dash buttons at the location where products are used; when a product’s supply is depleted, a simple press of the Dash button orders a refill. For example, an Amazon Dash button for laundry detergent might be attached to the consumer’s washing machine. When the laundry detergent is running low, the consumer presses the Dash button and laundry detergent is automatically reordered.

IoT buttons can be configured to perform a wide range of actions extending beyond internet product ordering [3,4]. In the hospital, IoT buttons may be a cost-efficient, intuitive, and scalable method to automate repetitive, commonplace hospital tasks and provide real-time insight into daily hospital operations. For example, IoT buttons can be configured to deliver messages to housekeeping, nurse managers, and administrators upon patient discharge, coordinating an efficient bed turnover process while recording each step of the process. These recorded data can then be analyzed to identify further process improvement opportunities.

Little data and almost no protocols exist regarding the real-world usage and operationalization of IoT buttons in hospitals. In this paper, we describe potential applications of IoT buttons to streamline and evaluate hospital operations as well as describe technological considerations, such as data security requirements. We also propose a framework that health care systems can use for IoT button deployment.

**Internet of Things Buttons**

IoT buttons are small and unobtrusive (approximately the size of a stick of gum; Figure 1) and are available through a variety of commercial vendors using a range of technologies. IoT buttons can be used for very specific purposes, such as a button located in a patient’s room that, when pressed, indicates that room cleaning is needed. Alternatively, buttons can have more general purposes, such as a patient call button that summons assistance, but does not specify the precise reason for the assistance.

Pressing the IoT button sends a preprogrammed message through a network (often wireless) to a server that can send customizable notifications. Notifications might generate a standard short message service text message, an email, or a page (Figure 2). Additionally, notifications can be extended almost infinitely by calling application programming interfaces (APIs), software methods that allow computer systems to exchange information.

A single IoT button may also have the ability to perform multiple, distinct actions through different types of button presses (single button press, double button press, and long press). For example, a single press of the button may send a notification via email, a double press can send a different message to a pager, whereas a long press may log an event into the electronic medical record (EMR) through an API. Using the patient discharge and room cleaning application discussed earlier, a single button press may notify housekeeping that the room needs to be cleaned, whereas a double press may record when housekeeping has completed the task. Finally, a long press can call the EMR’s API to update the room’s status.

The IoT buttons can also provide feedback to users in real time. One IoT button vendor embeds a multicolor indicator light on the device. The light flashes white to indicate that a button press was detected and then changes to green to signal successful delivery of the notification. If a notification is not delivered, the light flashes red to alert the user to an error. In order to prevent inadvertent or deliberate repetitive presses, buttons should have the ability to lock out after a defined number of presses or period of time.

Button presses can be logged in a database and subsequently used for data visualization and analytics. The database could record which button was pressed, type of press, location of the button, and date or time of action. Off-the-shelf analytics tools can facilitate data summarization and visualization. Further, the data could be used for more complex analytics. Returning to the earlier room cleaning example, the stored data could be analyzed to determine the average room cleaning time by comparing the time of the initial room cleaning request (single button press) with the time of the housekeeper response (double button press). These analyses may in turn help influence future staffing decisions, such as the number of staff, location of work, and task schedules.

**Existing Hospital Notification Systems**

Many different notification systems currently exist in health care systems (Table 1). These notification systems may be devices like a patient call button, quick response code, or technological measures like a hospital paging portal. The widespread conversion of hospital medical records into EMRs has also fueled the development of EMR rules and dashboards to manage EMR-based notifications. IoT buttons are a highly adaptable notification system that can potentially supplement or replace other existing hospital notification systems. Buttons can be placed in various environments and programmed to deliver custom messages in response to specific tasks. Although the IoT button is a physical device, activating the button can trigger a cascade of tasks in other systems like the medical record or a Web-based paging portal. Additionally, IoT buttons can measure their own usage through usage logs.
Figure 1. An Internet of Things (IoT) button. A United States quarter is pictured for scale.
Figure 2. Schematic of the process flow of an Internet of Things (IoT) button press. API: application programming interface.
Table 1. Advantages and challenges of existing hospital notification systems and Internet of Things (IoT) buttons.

<table>
<thead>
<tr>
<th>Notification system</th>
<th>Current application</th>
<th>Advantages</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>QR code readers</td>
<td>Notification systems</td>
<td>• Universal code that can be accessed through mobile phones or dedicated barcode scanners</td>
<td>• Multistep process to activate, requires a mobile phone with QR reading capability or barcode scanner</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Requires a mobile phone with QR reading capability or barcode scanner</td>
<td></td>
</tr>
<tr>
<td>Patient call button</td>
<td>Patient-facing notification system to call nursing staff</td>
<td>• Recognizable device with simple user interface</td>
<td>• No context for notifications</td>
</tr>
<tr>
<td>EMR-based notification rules</td>
<td>Signaling completed tasks based on EMR changes</td>
<td>• Improved process flows via EMR events</td>
<td>• Task must be based on EMR change events</td>
</tr>
<tr>
<td>Web-based paging system</td>
<td>Sending custom notifications to providers, hospital staff</td>
<td>• Web portal allows for access anywhere</td>
<td>• Requires accessing paging system to deliver each notification</td>
</tr>
<tr>
<td>IoT Buttons</td>
<td>Patient or staff facing</td>
<td>• Notification delivered with push of a button</td>
<td>• Requires installation of buttons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Notifications can be simple or complex actions</td>
<td>• Security and privacy issues</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Programming or configuration of buttons required</td>
<td></td>
</tr>
</tbody>
</table>

aQR code: quick response code.
bEMR: electronic medical record.

Methods

Potential Applications in Hospital Operations

Multiple potential applications for IoT buttons exist in hospital operations. We classified applications into two categories: patient and hospital staff applications, based on the primary intended user group (Textbox 1).

For patients, an IoT button may be a potential replacement for the traditional patient call button. A small, mobile wireless IoT button, or even an IoT button affixed to a rail of a hospital bed, that is given to a patient can be programmed to call for help. While a traditional hospital call button conveys a single piece of information (ie, the patient needs assistance), an IoT button can communicate a greater breadth of information. For example, a patient may use a single button press to call for help, but a responding nurse could then provide a long press to indicate that the call has been addressed or provide two presses to request additional help. The ease of button use may improve the reliability and validity of patient reported outcomes [5,6].

Hospital staff applications of IoT buttons can help focus not only on streamlining notifications but also on gathering real-time data that can be used for workflow quality improvement. For example, an IoT button on a linen cart can help hospital staff notify housekeeping when linens need to be restocked. Button presses for restock requests can be aggregated and analyzed to determine the patterns of usage. These data could be used to recommend and justify staffing changes to fulfill supply requests and subsequently to evaluate the response to such staffing changes. Similarly, IoT buttons can be used to analyze key operational chokepoints in patient flow. Button presses may flag inpatients who are ready for discharge on morning rounds, sending notifications to key individuals like case management, social work, and housekeeping that facilitate discharge and bed turnover. Similarly, IoT buttons may be leveraged to flag patients in the emergency department who are ready to be admitted, delivering notifications to responding clinicians, bed control specialists, and transport, thereby initiating multiple cascades of tasks required to admit a patient to the hospital.
Textbox 1. Potential applications of Internet of Things buttons to improve hospital operations classified by primary user group.

<table>
<thead>
<tr>
<th>Patient applications</th>
<th>Hospital staff applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Restroom cleaning alerts</td>
<td>• Supply chain restock</td>
</tr>
<tr>
<td>• Use as a call button to:</td>
<td>• Notifications of critical orders or events, such as flagging patients for discharge</td>
</tr>
<tr>
<td>• Contact clinical teams</td>
<td>• Notifications to specific hospital services, such as respiratory, phlebotomy, and information technology support</td>
</tr>
<tr>
<td>• Report distress</td>
<td>• Optimizing hospital bed turnover</td>
</tr>
<tr>
<td>• Contact other hospital staff including research teams</td>
<td>• Identifying potential research participants in the hospital</td>
</tr>
<tr>
<td></td>
<td>• Initiating a bed request for hospital admission</td>
</tr>
</tbody>
</table>

Results

We are planning several pilots to evaluate the use of IoT buttons in a hospital system and to help further identify best practices for deploying IoT buttons. Currently, we are piloting IoT buttons in hospital public restrooms to assess and improve their cleanliness. We are planning to use IoT buttons to understand demand and patterns of restocking for patient equipment like stretchers and wheelchairs in the emergency department. These interventions will also allow for real-time assessment of response time from staff. We anticipate initial results in the next year regarding the feasibility and acceptability of these pilots.

Discussion

Technological Considerations

Connectivity

Ensuring secure and reliable network connectivity is an important consideration in IoT button deployments. Unlike streaming applications, IoT buttons do not require continuous connectivity as they only need to transmit data upon button press. By connecting IoT buttons to the network on demand, battery life can be conserved. One vendor uses this strategy to achieve a battery lifetime of 2 years or 2000 clicks [7]. Deploying a large number of IoT buttons in a hospital environment has the potential to overwhelm network capacity if the proper engineering expertise is not consulted. Therefore, an initial, limited deployment should be considered to test the feasibility of IoT button use as well as the network bandwidth requirements. Additionally, the use of dedicated networks for IoT buttons may help ensure efficient IoT button performance and also minimize the chance of unintended consequences, such as network disruptions, to the primary hospital network.

Button Management Systems

Some vendors offer button management systems (BMS), Web-based administrator interfaces, or consoles for IoT button programming and monitoring. From a hospital perspective, important administrator features include audit trails, battery life monitoring, and the ability to group buttons by use case. Audit trails or log data are particularly important for quality assurance, whereas early warning systems, which alert an administrator to low battery life, ensure button functionality and availability. Similar to how website content management systems enable individuals to control content in specific website sections, the BMS should include controlled access to groups of buttons by characteristics such as department, physical location, or use case. BMS should also be flexible and intuitive so that users with limited technical proficiency can modify button configuration, whereas more sophisticated users can customize button functionality using programming languages. In addition, BMS support for batch programming will facilitate rapid deployment of a large number of buttons with identical functionality.

Privacy and Security

When considering the use of IoT buttons, hospital systems should understand the potential privacy and security risks. Privacy breaches can occur when unencrypted button messages containing protected health information (PHI) are intercepted. Network security can be compromised when IoT buttons are used as an entry point into hospital networks or used as a distributed denial of service (DDoS) attack. Understanding these risks and creating strategies to effectively mitigate them are central to safely deploying IoT buttons (Table 2).

Patient privacy may be compromised if button notifications contain PHI. For example, if an IoT button is configured to send the following message “John Smith in Room 300 needs help,” interception of these data could reveal not only the presence of a specific patient within a hospital but also pinpoint the patient’s location. To protect against breaches in patient privacy,
messages should be carefully constructed to avoid PHI. If PHI or other sensitive information needs to be transmitted, buttons should utilize modern encryption protocols.

Open firewall ports, used to deliver button notifications, may provide a portal to enter a hospital network and steal critical health information or conduct malicious attacks against hospital infrastructure. To minimize the chance of these attacks, IoT buttons can be programmed to only connect briefly to a hospital network, while a notification is being sent, minimizing the time a critical firewall port is open. Hospitals may also consider isolating IoT buttons on an independent network to protect hospital infrastructure from infiltration.

In order to transmit sensitive notifications containing PHI, IoT buttons should securely connect to an encrypted wireless network. Many IoT buttons support the Wi-Fi-Protected Access 2 (WPA2) mechanism, which requires a single, preshared password to connect to the wireless network. While the WPA2 mechanism conveys some protection, a hacker who learns a single preshared key can compromise the entire system, leading to reprogramming of IoT button functions, or disabling an IoT button network. IoT buttons should also support Wi-Fi-Protected Access-enterprise (WPA-enterprise) encryption system that requires a user to enter a unique username and password to log into the network, providing an additional layer of security necessary in networks that transmit confidential information. This way, even if the hackers learn the password of one IoT button, they cannot compromise the entire system. Another option that can reduce the chance of malicious activities is using IoT buttons with an integrated cellular network, bypassing the need to connect the IoT button to an institution’s corporate network.

Malicious users could also conduct DDoS attacks by sending rapid, high-volume button presses from one or more IoT buttons in an attempt to overwhelm the hospital network [8]. As noted previously, buttons can be programmed to lock out for a period of time after each button press, which can help prevent DDoS attacks. In addition, button availability can be limited to appropriate users. For instance, buttons that communicate sensitive information should only be accessible to authorized hospital staff.

Table 2. Privacy and security considerations for Internet of Things (IoT) buttons.

<table>
<thead>
<tr>
<th>Potential concerns</th>
<th>Potential solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy and data breach</td>
<td>• Communicate deidentified data</td>
</tr>
<tr>
<td></td>
<td>• Use encryption</td>
</tr>
<tr>
<td></td>
<td>• Disallow continuous network connection and data transfer</td>
</tr>
<tr>
<td></td>
<td>• Enable IoT buttons to communicate via cellular networks to avoid integration with hospital networks</td>
</tr>
<tr>
<td>Theft</td>
<td>• Strategic placement</td>
</tr>
<tr>
<td></td>
<td>• Secure installation</td>
</tr>
<tr>
<td>Distributed denial of service (DDoS) attacks</td>
<td>• Lockout times on buttons to prevent DDoS based on number of button presses</td>
</tr>
<tr>
<td></td>
<td>• IoT buttons placed on separate network</td>
</tr>
<tr>
<td>Failure</td>
<td>• Staggered adoption with careful testing of failure rates</td>
</tr>
<tr>
<td></td>
<td>• Initial use in conjunction with existing notification methods</td>
</tr>
</tbody>
</table>

Figure 3. A proposed framework to deploy and evaluate the impact of Internet of Things (IoT) buttons in a hospital.
A Framework for Internet of Things Button Deployment

For health care organizations that seek to deploy IoT buttons across a large hospital, we recommend the following steps grounded in the Plan-Do-Study-Act (PDSA) method (Figure 3) [9,10]. PDSA is often used to accelerate quality improvement initiatives to rapidly test changes by planning them, implementing them, observing the results of the intervention, and iterating the changes based on what is learned [11]:

- **Plan:** The first step in an IoT button implementation is to plan for the infrastructure components. Since the buttons will require network connectivity, hospital information security officers should be engaged to perform a risk assessment of the technology and mitigate any high priority risks identified.
- **Do:** The team should select a limited, yet important, task that would benefit from a brief IoT button pilot.
- **Study:** The pilot should be evaluated to assess feasibility, user experience with and usage of the IoT buttons, and return on investment. In addition, hardware stability, data security and quality, and network load should be monitored during the pilot.
- **Act:** Lessons learned from the pilot, including technical, workflow, and other components of the sociotechnical model for health information technology, should be carefully reviewed [12]. To prepare for larger roll-outs, IoT button processes and protocols should be adjusted based on these lessons learned.

Limitations of Internet of Things Button Deployment

While there are many exciting applications for IoT buttons in the hospital setting, limitations also exist. First, not all hospital tasks are well suited for an IoT button intervention. Further, rapid, widespread deployments may lead to “button fatigue” as users are confronted with a bewildering array of buttons [13,14]. Therefore, a dedicated governance process, including the project team, information technology staff, and institutional leaders, is essential to triage new button requests for appropriateness and to help reduce risk of button fatigue. Second, it is important to understand button reliability and impact on technical infrastructure. The reliability of IoT buttons must be understood to ensure that buttons can be safely used for desired tasks. For example, a patient call button must be highly reliable (and may even require US Food and Drug Administration review). Plans must also be developed to ensure adequate network bandwidth to support the desired number of buttons. Third, the presence of “false presses” where a user inadvertently presses an IoT button may still overwhelm an IoT button system. Although timed lockout periods may mitigate the transmission of false presses, refinement of a protocol to detect and manage false IoT button presses is still needed. Fourth, the ethics and privacy implications of IoT buttons remain to be explored. Depending on the method in which IoT buttons are deployed, employers may be able to discover and better understand performance metrics of specific employees (for example, knowing how fast a nurse responds to a patient’s IoT button press when used as a call button). Finally, IoT buttons are physical devices that may be lost, damaged, or stolen; however, these shortcomings may be minimized by changing how the buttons are secured or where the buttons are located or using completely software-based buttons [15].

Conclusion

IoT buttons may be a valuable tool to help optimize hospital operations and communication for a variety of use cases for both patients and staff. Key technical considerations for a successful deployment include ensuring appropriate network connectivity, selecting a product with a robust button management system, and carefully considering configuration to minimize privacy and security risks. The PDSA framework may guide hospitals starting with a small pilot, iteratively refining the process and, eventually, scaling to the entire organization. IoT buttons have significant promise, outweighing minor limitations, but need to be tested in real-world health care environments and rigorously evaluated to determine their impact.
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Abstract

Background: During the past two decades, the internet has become an accepted way to purchase products and services. Buying medications online are no exception. Besides its benefits, several patient safety risks are linked to the purchase of medicines outside the traditional supply chain. Although thousands of internet pharmacies are accessible on the web, the actual size of the market is unknown. Currently, there is limited data available on the use of internet pharmacies, the number, and attitude of people obtaining medications and other health products from the internet.

Objective: This study aims to gather information on the frequency and attitudes of patients purchasing medications online in a nationally representative sample of outpatients. Attitudes towards main supply chain channels, perceived benefits, and disadvantages of influencing online medication purchase are evaluated.

Methods: A cross-sectional explorative study using a personally administered survey was conducted in a representative sample of Hungarian outpatients in 2018.

Results: A total of 1055 outpatients completed the survey (response rate 77.23%). The mean age was 45 years, and 456 (43.22%) reported having chronic health conditions. The majority (872/1055, 82.65%) of the respondents were aware that medications could be obtained online, but only 44 (4.17%) used the internet for previous medication purchases. Attitudes towards the different pharmaceutical supply chain retail channels showed significant differences ($P<.001$), respondents accepted retail pharmacy units as the most appropriate source of medications while rejected internet pharmacies. Respondents were asked to evaluate 9 statements regarding the potential benefits and disadvantages about the online medicine purchase, and based on the computed relative attitude rate there is a weak still significant tendency toward rejection ($P<.001$). Correspondence of demographic factors, internet usage behavior, and prospective online drug purchase attitude was evaluated. Respondents who use the internet more and purchase goods online will be more likely to buy medications online. Furthermore, youth and education will determine the medication purchase behavior.

Conclusions: Many patients will purchase medications on the internet in the future. Currently, there is an increased risk of patients buying products from illegal sites because these dominate the global online pharmacy market. Consequently, improved patient-provider communication and promotion campaigns are needed to inform the public about the safe use of internet pharmacies, as these initiatives can directly prevent patient safety threats.

(J Med Internet Res 2018;20(8):e11115) doi:10.2196/11115

http://www.jmir.org/2018/8/e11115/
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Introduction

The Internet Market of Pharmaceuticals

The internet has revolutionized and changed our lives, communication, and procurement practices and strategies [1]. As access to the internet increases, its use to seek health information is also expanding. Estimates worldwide show that approximately 4.5% of all internet searches are linked to health-related questions or information [2]. Population-based surveys found that 72% of the online population in the US and 71% of internet users in Europe, searched for health information at least once in the previous twelve months [3-5]. These tendencies are further extended by mobile device uses [6]. However, consumers turn to the internet today not only for retrieving health information, but also to self-diagnose and obtain various health services or products [7,8].

According to an early definition by Fung et al [9], an online pharmacy is an internet-based vendor (legal or illegal), which sells medicine and may operate as an independent internet-only site, an online branch of “brick-and-mortar” pharmacy, or sites representing a partnership among pharmacies. Briefly, an online pharmacy is a website offering to deliver, distribute, or dispense medication on the internet directly to consumers [10,11]. The growing market of online pharmacies is facilitated by the rapid expansion of the internet, the ever-increasing digital health, the shift towards self-diagnosing from the direct doctor-patient relations, consumer experience in online purchases, the ease of mail-order trade, and distance selling [12,13].

The internet’s supply of pharmaceuticals has developed in numerous ways and according to different models in each part of the world. This is due to diverse regulatory, economic, and cultural environments. In the US, the internet pharmacy market is mainly prescription based, while throughout Europe, this segment is forming according to a nonprescription based model [14]. Today, internet pharmacies can be accessed globally. Thus, the legislative and economic perspectives should be considered throughout every country, worldwide. Therefore, online pharmacies generate regulatory confusion as pharmaceuticals and health services “move” between jurisdictional boundaries. Hence, the countries of operation and delivery must be evaluated [15]. While the country of operation determines the licensing requirements and the quality assurance standards in support of the practice of internet selling of medications, mail-order must be performed in accordance with the latter. However, since many illegitimate websites are unwilling to indicate their actual location, one cannot be certain of the regulatory framework under which the internet pharmacy is operating [15]. It is further complicated by the fact that national authorities are typically powerless beyond their borders [16,17].

There are several patient safety risks linked to the online purchase of medicines outside the traditional supply chain, including counterfeit medications. The proportion of counterfeit medicine is estimated to be 10% worldwide [18] ranging from less than 1% in the developed countries [19] over 30% in developing countries such as Africa, Asia, India, and Latin America [20,21].

Illegal actors primarily focus on the uncontrolled sale of prescription drugs outside the regulated drug supply system [22]. Their marketing strategy includes emphasizing the most commonly preferred benefits of online pharmacies (convenience, speed, discounts, privacy, not visiting the physician, bulk orders and discounts, bonus medicine as a gift) and retaining information regarding adverse effects, contraindications, and drug interactions [21]. Nearly every therapeutic category of drugs is available through the internet. Not only the performance and image-enhancing and "lifestyle drugs" [23,24], such as phosphodiesterase type 5 inhibitors [25-27] or anti-baldness products [28], but life-saving medicines (eg, from the World Health Organization Essential Medicines List), analgesics (nonsteroidal anti-inflammatory drugs, opioids) [29,30], psychiatric [31], obesity [32,33], and cardiologic drugs [18] can be purchased freely over the internet.

The primary characteristics of this illegal market segment consists in the trading of seemingly identical products in an uncontrolled environment, with no restrictions on the consumers (eg, people under 18 can also purchase medications via the internet) or on products (larger quantities can be purchased) from a large virtual supply [18,21,34,35]. During the past two decades, the internet has become an accepted way to purchase medications due to convenience, the potential to save money, and privacy. Early reports on the use of the internet for buying drugs indicate the practical reality of obtaining prescriptions or purchasing prescription drugs online is very small [36]. However, recent reports suggest that the use of internet pharmacies, the number of people obtaining medications, and other health products online is increasing [37].

Aims

This study aims to gather information on the frequency and attitudes of patients purchasing medications online using a nationally representative sample of outpatients in the Southern Transdanubian region of Hungary. Attitudes towards main supply chain channels, perceived benefits, and disadvantages influencing online medication purchases were evaluated.

Methods

In our cross-sectional explorative study, a personally administered survey was used. The characteristics and background of the respondents were measured through the following independent variables: (1) gender, (2) age, (3) level of education, (4) place of residence, (5) average income, (6) internet usage, (7) online purchase habits in general, and (8) self-reported health status.

A Hungarian language survey was developed by the authors (AF and RGV [pharmacists], and MK [psychologist]) in support of this study, based on previous research [38] and a prior pilot study. In the online pilot study, open questions were used, covering the topics of the study survey to map the general
attitudes of the prospective sample. In the main study, data were collected directly from Hungarian citizens using the outpatient health services for chronic or acute conditions, between January and March 2018. Participants were considered eligible if they were 16 years of age or older, and were excluded if they were unwilling to participate in the survey.

Trained research associates administered the 28-item survey. It consisted of an introductory paragraph on the aims of the survey, information on confidentiality, and anonymity followed by 5 main sections: (1) evaluation of channels available for procuring medications, (2) online medicine purchase experiences and attitude, (3) internet use, (4) health status and medication use, and (5) demographics. The study protocol was approved by the institutional review board (approval number 6835). In the survey, 5-point Likert-type scales, multiple-response, and multiple-choice questions were used. The English translated version of the survey (Multimedia Appendix 1) and the original Hungarian version (Multimedia Appendix 2) are provided as supplementary material. Statistical analyses were conducted using the SPSS software version 22. Descriptive statistics was used to describe respondent characteristics.

## Results

### Respondent Characteristics

Trained research associates approached a total of 1366 patients. This resulted in the completion of 1055 surveys indicating a response rate of 77.23% (see respondent characteristics in Table 1). The distribution of female (539/1055, 51.09%) and male (516/1055, 48.91%) respondents was nearly equal. Our sample consisted of people obtaining outpatient health service for chronic or acute conditions, thus it represents patients rather than the general population regarding age and number of medications used. The mean age was 45 (SD 17.36) years. Nearly half (456/1055, 43.22%) of the respondents reported to have chronic health conditions and a majority reportedly used at least one medication regularly.

Our survey sample represents the Hungarian society regarding the level of education [39]. According to recent statistics, 72% of individuals in the European Union member states accessed the internet daily, while 57% of Europeans (aged 16 to 74 years) ordered or bought goods or services over the internet for private use. Accordingly, our sample represents the European population for internet use and online purchases [40].

### Table 1. Respondent demographic, health status, and internet use characteristics (N=1055).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.08 (17.36)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>539 (51.09)</td>
</tr>
<tr>
<td>Male</td>
<td>516 (48.91)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed primary school</td>
<td>68 (6.45)</td>
</tr>
<tr>
<td>Graduated high school</td>
<td>656 (61.18)</td>
</tr>
<tr>
<td>Graduated college or university</td>
<td>329 (31.18)</td>
</tr>
<tr>
<td>Advanced (PhD, Doctor of Liberal Arts)</td>
<td>2 (0.19)</td>
</tr>
<tr>
<td>Patients with chronic conditions, n (%)</td>
<td>456 (43.22)</td>
</tr>
<tr>
<td>Number of regular medications per patient, mean (SD)</td>
<td>1.55 (2.63)</td>
</tr>
<tr>
<td>Number of regular medications per patient, range</td>
<td>0-25</td>
</tr>
<tr>
<td><strong>Frequency of internet use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>737 (69.86)</td>
</tr>
<tr>
<td>Weekly</td>
<td>150 (14.22)</td>
</tr>
<tr>
<td>Never</td>
<td>168 (15.92)</td>
</tr>
<tr>
<td><strong>Frequency of online shopping, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Regularally</td>
<td>203 (19.24)</td>
</tr>
<tr>
<td>A few times</td>
<td>515 (48.82)</td>
</tr>
<tr>
<td>Never</td>
<td>337 (31.94)</td>
</tr>
</tbody>
</table>

\[^a\] Median 45 years, range 16-89 years.
Evaluation of Supply Chain Retail Channels, Previous, and Prospective Purchases

Attitudes towards the 3 main supply chain retail participants: conventional community pharmacy units, nonpharmacy units, and internet pharmacies were evaluated. The respondents were asked to rate pharmacies, nonpharmacy units (eg, petrol stations) and internet sources on a 5-point Likert scale.

They were asked to express, according to their opinion, how appropriate were these sources regarding the purchase of medication. A score of 1 was given for “not appropriate at all” and 5 for “entirely appropriate.” The results are shown in Table 2. A repeated measures analysis of variance (ANOVA) was conducted on the sample, and significant differences were found. The respondents accepted retail pharmacy units as the most appropriate source of medications, while they exhibited neutral attitudes toward nonpharmacy units and rejected internet pharmacies ($F_{1,95,2056.66}=1776.78, P<.001$).

According to our results, 872 (82.65%) of the respondents were aware that medications could be obtained online, while only 44 (4.17%) used the internet for the purchase of medication at least once. However, this number is likely to increase in the future as numerous patients were open to prospective online purchases: 100 (9.47%) stated they were very likely, and 146 (13.83%) noted that they were likely to purchase medications online in the future.

Perceived Benefits and Disadvantages

Based on the results of the pilot study, 9 statements regarding the potential benefits and disadvantages were measured to determine the factors influencing the attitudes toward online medication purchase. The respondents were asked to evaluate each statement (Table 3) on potential benefits and disadvantages regarding their own attitudes on a 5-point Likert scale. A score of 1 was given for “I don’t agree” and 5 for “I agree.”

Table 2. A summary of attitudes towards the 3 main supply chain retail channels using a 5-point Likert scale. A score of 1 was given for “not appropriate at all” while 5 was given for “entirely appropriate.”

<table>
<thead>
<tr>
<th>Retail channels</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy</td>
<td>4.79 (0.53)</td>
</tr>
<tr>
<td>Nonpharmacy units</td>
<td>2.94 (1.38)</td>
</tr>
<tr>
<td>Internet</td>
<td>2.25 (1.42)</td>
</tr>
</tbody>
</table>

Table 3. A comparative evaluation of potential benefits and disadvantages of online drug shopping.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Evaluation, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Potential benefits</strong></td>
<td></td>
</tr>
<tr>
<td>Convenient</td>
<td>4.29 (1.07)</td>
</tr>
<tr>
<td>People who cannot get to a pharmacy can also purchase products</td>
<td>4.18 (1.11)</td>
</tr>
<tr>
<td>I can purchase medicines after opening hours</td>
<td>4.1 (1.19)</td>
</tr>
<tr>
<td>I can access products which are otherwise not available for me</td>
<td>3.34 (1.43)</td>
</tr>
<tr>
<td>Fast</td>
<td>3.71 (1.29)</td>
</tr>
<tr>
<td>Products can be compared faster and more easily than in the pharmacy</td>
<td>3.15 (1.34)</td>
</tr>
<tr>
<td>Inexpensive</td>
<td>2.87 (1.21)</td>
</tr>
<tr>
<td>I can get more information compared to the pharmacy</td>
<td>2.85 (1.43)</td>
</tr>
<tr>
<td>I can get products with better quality compared to the pharmacy</td>
<td>2.23 (1.19)</td>
</tr>
</tbody>
</table>

| **Potential disadvantages** | |
| It is easier to abuse preparations | 4.24 (1.13) |
| There is no control, so I can get products that I do not need or worsen my condition | 4.22 (1.06) |
| I do not get proper information regarding the use of the products | 3.86 (1.06) |
| Due to the delivery time, I’m getting the drug later compared to a pharmacy | 3.80 (1.15) |
| The source of the product is not reliable | 3.78 (1.27) |
| It is hard for me to choose between the great numbers of products | 3.70 (1.25) |
| I do not get the right product | 3.65 (1.31) |
| I receive counterfeit medicine | 3.61 (1.25) |
| The quality of the product is lower compared than in local pharmacies | 3.20 (1.29) |
The reliability of the answers on the benefits and disadvantages were calculated, and Cronbach’s alpha was determined (benefits alpha=.76, disadvantages alpha=.84) suggesting the reliability values are satisfying. The reactionary attitude regarding the online purchase of medicine was weighted, and a relative attitude rate was computed with a mean of –0.37 (SD 1.25). There was a weak but still significant tendency toward rejection ($t_{1054}=9.64, P<.001$). Our results showed that there were several factors positively influencing the respondents’ attitude toward online medication purchase, but they still tended to reject this source of drug acquisition. Linear regression analysis was conducted to measure the predictive power of the reported attitudes regarding the willingness to purchase medication online. These results show that attitudes have significant predictive power ($F_{2,1054}=224.87, P<.001, R^2=.299$).

**Attitudes Towards Prospective Online Purchases**

Our study could not substantiate a clear association with purchasing medications online, due to the small ratio of respondents with previous purchasing experience. However, we did evaluate the willingness to purchase medications on the internet. The correspondence of demographic factors, internet usage behavior, and prospective online drug purchase attitude was examined (see Table 4). A correlation analysis indicated that a significant correlation was found between age, average time spent on the internet, internet purchase in general, settlement size, and level of education.

A linear regression analysis was conducted using a stepwise method to measure the effect of correlating factors on willingness to purchase medications online. According to our results, the factor of internet purchase in general, level of education, and age together, will predict the attitude toward the online purchase of medications ($F_{3,1053}=65.83, P<.001, R^2=.158$). A further linear regression analysis was conducted to determine the predicting factors of online purchase behavior, in general. Our results showed the time spent on the internet, age, and education determines the general online purchase ($F_{3,1053}=292.36, P<.001, R^2=.455$). Also, the time spent on the internet is highly determined by age and the level of education ($F_{2,1053}=454.13, P<.001, R^2=.459$). Based on our results, an explanation model was developed. According to our results, the attitude toward online medication purchase can be explained by the factor of general online purchase behavior, which is determined by the time spent on the internet, which has a strong correspondence to age. The level of education will predict all the other factors, and through this, have a general impact on online medication purchase attitude.

**Discussion**

**Consumers Purchasing Medicines Online**

According to several surveys, the percentage of people purchasing medicines online varies as published data differs, due to type of product, sample population, education, and income or substance abuse status [10,12]. Thus, the authors aimed to summarize previously published data and key findings on patients procuring medications and health products on the web and perceptions regarding internet pharmacies.

Table 5 summarizes recent scientific data on online medication purchasing of the general population published between 2012-2017. Accordingly, it does not contain: data presented in the previous systematic review by Orizio et al [10], surveys focusing solely on online and mail-order pharmacy users, prescription drugs’ customers, and patients participating in prescription refill programs. Questionnaires from a small sample size or specific patient groups (eg, drug abusers, people buying illegal drugs, men obtaining phosphodiesterase-5 inhibitors) were excluded. Furthermore, nonpeer reviewed publications and estimates were not included, mostly to eliminate bias. Studies not representing the current web used by the general population (eg, early reports and studies focusing on the dark web) were also excluded. It must be noted, the differentiation of actual product categories purchased online is somewhat difficult, as approved medicines, medicinal products, and dietary supplements are often measured as a single category in articles evaluating consumers purchasing from online pharmacies.

Several authors have studied the number, attitude, and characteristics of online pharmacy users. Although internet pharmacies have been in business for nearly two decades, there is only limited scientific evidence published regarding the prevalence of online pharmacy use by the general population [42]. In countries where the internet pharmacy market is dominated by retail pharmacy chains selling prescription-only medications and offering refill programs (eg, US, United Kingdom, Germany), patient characteristics differ from nations in which only nonprescription products can be marketed (eg, Central European Union) through the internet.
As noted by numerous authors who have reviewed the published data, it is most difficult to measure the number of online pharmacies and their customers, especially illegitimate ones [10]. Existing research only provides estimates of the scale of the online purchase of medicine [46].

A US survey, in a cohort of 443 online pharmacy users, representing an average of 1.5 million individuals annually, found that, compared with nonusers, online users were older, are more likely to have private insurance, had more prescriptions, possessed a higher family income, and were more educated [44]. Atkinson et al [47] found that age and marital status was associated with online buying. In 2007, Desai and colleagues [37] documented that about 14.5% of the US population used the internet to obtain medications or vitamins, and these individuals were more often married, white, 50-64 years old with varying levels of college education and an income of US $75,000, or more. It should be noted, mail-order pharmacies are required by certain health plans in the US, which may result in a higher number of patients using online mail pharmacies for maintenance medications [48], compared to other countries. A Hungarian survey of hospital patients has shown in which 8.4% of the respondents ordered drugs or dietary supplements online and 3.7% of the respondents are considering this option in the future. Gender, age, and educational profile did not significantly affect the ordering health-related products from the internet [38]. An Italian study involving more than 100 adult subjects investigated the use of the internet regarding the search for information on medicines, dietary supplements, and disease. Although 68.5% of the respondents were aware of the possibility to purchase medicines on the internet, only 9.2% expressed a favorable opinion. Interestingly, the number of participants with actual online medication purchase experience was not measured [49]. Mazer et al [45] found, among emergency department patients, 57% reported awareness of online pharmacies and 5.4% used the internet to order medications. Multiple medications and prescription plan significantly influenced online pharmacy use, while no difference in age or student status was observed between users and nonusers. A survey of Saudi citizens showed the online purchase of medicines is not yet widespread, as 23.1% of the respondents were aware of the existence of internet pharmacies and only 2.7% had purchased medicines online. However, the level of satisfaction was high among those who had such experience, and a suitable number of respondents (42.7%) indicated they are willing to try an online pharmacy in the future [41]. Similar results were reported by Alfahad et al [42] throughout the kingdom, as a clear majority of the Saudi respondents have not yet heard about online pharmacies (82.6%), and very few (1.4%) have purchased medicinal products online, however about two thirds (66.4%) were enthusiastic to utilize the online options in the purchasing of medicines. On the other hand, a Romanian survey found only a minority (3.2%) of the respondents have not heard of the possibility of purchasing medicines online, 8.3% have already purchased, moreover 7.1% intended to do so in the future [43].

A systematic review by Orizio et al [10] investigated the available evidence regarding online pharmacies, published between 2003-2010. The authors summarized population surveys on consumers perceptions and attitudes yet could not find consistent information regarding the number of consumers and their characteristics [10]. According to another review by Orsolini et al [50] a range of variables must be considered in profiling online pharmacy customers. Most online customers were reported to be young, Caucasian, and individuals without any health insurance. However, there are variations in gender and age depending on the type of medication purchased. Women and more educated individuals were associated with the online search of health-related information, and, conversely, subjects with a low literacy level are prone to purchase from illegal websites.

Table 5. Summary of recent studies on the prevalence of purchasing drugs and dietary supplements online.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Location (year of data collection)</th>
<th>Sample population</th>
<th>Survey method</th>
<th>Respondents purchasing health products online (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Szekely et al [43]</td>
<td>Romania (2010-2011)</td>
<td>Community pharmacy patients</td>
<td>Personally administered</td>
<td>8.3</td>
</tr>
<tr>
<td>Desai et al [37]</td>
<td>USA (2007)</td>
<td>Internet users</td>
<td>Data from HINTSb national dataset</td>
<td>14.5</td>
</tr>
<tr>
<td>Brown and Lee [44]</td>
<td>USA (2002-2010)</td>
<td>Noninstitutionalized individuals</td>
<td>Data from MEPSa national dataset</td>
<td>0.5d</td>
</tr>
<tr>
<td>Fittler et al [38]</td>
<td>Hungary (2010-2011)</td>
<td>Hospital patients</td>
<td>Personally administered</td>
<td>8.4</td>
</tr>
<tr>
<td>Mazer et al [45]</td>
<td>USA (2007)</td>
<td>Emergency department patients</td>
<td>Personally administered</td>
<td>5.4e</td>
</tr>
</tbody>
</table>

aN refers to number of respondents.
bHINTS: Health Information National Trends Survey.
cMEPS: Medical Expenditure Panel Survey.
dRefers to prescription medication.
eRefers to medication in general.
The above studies provide important clues into what genres of patients and consumers may be more likely to purchase products from online pharmacies. At the same time, we must admit, it is somewhat difficult to profile the “typical online pharmacy customer,” because users are as diverse as the medications they are looking for [12]. This study has identified a knowledge deficit and lack of scientific evidence regarding studies on patients’ attitudes towards internet pharmacies. Furthermore, we believe the additional scientific evidence is necessary to plan, implement, and evaluate prevention campaigns aiming to facilitate the safe use while navigating the online pharmaceutical market.

**Principal Results**

Patients’ attitude towards online pharmacies and purchasing health products on the internet is a key element of maintaining the integrity of the medication supply chain and protecting patients from digital iatrogenesis [51]. Policy makers and authorities must be aware of how medications are different from most items purchased on the internet, as they directly have an impact on one’s health [37].

Users of online pharmacies, whether legitimate sites or not, are purchasing medications used for both acute and chronic conditions, including medications of abuse. Without the appropriate advice and the supervision of the medical doctor or the pharmacist, all drugs (prescription only and over-the-counter) and even dietary-supplements can cause harm. The primary concerns are insufficient or incorrect information about the patient’s health status and medications, inappropriate self-diagnosis, or incomplete management of drug-related issues, such as polypharmacy, therapeutic duplications, adverse events, and drug-to-drug or drug-herbal interactions [45]. Obviously, illegitimate online pharmacies pose a definite threat to patients through the marketing of counterfeit medications and substandard products. However, even legitimate actors possess issues associated with their use [37].

Given the variable quality of internet pharmacies, it is critical to identify patients’ vulnerability and develop targeted campaigns to educate the public properly. Our results may support the development of patient-centered interventions by identifying consumer characteristics associated with willingness towards purchasing medications online.

A majority (872/1055, 82.65%) of the respondents were aware medications can be obtained online. In our study sample, 44 (4.17%) reportedly used the internet for purchasing medications (eg, convenience, about individuals who cannot get to a pharmacy can purchase products, possibility to purchase medicines after opening hours). Interestingly, they still tend to reject this source of drug acquisition. Seemingly, Hungarian patients are not yet open towards online medication purchase, however, based on our findings, attitudes will likely change as more individuals gain experience in buying products or services online.

Based on our results, the main factors influencing the willingness towards online medication purchase was determined. We found, internet usage and online purchase behavior, in general, will predict the attitude toward online medication purchase. Essentially, this means the respondents who use the internet and purchase goods online will be more likely to purchase medications online. These 2 factors are highly influenced by age, meaning the younger generation is much more involved in the online market. In addition, the level of education and attitude will determine the medication purchase behavior. People possessing higher level college degrees and having a more positive attitude regarding online medication purchase, are more likely to do so. The attitude ratings are also related to age, mostly in aspects of benefits ($r=.23$). Based on these data, we summarize how online medication purchase is not an isolated phenomenon, but highly integrated with the behavioral tendency in which individuals often try to manage increasingly things online. Given this a general tendency throughout society, we believe efforts against online medication purchase, in general, is pointless. However, it is highly essential to develop a stronger control over online pharmacies and provide education regarding the responsible internet purchase behavior. Previous studies have noted that we must further emphasize the opportunity in support of health providers (general practitioners, pharmacists, nurses) to help patients navigate potential internet purchases, in the prevention of medication incidents generated using unapproved and illegitimate online pharmacies [37,38].

**Strengths and Limitations**

In this study, the potential misunderstanding of the survey was eliminated by personally administering the survey and the use of trained research associates. Compared to numerous previous studies, our method makes it possible to identify 2 seemingly similar, but different product categories (medications and dietary supplements) separately. In the beginning of the survey, the special attributes of medications were measured and discussed for future reference. In our sample, we gathered results from a balanced respondent population, representing the patient population regarding age, gender, and education. Previous survey results regarding online consumers may not reflect the prevalence and the attitude of the general population because internet use is strongly related to several demographic variables. Accordingly, by using personally administered surveys, our study eliminates such bias.

This study does have some limitations. Online pharmacy use was self-reported, therefore, subject to recall bias and untruthful reporting by the individual, which may underestimate actual prevalence. Legitimate and illegitimate actors are not differentiated in our study, mainly, since online sellers may mislead customers or not be able to differentiate between them [12,52]. Our study was performed in hospitals, general practitioners’ offices, and community pharmacies throughout Southern Hungary. Consequently, it represents the national...
patient population but not the entire Hungarian population. However, this can be a potential strength, as patients are more likely to purchase medications and they are also vulnerable to the potential dangers associated with internet pharmacies. Prevalence and attitudes of inpatients were measured and published previously by the authors [38].

Conclusions

Our results support our hypothesis: the use of the internet to purchase medications is present and national results are in correlation with international data. Despite a weak, but still significant tendency towards rejection to online pharmacies was identified, a reasonable number of patients were planning to purchase medications on the internet in the future.

We aimed to identify drivers in support of the purchase of online medication to develop targeted campaigns informing patients vulnerable to illegal websites. Based on the literature review and our study results, it is difficult to profile consumers turning to the internet pharmacy market because users are likely just as diverse as the treatments they are looking for. However, following the evaluation of prospective online drug purchase attitude, we arrived to the conclusion that respondents who use the internet more frequently to shop online will be more likely to purchase medications on the internet. Furthermore, age and education determine in the medication purchase behavior. Our results ideally will soon support educational interventions promoting safe online medication procuring practices and provide valuable data regarding patients’ attitudes.
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Abstract

Background: Most people with mental health disorders fail to receive timely access to adequate care. US Hispanic/Latino individuals are particularly underrepresented in mental health care and are historically a very difficult population to recruit into clinical trials; however, they have increasing access to mobile technology, with over 75% owning a smartphone. This technology has the potential to overcome known barriers to accessing and utilizing traditional assessment and treatment approaches.

Objective: This study aimed to compare recruitment and engagement in a fully remote trial of individuals with depression who either self-identify as Hispanic/Latino or not. A secondary aim was to assess treatment outcomes in these individuals using three different self-guided mobile apps: iPST (based on evidence-based therapeutic principles from problem-solving therapy, PST), Project Evolution (EVO; a cognitive training app based on cognitive neuroscience principles), and health tips (a health information app that served as an information control).

Methods: We recruited Spanish and English speaking participants through social media platforms, internet-based advertisements, and traditional fliers in select locations in each state across the United States. Assessment and self-guided treatment was conducted on each participant's smartphone or tablet. We enrolled 389 Hispanic/Latino and 637 non-Hispanic/Latino adults with mild to moderate depression as determined by Patient Health Questionnaire-9 (PHQ-9) score ≥ 5 or related functional impairment. Participants were first asked about their preferences among the three apps and then randomized to their top two choices. Outcomes were depressive symptom severity (measured using PHQ-9) and functional impairment (assessed with Sheehan Disability Scale), collected over 3 months. Engagement in the study was assessed based on the number of times participants completed active surveys.

Results: We screened 4502 participants and enrolled 1040 participants from throughout the United States over 6 months, yielding a sample of 348 active users. Long-term engagement surfaced as a key issue among Hispanic/Latino participants, who dropped from the study 2 weeks earlier than their non-Hispanic/Latino counterparts (P < .02). No significant differences were observed for treatment outcomes between those identifying as Hispanic/Latino or not. Although depressive symptoms improved (beta = –2.66, P = .006) over the treatment course, outcomes did not vary by treatment app.

Conclusions: Fully remote mobile-based studies can attract a diverse participant pool including people from traditionally underserved communities in mental health care and research (here, Hispanic/Latino individuals). However, keeping participants engaged in this type of “low-touch” research study remains challenging. Hispanic/Latino populations may be less willing to use...
mobile apps for assessing and managing depression. Future research endeavors should use a user-centered design to determine the role of mobile apps in the assessment and treatment of depression for this population, app features they would be interested in using, and strategies for long-term engagement.

**Trial Registration:** Clinicaltrials.gov NCT01808976; https://clinicaltrials.gov/ct2/show/NCT01808976 (Archived by WebCite at http://www.webcitation.org/70xI3ILkz)

**KEYWORDS**

mobile apps; smartphone; depression; Hispanics; Latinos; clinical trial; cognition; problem solving; mHealth; minority groups

**Introduction**

Technology is being leveraged as a way to perform large-scale clinical research targeting typically underrepresented populations. Given the extensive use of mobile devices across communities, remote research methods are becoming widely used. Additionally, technology is also seen as a potential method for bridging health disparities, which are typically driven by limited resources and stigma most apparent in minority communities. Of particular interest is the Hispanic/Latino community: Although they comprise one of the fastest-growing demographic segments in the United States [1], Hispanic/Latino populations are half as likely as their non-Hispanic white counterparts to receive mental health services [2]. This population is very difficult to recruit into research [3,4], and as a result, there is limited science to support treatment recommendations for this population. Recruitment of Hispanic/Latino samples into clinical research is particularly challenging in studies of mental health.

The widespread availability of digital technology has the potential to drive a sea change in access to psychosocial treatment for mental health problems in Hispanic/Latino communities [5]. Internet-based interventions have already demonstrated comparable treatment outcomes as traditional face-to-face psychotherapy [6], and given that 75% of Hispanic/Latino individuals own a smartphone [1], mobile-based mental health apps have the potential to increase treatment accessibility and engagement. Although there is potential for treating depression in Hispanic/Latino individuals using mobile devices, there is relatively little information about how this population interacts with apps, given their underrepresentation in mental health research. In particular, whether Hispanic/Latino smartphone owners (including both Spanish and English speakers) actually use mental health apps, and when they do, whether they follow the app protocols. We recently tested similar questions among a majority non-Hispanic white sample in a recent, fully remote trial (BRIGHTEN V1 [7,8]) and found that their interest in depression apps was high. It was far less challenging to recruit participants into our remote clinical trial compared with traditional in-person treatment trials. However, long-term engagement with the assigned apps trailed off significantly each week in the study, a finding that has been demonstrated in other studies [9]. However, Hispanic/Latino individuals, especially non-English speakers, do not typically have the same opportunity as majority groups to utilize mental health services and therefore may find mental health apps a useful alternative to traditional care. There is an immediate need for further research to develop and evaluate new solutions for mental health care for this population that are economically viable, scalable, and focused on engaging users to inform timely and evidence-based clinical interventions.

Therefore, the aim of this study was to determine the feasibility of conducting remote research with a Hispanic/Latino adult sample of smartphone users, how they interact with depression apps, and the potential clinical impact mHealth apps may have on treating depression in this population. We report recruitment, engagement, and cost in this 12-week, fully remote randomized controlled trial among Hispanic/Latino individuals with depression and a cohort of non-Hispanic/Latinos with depression to act as a direct comparator group (and extend our previous findings).

**Methods**

**Approval**

Ethical approval for the trial (NCT01808976) was granted by the Institutional Review Board of University of California, San Francisco. Specific research methods for this project replicated the BRIGHTEN V1 study and are described elsewhere [7,8], but are summarized here. Briefly, this was a fully remote treatment trial for depression, consisting of engagement with one of three treatment apps and periodic assessments detailed below.

**Recruitment**

Three different types of recruitment approaches, including traditional, social networking, and search-engine strategies, were used (Figure 1). Traditional methods consisted of Craigslist.org postings throughout the United States, specifically posting to the “Volunteer” and “Jobs etc” pages within Craigslist in at least one major city in every state. Social networking methods included regular postings on sites such as Facebook and Twitter and contextual-targeting methods to identify and directly push recruitment ads to potential participants, based on their Twitter and other social media comments. This approach was led entirely by Trialspark.com, which designed specific recruiting campaigns using machine learning approaches to create optimal advertising. Furthermore, we reached out to Hispanic/Latino Catholic Ministries in at least one city in every state to see if they would be willing to help with the recruitment for this study and post fliers in their communities. Each approach (described further in Multimedia Appendix 1 provided potentially interested participants a link to our custom study website, which was translated entirely for Spanish speakers and
included a welcome video featuring bilingual Hispanic/Latino researchers describing the goal of this study in Spanish. All translations involving text in the treatment apps were done by a combination of native Spanish speakers associated with this study and professionals at Babble-on.

**Procedures**

This study used an equipoise stratified clinical trial design [10], which factors participant preferences for treatment into randomization. Participants were randomly assigned one app among their two preferred intervention types and were asked to use it daily for 4 weeks. Participants completed primary outcome assessments, including the Patient Health Questionnaire-9 (PHQ-9) [11] and Sheehan Disability Scale (SDS) [12] once a week for 3 months, with other secondary measures (described below) completed at daily, weekly, or biweekly intervals. All treatments and assessments were delivered remotely via custom apps.

**Screening**

Interested participants completed a brief Web-based screening consisting of questions about their ability to speak Spanish (“Do you speak Spanish?; ¿Hablas Españo?l?”) and mobile device ownership (“Do you have an iPhone or Android smartphone?”).

**Consent**

Participants were given the University of California, San Francisco consent form to read and were instructed to watch a video that highlighted the goals and procedures of the study, as well as risks and benefits of participation. After viewing the video, participants had to pass a quiz that confirmed their understanding that participation was voluntary, was not a substitute for treatment, and that they were to be randomized to treatment conditions. Each question had to be answered correctly before moving on to baseline assessment and randomization. Eligibility was established after consent was obtained. Upon being eligible, participants were sent a link to download their assessment app (Surveytory).

**Participant Eligibility**

Participants had to speak English or Spanish, be 18 years old or older, and own either an iPhone with Wi-Fi or 3G/4G/LTE capabilities or an Android phone along with an Apple iPad version 2.0 or newer device. An iOS-based device was required as one of our intervention apps was only available on iOS devices at the time of the study. If a user had an Android phone, he or she was only eligible to participate if he or she also owned an Apple iPad version 2 or newer iOS tablet device. Participants had to endorse clinically significant symptoms of depression, as indicated by either a score of 5 or higher on PHQ-9 or a score of 2 or greater on PHQ item 10 (indicating feeling disabled in his or her life because of mood).

**Assessment**

**Baseline**

The baseline assessment included collecting demographic variables including age, race/ethnicity, marital and employment status, income, education, smartphone ownership, use of other health apps, and use of mental health services, including use of medications and psychotherapy. We collected information on mental health status using PHQ-9 [11] for depression and SDS [12] to assess self-reported disability. PHQ-9 rates the presence and severity of depressive symptoms across 9 items, with higher scores signifying more severe symptomatology (range 0-27). This is a reliable and well-validated screening instrument [13] that is responsive to depression treatment outcomes over time [11] and is included in the US Preventive Services Task Force recommendations for depression screening in adults [14]. PHQ-9 has been translated into several languages; we used both the original English language form and the validated Spanish translation [15]. The baseline PHQ-9 demonstrated good internal consistency in our sample (Cronbach alpha=.85, 95% CI 0.83-0.87).

**Figure 1.** Overall BRIGHTEN V2 study schematic showing participant recruitment, consent, enrollment, and randomization workflow along with weekly and daily data collection. EVO: Project Evolution; GPS: Global Positioning System; PHQ-2: 2-item Patient Health Questionnaire; PHQ-9: 9-item Patient Health Questionnaire; SDS: Sheehan Disability Scale.
SDS assesses perceived functional impairment across 3 domains (work/school, social life, and family/home responsibilities), yielding a sum score of 0-30, in which higher scores represent greater disability. SDS is popular in clinical trials given its sensitivity in detecting treatment effects [16]. As one of the official World Health Organization’s measures of disability, this measure has also been translated into several languages; we used both the original English version and a validated Spanish translation of this scale [17]. SDS also demonstrated good internal consistency in our sample (Cronbach alpha=.89, 95% CI 0.87-0.91).

Follow-Up Assessments
Our custom mobile app, Surveytory, was used to collect all outcome and passive data. The assessments to measure changes in mood (PHQ-9) and disability (SDS) were administered weekly. Daily changes in mood were assessed using the PHQ-2 survey. Passive data collection included daily phone usage logs (call/text time, call duration, and text length) and mobility data (activity type and distance traveled using the phone’s accelerometer and Global Positioning System). Participants were automatically notified every 8 hours for 24 hours if they had not completed a survey within 8 hours of its original delivery. A built-in reminder also prompted the participant to check for any surveys on a daily basis in case they missed a new survey notification. An assessment was considered missing if it was not completed within a 24-hour time frame.

Treatment
After confirming completion of baseline assessments (or 72 hours after the initiation of these assessments, whichever came first), participants were sent a Web-based survey that described each of the 3 treatment arms. Following this description, participants were asked to select which 2 apps they were most inclined to use in this study. Participants were then randomly assigned to one of these 2 preferred conditions and sent a link to download the intervention app, which included a brief video explaining how to download and use the assigned treatment app. This download also included a custom dashboard to monitor their study progress. Participants were asked to use their assigned app for 1 month.

The first app was a video game-inspired cognitive intervention (Project Evolution, EVO) designed to modulate cognitive control abilities, as declines in these abilities have been associated with depression [18]. This intervention has preliminary evidence for being an effective treatment for depression [18]. The second intervention was an app based on internet-based problem-solving therapy (IPST), an evidence-based treatment for depression, which has been shown to be both acceptable and efficacious for US-dwelling Hispanic/Latino populations. The final intervention app, an information control, provided daily health tips (HTips) for overcoming depressed mood such as self-care (eg, taking a shower) or physical activity (eg, taking a walk; see [8] for further descriptions of each).

Each of the 3 apps represented the most common type of self-guided depression apps available at the time of the study: apps based on psychotherapy principles, apps that claim to improve mood through therapeutic games, and apps that provide suggestions for mindfulness and behavioral exercises. Similar to the assessment notifications, each intervention app was equipped with built-in reminders asking the participant to use their app on a daily basis (reminders were sent once daily).

Incentives
Randomized participants were paid a total of US $75 in Amazon gift vouchers for completing all assessments over the 12 weeks. Participants received US $15 for completing the initial baseline assessment and an additional US $20 for each subsequent assessment at the 4-, 8-, and 12-week time points.

Procedures to Reduce Gaming
“Gaming” is a situation where a user enrolls in a study solely to acquire research payment or attempts to influence specific methodological aspects of the study. We utilized the following safeguards to prevent this: (1) locking the eligibility or treatment randomization survey if a participant tried to change a submitted answer so that only the initial answer was utilized, (2) using study links that are valid for one user/device, and (3) tracking internet protocol addresses to minimize duplicate enrollments.

Statistical Analyses
Participant self-reported race/ethnicity was used to create 2 groups of Hispanic/Latino and non-Hispanic/Latino adults (eg, all other races and ethnicities) to test our main study aims. Sample demographics and clinical characteristics were calculated using appropriate descriptive statistics. Comparisons between participant demographics were done using a chi-square test of independence for categorical variables and one-way analysis of variance to compare continuous variables across the groups. To assess the marginal effect (ie, association in the entire sample) between longitudinal weekly PHQ-9 and SDS scores and treatment arms, we used generalized estimating equations (GEEs) [19]. Briefly, GEE models extend generalized linear models to longitudinal or clustered data. GEEs use a working correlation structure that accounts for within-subject correlations of participant responses, thereby estimating robust and unbiased SEs compared with ordinary least squares regression [19,20]. We adjusted for age and gender to account for any potential confounding effects between outcome and main covariates of interest. Treatment response was further categorized into 3 groups based on a change of at least 5 points on PHQ-9 [11], the minimal clinically important difference [11], to comprise treatment responders (decrease PHQ-9≥5 points), nonresponders (change in PHQ-9<5 points), and those that deteriorated over treatment (increase in PHQ-9≥5 points). To assess participant engagement, we examined the proportion of participants who completed at least one activity in any given week. One-way analysis of variance was used to compare the daily, weekly, and overall participation differences between Hispanic/Latino and other participants. Univariate estimation of time to drop out from the study between Hispanic/Latino and non-Hispanic/Latino participants was computed using survival analysis. The distribution of survival days (total days active in the study) and nonparametric estimates of the survivor function was computed using the Kaplan-Meier method [21]. Log-rank test [22] was used to test for differences in survival between Hispanic/Latino and other participants. To compare dropout rates among the 3 interventions, a nonparametric Kruskal-Wallis test was used. Passive data was only used to compare user
engagement with active survey-based tasks. Given this study design is similar to that of our previous work [7], we used the same power analysis for this study. It indicated that 200 participants per intervention arm would provide 0.80 power to detect a medium treatment effect (eg, 2 points change on PHQ-9 scale, Cohen $d=0.4$) with an assumption of 50% participant dropout. However, this study was a feasibility trial of an understudied Hispanic/Latino population and was not sufficiently powered to detect a moderate effect size across the 3 interventions. All analyses were carried out using R (R Core Team, Vienna, Austria), statistical computing language version 3.4.2 [23].

**Results**

**Recruitment and Enrollment**

The BRIGHTEN V2 study started recruitment in August 2016 with screening and enrollment continuing for 7 months. A total of 4502 people were screened, and 23.10% (1040/4502) adults met the eligibility criteria and were enrolled in the study. Of these, 37.40% (389/1040) reported being Hispanic/Latinos. As in BRIGHTEN V1 study [7,8], the use of Craigslist.org was the most effective approach in recruiting, with more than 80% (843/1040) of our participants coming from this approach. An additional 8% (86/1040) were referred by friends or colleagues.

Enrolled participants lived throughout the United States, with all the metropolitan areas represented (Figure 2). Only 33.46% (348/1040) of the initially enrolled participants were active in the study (active cohort), as defined by completing at least one postenrollment weekly PHO-9 assessments or providing passive phone usage data within the first 12 weeks. The remaining 66.54% (692/1040) participants did not respond to any postenrollment surveys or provide passive data and were therefore considered to be study dropouts (Figure 3). Income, education, and race were significantly different between those who dropped and those who did not ($P<.005$; Multimedia Appendix 1). A large proportion of individuals who reported that they “can’t make ends meet” with regard to their income dropped out of the study (238/692, 34.4%) this effect was more pronounced for Hispanic/Latino individuals (135/283, 47.7%). Over half (171/283, 60.4%) of the Hispanic/Latino participants who dropped out of the study reported making US $20,000 or less annually compared to with 28.10% (112/398) of non-Hispanic/Latinos who dropped out. Of the 348 active individuals, 74 did not complete the treatment randomization survey and thus were not assigned an intervention. However, they continued to complete self-report surveys during the study period. For this reason, we categorized these participants as enrolled but not randomized (EnR) category. All further analyses were restricted to active individuals consisting of those in treatment (n=274) or EnR (n=74; total N=348) arms. See Figure 3 for the Consolidated Standards of Reporting Trials diagram illustrating participant flow through the study.

Of those who were randomized, 31.8% (87/274) attempted to change their assigned intervention by hitting the “back” button to return to the randomization page, while an additional 10.2% (28/274) participants returned to the survey a second time to change their preferences (9/274, 3.2% of these individuals used both methods). Note that these attempts were unsuccessful because participant randomization was determined by the first answer given by a participant, and not any of the subsequent attempts made.

**Sample Demographics**

See Table 1 for participant characteristics, including comparisons across those identifying as Hispanic/Latino and not. The participants were predominantly young, with 69.81% (238/345) aged less than 40 years (mean 34.90, SD 10.92); female (205/266, 77.19%); and non-Hispanic white (98/184, 53.3%), with 30.7% (33/106) of our sample reporting Hispanic/Latino identity. The majority (168/241, 69.9%) reported some form of employment, and 87.8% (266/303) of all participants were iPhone users. There were significant differences between Hispanic/Latino and non-Hispanic/Latino participants; notably, a greater proportion (43/106, 40.6%) of Hispanic/Latino participants reported annual incomes of less than US $20,000, compared with only 24.7% (59/239) non-Hispanic/Latinos. Likewise, non-Hispanic/Latino participants were significantly more likely to be employed and more likely to have obtained a university education relative to Hispanic/Latino participants. Finally, Hispanic/Latino participants were slightly younger than their counterparts, although both groups were on average in their early-to-mid 30s.

**Clinical Characteristics**

Overall, the cohort reported moderate depressive symptomatology with a mean baseline PHQ-9 of 13.61 (SD 5.46). There was no difference in baseline depression between Hispanic/Latino and non-Hispanic/Latino participants ($P=0.07$), and neither age nor gender showed a significant association with baseline PHQ-9 scores (age: $F_{1,330}=3.16, P=0.07$; gender: $F_{1,330}=3.16, P=0.07$). Income satisfaction showed a moderate effect on baseline PHQ-9 scores ($f^2=0.265, P<.001$). Table 2 summarizes the associations and effect sizes of all baseline variables with baseline PHQ-9 scores. Participants who reported income satisfaction as “can’t make ends meet” showed significantly higher depression symptomatology (delta PHQ-9=$+3.9, P<.001$) than those who reported income level as “comfortable” (Figure 4). However, this discrepancy in depressive symptoms between income levels was not significantly different between Hispanic/Latinos and non-Hispanic/Latinos across other categories of income satisfaction.
Figure 2. US map showing the location of people who were screened (gray) and enrolled (red) in the BRIGHTEN V2 Study.

Figure 3. The Consolidated Standards of Reporting Trials flow diagram. iPST: internet-based problem-solving therapy; EVO: Project Evolution; N/A: not available.
Table 1. BRIGHTEN V2 participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall(^a) (N=345)</th>
<th>Hispanic/Latino (n=106)</th>
<th>Non-Hispanic/Latino (n=239)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Patient Health Questionnaire-9, mean (SD)</td>
<td>13.61 (5.46)</td>
<td>14.41 (5.69)</td>
<td>13.26 (5.34)</td>
<td>.08</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>266 (77.1)</td>
<td>82 (77.4)</td>
<td>184 (77.0)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.90 (10.92)</td>
<td>32.71 (10.10)</td>
<td>35.88 (11.15)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Income last year (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>20,000 or less</td>
<td>102 (29.6)</td>
<td>43 (40.6)</td>
<td>59 (24.7)</td>
<td></td>
</tr>
<tr>
<td>20,000-40,000</td>
<td>90 (26.1)</td>
<td>31 (29.2)</td>
<td>59 (24.7)</td>
<td></td>
</tr>
<tr>
<td>40,000-60,000</td>
<td>76 (22.0)</td>
<td>20 (18.9)</td>
<td>56 (23.4)</td>
<td></td>
</tr>
<tr>
<td>60,000-80,000</td>
<td>32 (9.3)</td>
<td>5 (4.7)</td>
<td>27 (11.3)</td>
<td></td>
</tr>
<tr>
<td>80,000-100,000</td>
<td>22 (6.4)</td>
<td>2 (1.9)</td>
<td>20 (8.4)</td>
<td></td>
</tr>
<tr>
<td>100,000</td>
<td>23 (6.7)</td>
<td>5 (4.7)</td>
<td>18 (7.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Community college</td>
<td>72 (20.9)</td>
<td>25 (23.6)</td>
<td>47 (19.7)</td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>58 (16.8)</td>
<td>11 (10.4)</td>
<td>47 (19.7)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>56 (16.2)</td>
<td>29 (27.4)</td>
<td>27 (11.3)</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>159 (46.1)</td>
<td>41 (38.7)</td>
<td>118 (49.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Device (iPhone), n (%)</strong></td>
<td>303 (87.8)</td>
<td>89 (84.0)</td>
<td>214 (89.5)</td>
<td>.20</td>
</tr>
<tr>
<td>Working (Yes), n (%)</td>
<td>241 (69.9)</td>
<td>65 (61.3)</td>
<td>176 (73.6)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Hispanic/Latinos</td>
<td>106 (30.7)</td>
<td>106 (100.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>184 (53.3)</td>
<td>0 (0.0)</td>
<td>184 (77.0)</td>
<td></td>
</tr>
<tr>
<td>African-American/black</td>
<td>25 (7.2)</td>
<td>0 (0.0)</td>
<td>25 (10.5)</td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
<td>3 (1.3)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>24 (7.0)</td>
<td>0 (0.0)</td>
<td>24 (10.0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
<td>3 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Speak Spanish (yes), n (%)</strong></td>
<td>113 (32.8)</td>
<td>96 (90.6)</td>
<td>17 (7.1)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>Income satisfaction, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Comfortable</td>
<td>71 (20.6)</td>
<td>17 (16.0)</td>
<td>54 (22.6)</td>
<td></td>
</tr>
<tr>
<td>Can't make ends meet</td>
<td>80 (23.2)</td>
<td>32 (30.2)</td>
<td>48 (20.1)</td>
<td></td>
</tr>
<tr>
<td>Have enough to get along</td>
<td>194 (56.2)</td>
<td>57 (53.8)</td>
<td>137 (57.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Married/Partnered</td>
<td>135 (39.1)</td>
<td>35 (33.0)</td>
<td>100 (41.8)</td>
<td></td>
</tr>
<tr>
<td>Separated/Widowed/Divorced</td>
<td>33 (9.6)</td>
<td>12 (11.3)</td>
<td>21 (8.8)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>177 (51.3)</td>
<td>59 (55.7)</td>
<td>118 (49.4)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Participants who did not self-report Hispanic/Latinos status (n=3) have not been compared.
Table 2. Association between baseline demographic variables and Patient Health Questionnaire-9 scores.

<table>
<thead>
<tr>
<th>Baseline variables</th>
<th>Cohen $f^2$</th>
<th>False Discovery Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income satisfaction</td>
<td>0.264</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Income</td>
<td>0.226</td>
<td>0.02</td>
</tr>
<tr>
<td>Spanish speaker</td>
<td>0.139</td>
<td>0.029</td>
</tr>
<tr>
<td>Education</td>
<td>0.160</td>
<td>0.076</td>
</tr>
<tr>
<td>Working</td>
<td>0.103</td>
<td>0.096</td>
</tr>
<tr>
<td>Hispanic/Latinos</td>
<td>0.098</td>
<td>0.101</td>
</tr>
<tr>
<td>Marital status</td>
<td>0.107</td>
<td>0.15</td>
</tr>
<tr>
<td>Race</td>
<td>0.161</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Figure 4. Comparison of self-reported income satisfaction and baseline Patient Health Questionnaire-9 (PHQ-9) score between Hispanic/Latino and non-Hispanic/Latino participants.

Cost

Study costs beyond the initial infrastructure developed for BRIGHTEN V1 included participant payments (US $7540), website/enrollment portal/database development (US $4601), and total recruitment efforts (US $14,471; see Table 3). A bulk of recruitment spending was for 217 Spanish language ads placed on Craigslist throughout the country (US $5725), while only US $946 was spent on 33 English ads to obtain the reported enrollment. Furthermore, US $7800 was spent on targeted social media recruitment specifically for Spanish speakers via Trialspark.com; however, only 86 unique registrants came through this portal. Thus, participant acquisition costs differed dramatically between Spanish (US $31 per enrolled participant) and English speakers (US $1.49 per enrolled participant).

Engagement

Overall participation in the study (as measured by assessment completion, as opposed to intervention app use) decreased by approximately 50% from week 1 to week 4, with more than 4 out of 5 participants dropping (14%) out by the end of 12 weeks. At week 4, participants contributed twice as much passive data (ie, momentary Global Positioning System data) compared with that provided in survey assessments requiring active participation (Figure 5). Significant differences in participant engagement were observed between Hispanic/Latino and non-Hispanic/Latino participants ($P=.02$). Non-Hispanic/Latino individuals tended to participate in the study for 18.5 days longer than their Hispanic/Latino counterparts (median 53.5 days until dropout for non-Hispanic/Latinos and median 37 for Hispanic/Latino participants; see Figure 6). Finally, participants in the iPST and HTips arms were significantly more engaged than those in the EVO and EnR arms ($P<.01$), regardless of the race/ethnicity (Figure 7).

Depression Outcomes

Changes in weekly PHQ-9 scores were significantly associated with baseline severity of depressive symptoms (ie, mild, moderate, and severe; $P<.001$). Participants who reported severe depressive symptoms upon study entry evidenced the greatest decline in PHQ-9 scores during weeks 1-4 ($\beta=-4.19$, $P<.001$) but no significant changes during weeks 5-12. Participants with moderate symptoms also showed an initial decline in PHQ-9 ($\beta=-1.96$, $P=.004$) and a further decline of 0.70 points ($\beta=-2.66$, $P=.006$) in weeks 5-12 (Table 4, Figure 8). With regard to treatment remission at the end of week 4, 34.42% participants responded to the interventions (a decrease in PHQ-9 score of $\geq 5$ from baseline), 51.63% were nonresponders (change in PHQ-9 of $<5$ points), and a small proportion (11.48%) deteriorated (PHQ-9 worsened $\geq 5$ points) during the course of
the study. However, there was no difference in depression outcomes among the 3 intervention arms. No differences in treatment remission were observed between Hispanic/Latino participants and non-Hispanic/Latinos.

**Disability Outcomes**

At the cohort level, disability based on SDS ratings decreased by an average 0.74 points ($P=.03$) in weeks 2-4 and further by 0.39 points (beta=$-1.09$, $P=.02$) in weeks 5-12. As with depression outcomes, there was no difference in disability outcomes across treatment arms. Hispanic/Latino and non-Hispanic/Latino participants did not differ in their disability outcomes (Table 5).

<table>
<thead>
<tr>
<th>Recruitment approach</th>
<th>Amount spent (US $)</th>
<th>Participants reached, n</th>
<th>Cost per participant (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targeted Social Media (trialsSpark.com for Spanish Speakers)</td>
<td>7800</td>
<td>86</td>
<td>90.70</td>
</tr>
<tr>
<td>Craigslist.com (Spanish advertisements)</td>
<td>5275</td>
<td>303</td>
<td>17.41</td>
</tr>
<tr>
<td>Craigslist.com (English advertisements)</td>
<td>946</td>
<td>637</td>
<td>1.49</td>
</tr>
</tbody>
</table>

**Table 3.** Participant acquisition costs.

Figure 5. Comparison of participant attrition in the study across survey types and passive data stratified by Hispanic/Latinos and Non-Hispanic/Latinos. GPS: Global Positioning System; PHQ-2: 2-item Patient Health Questionnaire; PHQ-9: 9-item Patient Health Questionnaire; SDS: Sheehan Disability Scale.

Figure 6. Comparison of Kaplan-Meier survival estimates for Hispanic/Latino and non-Hispanic/Latino participants during the course of the study (1-84) days.
Figure 7. Comparison of number of days participants were active across different treatment arms in the study. EnR: enrolled but not randomized; EVO: Project Evolution; HTips: health tips; iPST: internet-based problem-solving therapy.

Table 4. Summary of estimates comparing weekly change in Patient Health Questionnaire-9 scores using a generalized estimating equations model.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Effect size, beta (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>8.28 (0.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>.09 (0.50)</td>
<td>.85</td>
</tr>
<tr>
<td>Age</td>
<td>−.02 (0.02)</td>
<td>.23</td>
</tr>
<tr>
<td>Weeks 1-4</td>
<td>1.33 (0.55)</td>
<td>.02</td>
</tr>
<tr>
<td>Weeks 5-12</td>
<td>1.33 (0.72)</td>
<td>.06</td>
</tr>
<tr>
<td>Treatment (EVO(^a))</td>
<td>.03 (0.57)</td>
<td>.96</td>
</tr>
<tr>
<td>Treatment (HTips(^b))</td>
<td>−.93 (0.56)</td>
<td>.09</td>
</tr>
<tr>
<td>Treatment (iPST(^c))</td>
<td>−.39 (0.53)</td>
<td>.45</td>
</tr>
<tr>
<td>Hispanic/Latinos (yes)</td>
<td>−0.15 (0.43)</td>
<td>.73</td>
</tr>
<tr>
<td>Baseline state (moderate)</td>
<td>5.35 (0.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline state (severe)</td>
<td>12.26 (0.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weeks 1-4: baseline state (moderate)</td>
<td>−1.96 (0.67)</td>
<td>.004</td>
</tr>
<tr>
<td>Weeks 5-12: baseline state (moderate)</td>
<td>−2.66 (0.96)</td>
<td>.006</td>
</tr>
<tr>
<td>Weeks 1-4: baseline state (severe)</td>
<td>−4.19 (0.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weeks 5-12: baseline state (severe)</td>
<td>−4.31 (1.04)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)EVO: Project Evolution.
\(^b\)HTips: health tips.
\(^c\)iPST: internet-based problem-solving therapy.
Figure 8. Comparison of weekly mean Patient Health Questionnaire-9 (PHQ-9) scores with mean SEs stratified by baseline depression state.

Table 5. Summary of estimates comparing weekly change in Sheehan Disability Scale score using a generalized estimating equations model.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Effect size, beta (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>10.91 (1.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>.64 (0.85)</td>
<td>.46</td>
</tr>
<tr>
<td>Age</td>
<td>.00 (0.04)</td>
<td>.89</td>
</tr>
<tr>
<td>Treatment (EVO\textsuperscript{a})</td>
<td>.32 (1.14)</td>
<td>.78</td>
</tr>
<tr>
<td>Treatment (HTips\textsuperscript{b})</td>
<td>−.74 (1.07)</td>
<td>.49</td>
</tr>
<tr>
<td>Treatment (iPST\textsuperscript{c})</td>
<td>−.12 (1.04)</td>
<td>.91</td>
</tr>
<tr>
<td>Weeks 2-4</td>
<td>−.70 (0.33)</td>
<td>.03</td>
</tr>
<tr>
<td>Weeks 5-12</td>
<td>−1.09 (0.47)</td>
<td>.02</td>
</tr>
<tr>
<td>Hispanic/Latinos (yes)</td>
<td>.12 (0.82)</td>
<td>.88</td>
</tr>
</tbody>
</table>

\textsuperscript{a}EVO: Project Evolution.
\textsuperscript{b}HTips: health tips.
\textsuperscript{c}iPST: internet-based problem-solving therapy.

Discussion

Principal Findings

To our knowledge, BRIGHTEN V2 is the first large-scale effort to target the remote recruitment of Hispanic/Latino individuals with depression in the United States using digital health assessments and interventions that were translated into Spanish and administered solely on smartphones. We screened and enrolled one of the largest cohorts of Hispanic/Latino individuals with depression to date. Previous work has suggested that the lack of utilization of mental health care could be attributed to (1) cultural beliefs about mental health problems, (2) ineffective and inappropriate therapies, or (3) access problems or other barriers [24]. We attempted to address each of these issues by selectively targeting an underrepresented Hispanic/Latino individuals with depression to date. Previous work has suggested that the lack of utilization of mental health care could be attributed to (1) cultural beliefs about mental health problems, (2) ineffective and inappropriate therapies, or (3) access problems or other barriers [24]. We attempted to address each of these issues by selectively targeting an underrepresented Hispanic/Latino population and using accessible, Spanish translated versions of the evidence-based intervention apps used in the initial study [8]. As has been found in other mobile-based mental health clinical trials [25,26], long-term engagement continues to be a significant challenge to these studies and is more pronounced among Hispanic/Latino participants. Although mobile devices are increasingly available in Hispanic/Latino communities [10], the availability of these devices as a means for conducting research and delivering care are not yet solutions that offset the widespread disparities seen in this population.

Feasibility and Acceptability

Similar to our previous work [7,27], this study has shown the feasibility of recruiting and enrolling a large and diverse sample of Hispanics/Latino adults. Previous research and observations from clinical practice suggest that Hispanics/Latino populations in the United States face barriers to research and treatment, including stigma and time constraints. This study was intended to overcome those very barriers by leveraging mobile apps that could be used at each participant’s convenience. However, the engagement data showed that the Hispanics/Latino participants dropped out close to 2 weeks earlier than their non-Hispanics/Latinos counterparts, highlighting significant challenges in not only recruiting but also in keeping this population engaged. It was much more expensive and labor intensive to recruit Hispanics/Latino participants relative to the rest of the cohort. Attrition was particularly striking among the Hispanic/Latino subset, with only 18.7% (73/389) downloading...
the treatment app. Highest dropout among the Hispanic/Latino sample were from participants reporting an annual income level of less than US $20,000.

Potential issues recruiting US Hispanic/Latino individuals for mental health research may hinge on (1) reluctance to be randomized, given the high number of the enrolled participants who tried to switch the initial randomly assigned intervention app and (2) privacy concerns such as the possibility that some of our lower income participants could be sharing the smartphones with other family members, potentially reducing the willingness to participate and causing high initial dropout [28]. Furthermore, the majority of participants were iPhone users, which may not be representative of the underlying population. While the ownership of an Android smartphone plus an iPad combination is relatively common as indicated by a 2014 survey [9], the ease of being able to participate in this study by only having to have a single device (iOS phone) likely spurred the bias toward iOS users in the sample.

Another potential issue in the study was the possible delay in receiving the intervention. The stratified equipoise randomization occurred after eligible participants attempted the assigned assessments (or after 72 hours, whichever came first); given that participants may have been waiting for their assigned intervention following their initial exposure to the assessment app, they may have lost interest in participating. Another consideration involves the appropriate incentive structure (eg, timing and amount of compensation) to maximize retention and engagement, as this factor is not well understood among such underrepresented samples such as ours. It is an empirical question to understand how the amount of payment affects one’s participation in a given trial. Indeed, in the first version of this study (BRIGHTEN V1), we found that participants who received bonus payments remained in the study longer than those who did not receive bonuses [8]. In that study, the experimentation with two distinct incentive models to encourage retention revealed that participant payment was not enough to keep engagement from waning. Other work has shown that externalized benefits (eg, compensation) can dull motivation, whereas the creation of an internalized reward structure can enhance motivation and improve the aspects of adherence (eg, individualized presentation of study progress, personalized encouragements) [29,30]. This is a considerable hurdle to overcome for mental health researchers who are dependent upon trying to identify features that would align with greater engagement of a culturally unique population. Thus, these issues of acceptability and engagement must be dealt with not only for research but also for any scalable intervention to take hold in routine clinical practice.

Despite the poor engagement of the active components in this study, it is clear from the findings (and those from other mobile-based studies) that there is still a tremendous potential to capture passive data from smartphone use. This form of data capture is much less burdensome as it does not require the user to actively engage with an app. If one only considers the passive data compliance versus that of the active surveys in our study, passive data offers a viable opportunity to develop an individualized digital baseline (digital fingerprint) and investigate deviations from baseline phone usage to behavioral fluctuations. However, using cohort-level signals in passive data to predict depression states remains modest at best [31-33], suggesting that this approach will likely require larger studies and pairing with an active task-based component for the most effective solution.

**Difference in Clinical Features and Outcomes**

Similar to our earlier findings in the original study [7], participants on average reported improvement in both depression and disability measures over time, regardless of treatment arm. However, more than half of the participants, regardless of their race/ethnicity, did not evidence any clinically meaningful change (PHQ-9 change of less than 5 points from baseline) or actually deteriorated according to their PHQ-9 scores (worsening of more than 5 points from baseline on PHQ-9) during the course of the study. It is important to note that the participants in our trial did not have a clinical diagnosis of depression, rather they endorsed at least a mild level of depressive symptomatology at baseline screening on PHQ-9. Moreover, treatment outcomes were based on self-report using this screening measure. Perhaps unsurprisingly, treatment response was strongest in those with greater depressive symptomatology at baseline. Thus, we interpret our clinical findings with caution, as this is not a clinical sample or an effectiveness trial, but rather a feasibility trial in a sample of potential interest for future remote interventions. We also noted overall poor engagement in this sample with significant demographic differences between our Hispanic/Latino and non-Hispanic/Latino participants. Hispanic/Latinos reported lower income, less income satisfaction, and lower education; such factors have been previously reported to be associated with an increased incidence of depression [34].

**Conclusions and Future Directions**

mHealth platforms have the potential to deliver on-demand and as needed assessment and intervention alternatives despite known barriers of time constraints, cost, stigma, and cultural and language differences. Although mHealth holds great promise for closing the treatment gap for underserved communities, recruitment and retention remain problematic in such populations, and more research is needed to figure out better engagement strategies to best leverage mobile apps (eg, appropriate incentive levels, culturally responsive content and notifications along with user-centered design approaches [35]). Like other contactless programs (eg, self-help interventions), it is difficult to keep users engaged in active components without therapists or other in-person supports [36]. However, the ubiquity and relative unobtrusive nature of smartphones lend itself to acquiring passive sensing data, even in the absence of engagement with active components of the research or intervention protocol.

Our study offers preliminary lessons learned from doing such work in an understudied sample of Hispanic/Latino smartphone users. Scaling these types of remote assessments and interventions will hinge on the acceptance of such technology by both care teams and patients. This will be a problem for future research using remote technologies at scale to recruit and engage targeted communities (eg, Hispanic/Latino adults with depression) and will depend on understanding the population’s potential issues recruiting US Hispanic/Latino individuals for mental health research may hinge on (1) reluctance to be randomized, given the high number of the enrolled participants who tried to switch the initial randomly assigned intervention app and (2) privacy concerns such as the possibility that some of our lower income participants could be sharing the smartphones with other family members, potentially reducing the willingness to participate and causing high initial dropout [28]. Furthermore, the majority of participants were iPhone users, which may not be representative of the underlying population. While the ownership of an Android smartphone plus an iPad combination is relatively common as indicated by a 2014 survey [9], the ease of being able to participate in this study by only having to have a single device (iOS phone) likely spurred the bias toward iOS users in the sample.

Another potential issue in the study was the possible delay in receiving the intervention. The stratified equipoise randomization occurred after eligible participants attempted the assigned assessments (or after 72 hours, whichever came first); given that participants may have been waiting for their assigned intervention following their initial exposure to the assessment app, they may have lost interest in participating. Another consideration involves the appropriate incentive structure (eg, timing and amount of compensation) to maximize retention and engagement, as this factor is not well understood among such underrepresented samples such as ours. It is an empirical question to understand how the amount of payment affects one’s participation in a given trial. Indeed, in the first version of this study (BRIGHTEN V1), we found that participants who received bonus payments remained in the study longer than those who did not receive bonuses [8]. In that study, the experimentation with two distinct incentive models to encourage retention revealed that participant payment was not enough to keep engagement from waning. Other work has shown that externalized benefits (eg, compensation) can dull motivation, whereas the creation of an internalized reward structure can enhance motivation and improve the aspects of adherence (eg, individualized presentation of study progress, personalized encouragements) [29,30]. This is a considerable hurdle to overcome for mental health researchers who are dependent upon trying to identify features that would align with greater engagement of a culturally unique population. Thus, these issues of acceptability and engagement must be dealt with not only for research but also for any scalable intervention to take hold in routine clinical practice.

Despite the poor engagement of the active components in this study, it is clear from the findings (and those from other mobile-based studies) that there is still a tremendous potential to capture passive data from smartphone use. This form of data capture is much less burdensome as it does not require the user to actively engage with an app. If one only considers the passive data compliance versus that of the active surveys in our study, passive data offers a viable opportunity to develop an individualized digital baseline (digital fingerprint) and investigate deviations from baseline phone usage to behavioral fluctuations. However, using cohort-level signals in passive data to predict depression states remains modest at best [31-33], suggesting that this approach will likely require larger studies and pairing with an active task-based component for the most effective solution.

**Difference in Clinical Features and Outcomes**

Similar to our earlier findings in the original study [7], participants on average reported improvement in both depression and disability measures over time, regardless of treatment arm. However, more than half of the participants, regardless of their race/ethnicity, did not evidence any clinically meaningful change (PHQ-9 change of less than 5 points from baseline) or actually deteriorated according to their PHQ-9 scores (worsening of more than 5 points from baseline on PHQ-9) during the course of the study. It is important to note that the participants in our trial did not have a clinical diagnosis of depression, rather they endorsed at least a mild level of depressive symptomatology at baseline screening on PHQ-9. Moreover, treatment outcomes were based on self-report using this screening measure. Perhaps unsurprisingly, treatment response was strongest in those with greater depressive symptomatology at baseline. Thus, we interpret our clinical findings with caution, as this is not a clinical sample or an effectiveness trial, but rather a feasibility trial in a sample of potential interest for future remote interventions. We also noted overall poor engagement in this sample with significant demographic differences between our Hispanic/Latino and non-Hispanic/Latino participants. Hispanic/Latinos reported lower income, less income satisfaction, and lower education; such factors have been previously reported to be associated with an increased incidence of depression [34].

**Conclusions and Future Directions**

mHealth platforms have the potential to deliver on-demand and as needed assessment and intervention alternatives despite known barriers of time constraints, cost, stigma, and cultural and language differences. Although mHealth holds great promise for closing the treatment gap for underserved communities, recruitment and retention remain problematic in such populations, and more research is needed to figure out better engagement strategies to best leverage mobile apps (eg, appropriate incentive levels, culturally responsive content and notifications along with user-centered design approaches [35]). Like other contactless programs (eg, self-help interventions), it is difficult to keep users engaged in active components without therapists or other in-person supports [36]. However, the ubiquity and relative unobtrusive nature of smartphones lend itself to acquiring passive sensing data, even in the absence of engagement with active components of the research or intervention protocol.

Our study offers preliminary lessons learned from doing such work in an understudied sample of Hispanic/Latino smartphone users. Scaling these types of remote assessments and interventions will hinge on the acceptance of such technology by both care teams and patients. This will be a problem for future research using remote technologies at scale to recruit and engage targeted communities (eg, Hispanic/Latino adults with depression) and will depend on understanding the population’s
needs and addressing barriers to using mental health interventions via mobile apps.
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Related Article:
Correction of: http://www.jmir.org/2017/11/e373/

(J Med Internet Res 2018;20(8):e11702) doi:10.2196/11702

The authors of “Smartphone Cognitive Behavioral Therapy as an Adjunct to Pharmacotherapy for Refractory Depression: Randomized Controlled Trial” (J Med Internet Res 2017;19(11):e373) incorrectly listed “September 2, 2015” as the starting date of patient eligibility assessment. However, “September 2, 2014” is the correct date.

The correction will appear in the online version of the paper on the JMIR website on August 31, 2018, together with the publication of this correction notice. Because this was made after submission to PubMed, Pubmed Central, and other full-text repositories, the corrected article also has been re-submitted to those repositories.