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Abstract

Background: Sickle cell disease is an inherited blood disorder that affects over 100,000 Americans. Sickle cell disease–related complications lead to significant morbidity and early death. Evidence supporting the feasibility, acceptability, and efficacy of self-management electronic health (eHealth) interventions in chronic diseases is growing; however, the evidence is unclear in sickle cell disease.

Objective: We systematically evaluated the most recent evidence in the literature to (1) review the different types of technological tools used for self-management of sickle cell disease, (2) discover and describe what self-management activities these tools were used for, and (3) assess the efficacy of these technologies in self-management.

Methods: We reviewed literature published between 1995 and 2016 with no language limits. We searched MEDLINE, EMBASE, CINAHL, PsycINFO, and other sources. We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines. Two independent reviewers screened titles and abstracts, assessed full-text articles, and extracted data from articles that met inclusion criteria. Eligible studies were original research articles that included texting, mobile phone–based apps, or other eHealth interventions designed to improve self-management in pediatric and adult patients with sickle cell disease.

Results: Of 1680 citations, 16 articles met all predefined criteria with a total of 747 study participants. Interventions were text messaging (4/16, 25%), native mobile apps (3/16, 19%), Web-based apps (5/16, 31%), mobile directly observed therapy (2/16, 13%), internet-delivered cognitive behavioral therapy (2/16, 13%), electronic pill bottle (1/16, 6%), or interactive gamification (2/16, 13%). Interventions targeted monitoring or improvement of medication adherence (5/16, 31%); self-management, pain reporting, and symptom reporting (7/16, 44%); stress, coping, sleep, and daily activities reporting (4/16, 25%); cognitive training for memory (1/16, 6%); sickle cell disease and reproductive health knowledge (5/16, 31%); cognitive behavioral therapy (2/16, 13%); and guided relaxation interventions (1/16, 6%). Most studies (11/16, 69%) included older children or adolescents (mean age 11.3 years).
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or median age 10-17 years; 11/16, 69%) and 5 included young adults (≥18 years old) (5/16, 31%). Sample size ranged from 11 to 236, with a median of 21 per study: <20 in 6 (38%), ≥20 to <50 in 6 (38%), and >50 participants in 4 studies (25%). Most reported improvement in self-management–related outcomes (15/16, 94%), as well as high satisfaction and acceptability of different study interventions (10/16, 63%).

Conclusions: Our systematic review identified eHealth interventions measuring a variety of outcomes, which showed improvement in multiple components of self-management of sickle cell disease. Despite the promising feasibility and acceptability of eHealth interventions in improving self-management of sickle cell disease, the evidence overall is modest. Future eHealth intervention studies are needed to evaluate their efficacy, effectiveness, and cost effectiveness in promoting self-management in patients with sickle cell disease using rigorous methods and theoretical frameworks with clearly defined clinical outcomes.

Introduction

Background

Sickle cell disease (SCD) is an inherited blood disorder that affects more than 5 million individuals worldwide, and about 250,000 babies with SCD are born every year, mainly in Africa [1]. SCD affects over 100,000 Americans, mainly African Americans, many of whom are of lower socioeconomic status [2-5]. Advancements in treatment over the past few decades have changed the course of SCD from a condition of childhood to a chronic disease of adulthood [6]. Individuals with SCD are subject to acute and chronic complications, including vaso-occlusive pain crisis, acute chest syndrome, stroke, cognitive dysfunction, and end-organ damage to the liver, spleen, and kidneys, substantially reducing health-related quality of life and leading to early death [7,8]. Management of these SCD complications has a significant impact on health care utilization in the United States, with over 230,000 emergency room visits per year with an annual health expenditures of US $1.5 billion [9,10].

As part of the chronic care model [11], creating the informed, activated patient, along with the proactive care team, can lead to better health outcomes. One essential component of the informed, activated patient is the concept of self-management. Self-management has been referred to as the individual’s ability to manage the symptoms, treatment, physical and psychological consequences, and lifestyle changes inherent in living with a chronic condition [12]. SCD patients with more self-management skills can better manage their illness and potentially improve their health outcomes. Self-management skills are key for SCD patients as they encounter challenges related to managing their illness, such as pain management, adequate hydration, balanced nutrition, clinic attendance, and adherence to medication regimens, especially after they transition from pediatric to adult care settings. In particular, medication adherence is an important component of self-management. SCD patients with more reported adherence barriers and negative perceptions of hydroxyurea or SCD reported lower adherence rates and worse health-related quality of life scores [13-15]. In addition, many SCD patients were interested in having mobile apps with up-to-date clinical care guidelines that can improve understanding of the importance of self-management [16] and apps with features to improve their disease self-management [17]. Different techniques have been used to foster greater self-management and involve nontechnological solutions (eg, face-to-face or paper-based interventions). Over the last two decades, however, technological solutions, especially using the internet and mobile phones, to improve self-management have gained momentum with the wide access to mobile devices. These solutions, particularly electronic health (eHealth) interventions, potentially provide the benefit of greater acceptance and dissemination. eHealth has been defined as “an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the internet and related technologies” [18].

Access to personal technology is ubiquitous, and technological solutions are becoming a part of the way health care is delivered. People are more frequently using technology for their health [19,20], and there are government mandates, including meaningful use in the United States [21], that require health care providers to use technology in the care of their patients. Moreover, enhanced patient activation, as well as engagement in medical care and shared decision making, has been associated with improved health outcomes [22-24]. eHealth interventions have been shown to improve patient activation and engagement [25-29], making them a possible solution to improve outcomes. In addition, individuals with SCD and their families want to use technologies for their health [17,30,31]. While some eHealth technological interventions are being created and tested in SCD, these interventions have not been sufficiently evaluated in the few existing studies. Furthermore, a discussion about what interventions exist, how efficacious they are, and how they are being used to improve disease self-management is missing in this population.

In other chronic diseases, such as diabetes and asthma, a growing body of evidence has described improvements in self-care through the use of technological interventions [32-34]. Additionally, recent systematic reviews showed promising data to support the overall feasibility, acceptability, and efficacy of mobile interventions in improving health outcomes [35-40], although cost effectiveness remains unclear [41]. However, to the best of our knowledge, there has not been a systematic review of technological interventions used to improve self-management in the care of SCD. Further, evidence is growing to support the benefits of using mobile interventions.
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to improve self-management in patients with chronic health conditions living in low- and middle-income countries [42-49]. Given the broad access to personal technology, as well as the high prevalence of SCD in many African countries, developing and implementing evidence-based mobile interventions could provide an opportunity to improve self-management skills and health outcomes in this population.

**Objectives**

To understand how eHealth technology has been used to increase self-management of SCD and to guide future research, we performed a systematic review of the literature with the following objectives: (1) to review the different types of technological tools used for self-management of SCD, (2) to discover and describe what self-management activities these tools were used for, and (3) to assess the efficacy of these technologies in self-management. We conclude with gaps that will need to be addressed in future research.

**Methods**

**Literature Search**

This systematic review covered literature published between 1995 and 2016 with no language limits. The search strategy looked for all articles on texting, phones, mobile phone apps, portable software, and other eHealth interventions combined with sickle cell search terms. We intentionally used the Boolean operator OR instead of AND to capture the most comprehensive set of articles possible to which we applied our eligibility criteria. In brief, a medical librarian conducted the literature search in the following sources from inception to August 30, 2016: MEDLINE (through PubMed), EMBASE, Web of Science, Cochrane Central Register of Controlled Trials, CINAHL, PsycINFO, Engineering Village, and ClinicalTrials.gov databases. After the initial search, the results of the search were limited to articles published from 1995 to the date of the search on November 22, 2016. Our search strategy began with the MEDLINE search and was translated to the appropriate syntax for each of the other databases. In addition, we hand searched relevant themes. Multimedia Appendix 1 shows the detailed search strategies. We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines in the reporting of evidence across the studies reviewed herein (Multimedia Appendix 2) [50]. Two independent reviewers (SMB and RMC) assessed abstracts and articles against the eligibility criteria and excluded articles that did not meet all predefined criteria. Figure 1 shows the study PRISMA flowchart and documents the reasons for exclusion of full-text articles.

**Data Synthesis**

We used a standardized form for data extraction. Data items in the extraction form were the following: first author’s name; publication year; country; aim of the study; participants’ age and sex; study design and setting; sample size; selection criteria; duration of intervention and follow-up; retention rate; components of the study intervention (texting, mobile phone apps, or other eHealth interventions) and comparator (if applicable); self-management measures and outcomes; other related outcome; and theoretical framework.

**Results**

**Literature Search**

We retrieved a total of 1680 citations: 1612 identified through searching different databases and 68 through other resources. After we removed duplicates, 1349 original articles remained (Figure 1). Two authors (SMB and RMC) independently screened the article titles and abstracts of the 1349 records against the inclusion criteria, and a total of 59 met all predefined inclusion criteria. The same 2 authors (SMB and RMC) then independently reviewed the full text of these articles in detail against the exclusion criteria and excluded 43 articles. Finally, 16 articles met all predefined criteria to be included in this review with a total of 747 study participants [52-67]. We did not identify any non-English articles that met our inclusion criteria. Figure 1 shows the study PRISMA flowchart and documents the reasons for exclusion of full-text articles.

**Description of Included Studies**

Multimedia Appendix 3 [52-67] summarizes the studies’ characteristics. The aims of the interventions were (1) monitoring or improvement, or both, of medication adherence, including hydroxyurea [53,54,58,63], iron chelation [61], or asthma medications [63]; (2) self-management [52,59,60,62,64,66]; (3) pain and symptom reporting [52,55,59,60,62,64]; (4) stress, coping, sleep, and daily activities reporting [55,59,62,64]; (5) cognitive training for memory [57]; (6) disease education to improve SCD and [56,61,65-67] reproductive health knowledge [56,65]; and (7) cognitive behavioral therapy [62,64] and guided relaxation interventions [55]. All studies were performed in the United States [52-67]. Enrollment was mainly from clinics [52-58,60-66], as well as inpatients [67], the public [65], online networks [65], home [56,65], or community-based organizations [56,65,67]. All studies were conducted in the outpatient setting [52-66], except for 1 study conducted in the inpatient setting [67]. Most studies included older children or adolescents (mean or median age 10-17 years) [52-54,57-59,61,62,64,66,67], 5 studies included young adults (≥18 years old) [55,56,60,63,65], and 2 studies allowed parents to participate [54,58]. None of the included studies involved potential users, patients, or parents in the development of the intervention before it was tested.
Sample size ranged from 11 to 236, with a median of 21 per study; 6 enrolled fewer than 20 participants [53,57,58,60-62], 6 had 20 to 50 participants [52,55,56,63,64,66], and 4 enrolled more than 50 participants [54,59,65,67].

**Description of Study Methodologies**

Study design varied in the included studies: 7 were pre-post pilot or feasibility trials [53,56-58,60,61,66], 5 were RCTs [55,62-65], 2 were single-arm observational studies [52,59], 1 was a quasi-experimental study [67], and 1 was a retrospective study [54]. Of the RCTs, 3 were nonblinded [62-64], 1 was single-blinded (participants) [65], and 1 was double-blinded [55]. Details of allocation concealment and study blinding were not adequately reported. None of the RCTs used intention-to-treat analysis. Retention rates differed across studies: less than 80% in 4 studies [52,60,64,67], from 80% to less than 100% in 6 studies [55,58,61-63,65], 100% in 1 study [53], and not reported in 5 studies [54,56,59,66,67]. The duration of the intervention ranged from 3 days to 12 months as follows: 3 months or less [55,57,60,62,63,67], more than 3 to 6 months or less [53,58,59,61,64], or more than 6 up to 12 months [52,54]. A total of 3 studies implemented a reward system to enhance participant engagement during the study intervention [52,53,67], and 1 study assessed the sustainability of the intervention effects with 3-month follow-up after the completion of the active intervention [61]. Additionally, 6 studies were informed by a clear theoretical framework for their intervention effects, as follows: health belief model [63]; theory-based game design [66]; gate control theory [55]; transactional stress model [67]; coping theoretical model [67]; theory of reasoned action [56,65]; and Kolb experiential learning theory [56,65].

**Description of eHealth Interventions**

Interventions included text messaging [52-54,59,63], native mobile apps [57,60,61], Web-based apps [52,55,56,59,65], mobile directly observed therapy [53,61], internet-delivered cognitive behavioral therapy [62,64], electronic pill bottle [58], or interactive gamification [56,67]. A total of 4 studies indicated regular or mobile phone ownership or access as a requirement for study participation [52-54,63], while loaner phones [39,62,64], loaner tablets [55-57,65], or both [60,61] were available in other studies. Multimedia Appendix 4 [52-67] summarizes the various intervention components for all included studies.

**Intervention Effects on Outcomes**

Study outcomes varied across studies, including medication adherence [53,54,58,61,63], disease knowledge [56,61,65-67], reproductive health knowledge [56,65], pain or symptom reporting completion rates [52,55,59,60,62,64], health care utilization [54,59], total opioid use [55], self-management skills [52,59,62,64,66], and coping and social support [67]. Almost all studies (15/16, 94%) reported improvement in self-management outcomes [52-57,59-67]. Most (10/16, 63%) reported high satisfaction and acceptability of different study interventions [52,53,55,56,59-62,65,67], while 6 studies did not report on these outcomes. Table 1 summarizes the main outcomes for all included studies.
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Variety of chronic diseases, including asthma, diabetes, and hypertension [46], as well as SCD. Despite systematic reviews describing eHealth use in other chronic diseases, to our knowledge, this is the first systematic review of eHealth for self-management of SCD. Our review demonstrates a range of eHealth interventions measuring a variety of outcomes, which...

### Table 1. Summary of the main outcomes for all included studies with eHealth interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Main Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jonassaint, 2015 [60]</td>
<td>High correlation between paper and electronic (SMART³ app) pain measurements; high association between pain severity and pain intensity using SMART app; daily entries using SMART app entries: 86% in week 1 and 58% in week 4; higher rates of daily entries with iPads and patients &gt;35 years old; high usability and acceptability as a tool to monitor daily pain and other symptoms.</td>
</tr>
<tr>
<td>Hardy, 2016 [57]</td>
<td>Average number of completed sessions was 15.83 (SD 7.73); participants with higher completion rates were female and had lower pain scores; participants who completed scheduled intervention (Cogmed) sessions had improved verbal working memory, as well as visuospatial short-term and working memories.</td>
</tr>
<tr>
<td>Leonard, 2017 [61]</td>
<td>Participants tracked their medication usage about 80% at 30- and 90-day follow-up; high disease knowledge retention; adherence to iron chelation improved at 6-month follow-up as measured by serum ferritin levels and medication possession ratio; high satisfaction and acceptability as a tool to monitor medication adherence.</td>
</tr>
<tr>
<td>Creary, 2014 [53]</td>
<td>Adherence to hydroxyurea improved at 6-month follow-up as measured by fetal hemoglobin, mean corpuscular volume, and medication possession ratio; high satisfaction with electronic directly observed therapy (e-DOT) as a tool to monitor medication adherence; e-DOT needed 5 minutes or less to complete every day.</td>
</tr>
<tr>
<td>Estepp, 2014 [54]</td>
<td>Adherence to hydroxyurea improved as measured by laboratory markers (hemoglobin, fetal hemoglobin, mean corpuscular volume, absolute reticulocyte counts bilirubin levels); adherence to hydroxyurea improved as measured by medication possession ratio; no noticeable change in the number of hospitalizations or emergency room visits.</td>
</tr>
<tr>
<td>Inoue, 2016 [58]</td>
<td>Hydroxyurea adherence rates were 85% as measured by either the electronic pill bottle GlowCap or medication possession ratio; laboratory markers of hydroxyurea adherence varied; a few technical challenges were also reported.</td>
</tr>
<tr>
<td>McClellan, 2009 [62]</td>
<td>Participants practiced I-CBT² coping skills with different frequencies; self-report practice rates were higher in older and male participants; high satisfaction as a tool for pain, sleep, coping, and daily activities reporting.</td>
</tr>
<tr>
<td>Schatz, 2015 [64]</td>
<td>Number of active psychological coping attempts increased with the intervention; reduction in pain scores when participants used I-CBT skills the day before for higher pain; no association between participants’ skill use and functional activity.</td>
</tr>
<tr>
<td>Ezenwa, 2016 [55]</td>
<td>Intervention participants had significant reduction in current pain and stress levels; intervention participants had significant reduction in 2-week pain, but not stress intensity; no differences in total opioid use; high satisfaction with the tablet-based guided relaxation intervention to reduce pain.</td>
</tr>
<tr>
<td>Bakshi, 2017 [52]</td>
<td>Pain was reported most of the study days (76%); 50th and 90th percentiles of maximum daily pain directly correlated positively with mean maximum daily pain; proportion of pain-free days inversely correlated with mean maximum daily pain; highest pain diary completion rates were in first 30 days, which decreased over time; high satisfaction with momentary pain reporting and communication with medical team.</td>
</tr>
<tr>
<td>Jacob, 2013 [59]</td>
<td>Many children and adolescents reported mild to severe pain at home that did not require further evaluation by a health care professional; reported symptoms varied, including tiredness/fatigue, headache, yellowing of the eyes, and respiratory and musculoskeletal symptoms; higher pain scores were associated with shorter sleep duration and lower sleep quality; having previous history of SCD-related events, symptoms, and negative thoughts was associated with reporting more frequent and higher-intensity pain; no differences in health care utilization (eg, emergency room visits or hospitalizations); high usability and acceptability as a tool to monitor daily pain and other symptoms.</td>
</tr>
<tr>
<td>Gallo, 2014 [56]</td>
<td>Intervention participants reported increased disease and reproductive knowledge scores; high acceptability of the CHOICES intervention; participants provided constructive feedback (eg, content, visualization, animation).</td>
</tr>
<tr>
<td>Wilkie, 2013 [65]</td>
<td>Intervention participants reported increased disease and reproductive knowledge scores; intervention participants were more likely to report a parenting plan to avoid SCD or SCD and sickle cell trait; there was an intervention effect on participants’ parenting intention and planned behavior.</td>
</tr>
<tr>
<td>Hazzard, 2002 [67]</td>
<td>Participants’ knowledge about SCD and asthma increased; participants reported more positive perceptions of peer support and less negative coping.</td>
</tr>
<tr>
<td>Yoon, 2007 [66]</td>
<td>Participants’ SCD knowledge and confidence levels increased significantly.</td>
</tr>
</tbody>
</table>

aSMART: Sickle cell disease Mobile Application to Record symptoms via Technology.
bI-CBT: internet-delivered cognitive behavioral therapy.
cSCD: sickle cell disease.

### Discussion

#### Principal Findings

eHealth is increasingly being used for self-management of a variety of chronic diseases, including asthma, diabetes, and...
showed improvement in multiple components of self-management of SCD. We also showed that few eHealth studies in SCD used rigorous methods, were grounded in theoretical frameworks, or measured clinical outcomes. This review describes the promise of eHealth to improve the care of individuals with SCD; however, many areas of future research can help demonstrate the usefulness of eHealth in this population.

Most studies were in children and adolescents with SCD. Many of these studies focused on adherence to medications such as hydroxyurea or iron chelation. Other systematic reviews looked at medication adherence using eHealth [68-73], with 1 of them looking specifically at the adolescent population [39]. Most of the studies in pediatric SCD had small sample sizes, and 1 was an RCT. These studies confirmed improvement in medication adherence in the participants receiving eHealth interventions. There is significant promise for improving medication adherence using eHealth in SCD, but larger, more methodologically rigorous studies demonstrating an improved effect are needed. Most of the other studies in our review focused on pain management and coping strategies in children. These studies also demonstrated good adherence to pain diaries and improved coping. One systematic review looked at the use of eHealth in pain [74], but the studies in this review were primarily in middle-aged participants. Another review described that studies in eHealth for pain in children are lacking [75]. The studies in this review exhibited the potential for eHealth interventions to improve self-management of pain in children with painful chronic diseases. Further, in our review, only 2 studies allowed caregivers to participate. Caregivers are an essential component of the care of the child, and more studies are needed to evaluate the use of eHealth in the parent-and-child dynamic to better understand optimal use of eHealth for both parts of this dynamic.

Intervention design did not vary according to patient characteristics, such as age, educational level, or other SCD-specific factors, which would be important for future intervention studies to consider as a strategy to optimize behavior change and long-term engagement. Additionally, 1 study was conducted in an inpatient setting, where management is more controlled by the health care system, whereas the goal of self-management interventions is to engage and empower patients in the outpatient setting with their day-to-day activities. In the outpatient setting, the health care system has less control, and the patient has more responsibility for disease management. More research is needed to evaluate the value of starting behavior change in the inpatient setting that could help to maintain intervention effects in the outpatient setting.

Relatively few studies evaluated eHealth in adults with SCD. This is in contrast to the number of systematic reviews of the use of eHealth in adults with other chronic diseases [33,46,76]. Most of the studies in adults with SCD focused on pain or knowledge about reproductive health in this age range, with only 1 study focused on medication adherence. However, the overall number of studies was fewer, and they were less concentrated on medication adherence, than the studies focused on eHealth use in children with SCD. More studies are needed in adults with SCD to demonstrate improvement in other components of care, including medication adherence for other medications, coping strategies, and clinic appointment adherence. Interestingly, half of the studies in this group were RCTs, which was more than those conducted in children and adolescents.

Studies in other chronic diseases measured outcomes unexplored in SCD. Multiple systematic reviews of eHealth in other chronic diseases saw improvements in clinical outcomes such as glycemic, blood pressure, and lipid level control [46,77]. None of the studies in our review evaluated the effect of eHealth interventions on outcomes for SCD, such as episodes of acute chest syndrome, strokes, or vaso-occlusive episodes of pain requiring emergency room visits or hospitalizations. Some of the pain studies in our review evaluated days and severity of pain, but these studies did not measure those pain episodes that resulted in health care utilization. Other reviews demonstrated improvement in clinic appointment adherence with eHealth interventions [76]. While there were preliminary studies in SCD describing an eHealth app to help with clinic appointments [78], there were no formal evaluation studies to demonstrate improvement in clinic attendance. Other studies looked at improving patient activation using eHealth in other diseases [79]; Risling and colleagues’ review was primarily about patient portals that improve activation. Our review did not identify any studies that demonstrated improvement in patient activation in SCD, and we found no studies of patient portals as the eHealth intervention. Expanding the range of outcomes measured in the use of eHealth for self-management of SCD is a potential area for future research.

While we included articles that reported RCTs, quasi-experimental studies, or pilot pre-post studies, many preliminary studies and clinical trials are underway to develop and evaluate the next set of eHealth tools. These studies include preliminary needs assessments [17,80-83], processes for development of a tool [83,84], prototypes [84-87], pilot feasibility studies [31,83,88,89], and ongoing clinical trials [90,91] for eHealth interventions. A reason there may be fewer interventions published about SCD could be related to health information technology disparities with other diseases such as cystic fibrosis [92]. There is promise that mobile health technologies can help bridge this digital divide. With the increased uptake of mobile technology use and the number of preliminary studies in SCD, this is a prime area for future research. In addition, many studies have discussed improvement in self-management using eHealth in low- and middle-income countries [42-49]. While our review of the literature saw a paucity of studies from these countries, there is significant potential for eHealth to improve self-management of SCD in Africa, where the burden of SCD is much greater than in higher-income countries and the improvement in self-management with eHealth has been demonstrated [42-49]. Despite the promise of bridging the digital divide, lack of access to the mobile data plans required to deliver eHealth interventions could be a potential barrier to the wide dissemination of such interventions in middle- and low-income countries.

Despite the potential of eHealth to improve self-management of SCD, the SCD community and their health care providers need to exercise caution when using eHealth interventions. Many eHealth apps are available in online stores, but their
evaluation is lacking. As seen in a systematic review of pain apps, little research of the many apps available has been published [93]. Most apps have not been studied and are not regulated by governmental bodies. Use of these apps can come with significant risk to the accuracy of information delivered, as well as data privacy and security risks. The accuracy of the information included in different health apps is another major risk for users, and the associated costs with purchasing these apps could be a burden for many patients and a potential barrier to uptake. Evaluation of eHealth interventions as they are made available will be crucial in aiding providers and patients to choose eHealth tools that will be safe and effective in improving the care of people with chronic diseases.

Strengths and Limitations

Our systematic review has a number of strengths. First, in our review, we followed the recommendations for rigorous systematic review methodology [50,51,94-96]. Second, we conducted a review with a highly sensitive search strategy, guided by a medical information specialist, with no language restrictions so as to minimize publication bias and identify the largest possible number of relevant studies. Our search also included published systematic reviews, clinical trial registries, and various electronic databases. Third, although our search was limited to studies published since 1995, we identified no eligible studies before 2005, and therefore we believe that the possibility of missing earlier studies is very small. Fourth, 2 authors completed the review process independently at all stages of the systematic review.

Some potential methodological limitations of our systematic review warrant discussion. First, similar to any other systematic literature review, although we planned our search criteria to be as comprehensive as possible, the possibility of missing a few relevant articles cannot be excluded. Second, to identify the strongest available evidence, we included articles that were published in peer-reviewed journals, and therefore there could be a publication bias with the tendency to report positive study results [97]. Third, the study sample sizes and ages, and the definition of adherence to preventive behaviors and other related outcomes varied. These limitations prohibited a meta-analysis from being performed [98]. Fourth, some of the included studies had relatively small sample sizes.

Conclusions

Our systematic review is, to the best of our knowledge, the first to evaluate eHealth for self-management in pediatric and adult patients with SCD. We identified several eHealth interventions measuring a variety of outcomes, which showed improvement in multiple components of self-management of SCD. Despite the promising feasibility and acceptability of eHealth interventions in improving self-management of SCD, the evidence overall is modest. However, with the increased access to mobile technology, eHealth interventions have great potential to improve health outcomes in patients with SCD, as well as other chronic diseases. Future eHealth intervention studies are needed to evaluate their efficacy, effectiveness, and cost effectiveness in promoting self-management in patients with SCD using rigorous methods and theoretical frameworks with clearly defined clinical outcomes. This review describes the promise of eHealth to improve self-management in individuals with SCD; however, there are many areas of future research that can help demonstrate their usefulness in this population.
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Abstract

In February 2018, the Government of India announced a massive public health insurance scheme extending coverage to 500 million citizens, in effect making it the world’s largest insurance program. To meet this target, the government will rely on technology to effectively scale services, monitor quality, and ensure accountability. While India has seen great strides in informational technology development and outsourcing, cellular phone penetration, cloud computing, and financial technology, the digital health ecosystem is in its nascent stages and has been waiting for a catalyst to seed the system. This National Health Protection Scheme is expected to provide just this impetus for widespread adoption. However, health data in India are mostly not digitized. In the few instances that they are, the data are not standardized, not interoperable, and not readily accessible to clinicians, researchers, or policymakers. While such barriers to easy health information exchange are hardly unique to India, the greenfield nature of India’s digital health infrastructure presents an excellent opportunity to avoid the pitfalls of complex, restrictive, digital health systems that have evolved elsewhere. We propose here a federated, patient-centric, application programming interface (API)–enabled health information ecosystem that leverages India’s near-universal mobile phone penetration, universal availability of unique ID systems, and evolving privacy and data protection laws. It builds on global best practices and promotes the adoption of human-centered design principles, data minimization, and open standard APIs. The recommendations are the result of 18 months of deliberations with multiple stakeholders in India and the United States, including from academia, industry, and government.

(J Med Internet Res 2018;20(7):e10725) doi:10.2196/10725
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Introduction

Background
India’s population of over 1.3 billion is served by over 2.5 million health care workers of varying qualifications. The vast majority of clinical interactions are not digitalized. In the few instances that they are, the data are not standardized, not interoperable, and not readily accessible to clinicians, researchers, or policy makers [1]. While barriers to easy health information exchange (HIE) are hardly unique to India, the greenfield nature of India’s digital health infrastructure presents an excellent opportunity to avoid the pitfalls of complex, restrictive, digital health systems that have evolved elsewhere.

In February 2018, the Government of India announced a massive public health insurance program under the National Health Protection Scheme (NHPS), offering Indian Rs 500,000 (approximately US $ 7,600) in annual coverage to 100 million households, or nearly 500 million citizens [2]. To meet this bold target, the government will rely on technology to effectively scale services, monitor quality, and ensure accountability. While India has seen great strides in informational technology development and outsourcing, mobile phone penetration, cloud computing, and financial technology, the digital health ecosystem is in its nascent stages and has been waiting for a catalyst to seed the system. The NHPS is expected to provide just this impetus for widespread adoption.

We propose here a federated, patient-centric, application programming interface (API)–enabled health information ecosystem that leverages India’s near-universal mobile phone penetration, universal availability of unique identification (ID) systems, and evolving privacy and data protection laws. The arguments laid out here are the result of an extended set of deliberations that began at an interdisciplinary seminar held at Harvard in September 2016 and have since resulted in potential pathways for prototype development in India.

The State of Health Data Exchange
Electronic Health Records (EHRs) have traditionally been closed systems, sometimes incapable of sharing access across platforms within the same institution, and almost never across vendors at independent institutions. While more systems now allow patients access to their health-related data, few EHRs give patients control over how their data will move across institutions or be shared between providers. Despite significant legislation, a large portion of health data collected today remains inaccessible due to legitimate concerns over confidentiality and privacy, risk-averse hospital policies, prohibitive costs associated with change, and inertia [3].

While health data have been typically associated with information captured in EHRs, there is growing recognition that data are generated at multiple nodes along the delivery system. For example, at the pharmacist, at the stand-alone imaging facility, at the laboratory, at the general practitioner’s office, at the hospital, at the insurance company, and now, even on one’s wrist [4]. However, the lack of standardization among data storage systems makes it virtually impossible to combine and collate data from multiple sources, resulting in duplication, redundancy, wastage, and delays [5].

The concept of a personal health record (PHR) has long been floated as one potential solution to disjointed health care data [4,6,7]. A PHR relies on a patient-controlled repository where data may be accessed from multiple nodes within the system. Standalone PHRs mostly rely on the patient’s drive and ability to input data [8,9]. Tethered (ie, connected) PHRs are patient-accessible components of electronic medical records linked to an institution or health system [8,9]. Still, there are drawbacks. PHRs seldom allow direct input from or access to entities outside the network. Neither PHR model allows for the development of third-party applications (app) on the patient’s health data repository. Although there is interest from the consumer, widespread adoption of both has been hindered by concerns about data ownership, interoperability, security, and scalability [10-12]. The Ministry of Health and Family Welfare (MoHFW) in India has demonstrated an interest in developing a PHR-based system [13].

In recent years, additional individual and population health data have been generated by wellness gadgets (eg, Fitbit), web-based diagnostic devices (eg, AliveCor), patient-facing apps (eg, Stanford Healthcare), provider-facing apps (eg, Practo), or researcher-facing apps (like Apple’s Research Kit). These new apps and gadgets create additional silos of health data. In fact, of the 260,000 mHealth apps that existed on the last count, 90% were free—their financial viability predicated on their ability to monetize the data they collect [14]. In the United States (US), the 21st Century Cures Act (2016), mandated that “certified” health information technology (IT) products have APIs that allow health information to be accessed, exchanged, and used “without special effort.” Standardization was not mandated, making interoperability difficult to implement [15]. In India, while the mHealth industry is booming and expected to grow exponentially, there are no legal provisions to regulate access to personal health data that flow in and out of these devices and apps, and sometimes across international borders [16].

The call for data integration, universal compatibility, and portability has come from many quarters. There is no shortage of standards, but few are universally applied. There are standards for nomenclature and terminology, structural and semantic standards, and open source technology platforms that promote secure health information exchange [17]. Entrepreneurs and provider networks have responded to this need for data portability, and the potential for monetizing vast amounts of data, by creating their own ecosystems where the patient is not the final arbiter of data flow [18-21].

There is now sufficient recognition that restricting health data access is detrimental to patient care, provider satisfaction, and health care costs [22]. Conversely, access to health data has been shown to benefit and empower patients [23]. Authorized access to the vast troves of accumulated digital data helps
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accelerate medical research [24]. In March 2016, the US National Institutes of Health in collaboration with the Office of the National Coordinator for Health IT announced the launch of the Precision Medicine Initiative Sync for Science program. Based on existing community standards and specification efforts, this pilot program gave patients easy access to their data and allowed them to donate it to researchers [25] securely. The most significant challenges facing this initiative are individual and collective concern over data security and privacy, and hospitals’ and practitioners’ reluctance to promote the program.

**Health Data in India**

Health is a “state” subject in India, managed and funded by state governments, with part-funding from the Center (ie, the federal government in Delhi). Consequently, there is wide variation in quality of care within and among states [26,27]. On average, 70% of health care is delivered through the private sector, which is comprised of state-of-the-art tertiary facilities, nursing homes, polyclinics, general practitioners and a large workforce of health care providers with no medical qualifications [28]. The public health system is robust in population health interventions like vaccine delivery but struggles to provide quality primary care or specialized services at scale [29]. There are also stark differences in health care services in rural and urban India, with the majority of the medical workforce, and tertiary services gravitating to urban India [30].

Conversations about health information exchange in India must acknowledge these realities, as well as the near absence of digital health information in most clinical transactions. The private sector is mostly not digitized except for major diagnostic laboratory and radiology franchises, and some private hospital networks [31,32]. Hospital chains like the Apollo Group and Max Healthcare Group with advanced EHRs have reached Stage 6 of the Healthcare Information and Management Systems Society classification of EHR adoption [33]. However, EHRs are not yet portable across these institutions, and most systems continue to struggle with physician compliance [31,32,34].

In the public sector, data have been collected through various overlapping, regional or national mandates, or dictated by the needs of sponsoring philanthropic foundations [35-37]. The systems, where they exist, are District Health Information System 2 compatible, and mostly comprised of aggregate data. Longitudinal patient records are a recent (and still rare) phenomena. Select public hospitals have managed to digitize some components of the medical record. The governments of Rajasthan, Andhra Pradesh, Maharashtra, and Tamil Nadu have all sponsored EHR implementation to varying extents [38,39]. The Tamil Nadu system, for example, connects over 1,500 primary health centers, 267 secondary care hospitals, and 17 medical colleges. Sustained investment by the state government has been key to the program’s success and scale [39]. The JJ Group of Hospitals in Mumbai, Maharashtra has logged over 20 million patient visits in the past decade, using the Amrita HIS platform [40]. India’s premier public hospital in Delhi, AIIMS, uses a patient scheduling software aimed at reducing wait times. Several other state government sponsored tertiary hospitals use the e-Aushadhi supply chain management system [41,42]. However, these systems lack portability. They are also limited to government-run health facilities precluding residents from accessing data across state lines or from transporting data across public, and private health care facilities.

At the primary care level, community health workers and clinical staff log data in paper-based notebooks, tablets, excel sheets, and a variety of software applications that differ from state to state. The validity of much of these data is questionable [43,44]. Preliminary analysis from a study by our team at a primary care center in one state in India shows that there are over 3,000 discreet fields of data captured in paper-based and electronic forms, contributing data to 70 different databases, the majority of which are never accessed or used for real-time clinical or policy decision making. These repetitive data collection requirements result in large duplication, wastage, and divergence of limited human resources.

Health data are also captured at hundreds of research institutions across the country, in paper files, personal flash drives, hard drives, and sometimes on institutional servers. There is a general consensus among local researchers that much of these data are never analyzed, and they seldom change clinical practice or care delivery [45,46].

Data do not travel across jurisdictions. For example, the Indian Council of Medical Research, India’s leading body for biomedical research has limited access to the data generated across its various collaborating institutions, and almost none to data generated in private institutions. Critical clinical data with significant individual and public health consequence, like information on compliance and antibiotic resistance, are not portable across institutions. Also, the government’s Revised National TB Control Program cannot follow patients or monitor their care once they choose to seek treatment in the private sector. Even if private sector entities were willing to share data, there are no mechanisms to do so. The lack of interoperability of such critical data has a profoundly negative consequences on existing disease surveillance systems [47].

There is growing recognition among the public sector that all new digitization efforts must conform to prescribed standards. The government adopted Systematized Nomenclature of Medicine (SNOMED) and is making it available free of cost to health systems across India [48]. Organizations like HIMSS and the India Health Information Network are other key stakeholders. While the government intends to establish interoperability standards, the question of change management remains unaddressed. Who will bear the cost of these new systems, and of transitioning the older systems? What will be the institutional and individual incentives? How will the system be seeded, populated and sustained? In the United States, the Health Information Technology for Economic and Clinical Health (HITECH) Act provided incentives (and penalties) for Electronic Health Record (EHR) adoption, at the cost of US $34 billion in payments to doctors and hospitals to purchase and promote electronic health systems [49]. A 2017 study comparing hospitals that qualified for monetary incentives for implementing “meaningful use” of EHRs to those that did not qualify, attributed 8 percentage points in adoption growth to the incentives provided by HITECH [50]. India can barely afford such expenditures when health spending is at less than 2% of...
its GDP [51]. What then would be the much-needed catalyst to stimulate widespread digitization?

Until 2017, the lack of a significant insurance player in the market precluded piggybacking EHR adoption on the billing requirements of payers and providers. Deliberations with critical stakeholders in India facilitated by the authors through 2016 and 2017 focused on the three nodes in the system that were most digitized, namely, laboratories, pharmacies and radiology reports. Still, mechanisms for change were not clear. The 2018 NHPS, with its urgent need for a technological backbone, changes all that—it has potential to finally develop this vision for universal HIE in India.

This approach is, however, not without its dangers. The EHRs in the United States have evolved as very effective billing instruments and provided medicolegal safeguards, but basic patient and provider needs like portability and access were an afterthought and required prohibitively expensive retrofitting. Systems work best, and compliance is highest, when the EHRs can be customized to local workflows, and when they can be modified or upgraded with relative ease and at low costs. Hospital mergers in the United States have resulted in near-uniform systems across vastly different enterprises, changes in which require universal consensus across the ecosystem and entail prohibitive fees charged by EHR corporations and additional re-training costs.

While the NHPS may indeed be the much-awaited catalyst for jumpstarting the digital health ecosystem in India, mandating a one-size-fits-all nationwide billing platform will do irreparable and costly damage—costs the Indian health care system cannot afford to bear [52].

**An Application Programming Interface–Enabled Health Information Exchange for India**

Between August 2013 and December 2016, India’s MoHFW released a set of recommendations for electronic health records that outlined vital components of a standardized health care information ecosystem, and a common language for the organization of medical terminology and data [43,53]. The Ministry also instituted the National Digital Health Authority that outlined vital components of a standardized health care information ecosystem, and a common language for the organization of medical terminology and data [43,53]. The Ministry also instituted the National Digital Health Authority meant to “regulate, develop and deploy digital health along the continuum of care across India [54].” In December 2016, the government’s Centre for Health Informatics released a Request for Proposals for the creation of an integrated health information platform (IHIP), where the exchange would be facilitated via a central storage repository. Low budget allocation and limited information on the proposed architecture precluded most IT service companies from bidding. The contract was finally awarded in January 2018, just weeks before the NHPS was announced [55]. The centralized IHIP as envisioned would be monolithic and prescriptive, risking poor user adoption, high physician burnout, and little meaningful access to the vast data it would generate, as seen in large hospital systems in the United States [52,56]. It risks not being able to leverage future IT developments.

The prototype outlined below argues against the use of a centralized repository of health data. Instead, we submit that the way forward must be an API–enabled, blockchain-based information network in which the personal health record underpins a system where free, real-time flow of data is predicated on consent and authorized access. India is uniquely positioned to build this ecosystem armed with a universal identity system, experience with digitization across multiple other industries, and a sophisticated domestic IT workforce.

We describe below the technical and legal basis for the design proposed.

**Federated Architecture**

Our proposed model calls for a federated architecture that acknowledges current and future health information flow; for example, between providers and patients, wearables and EHRs, consumers and pharmacies, physicians and laboratories, or institutions and payers. Collating all data in a national repository for 1.3 billion Indians will prove to be prohibitively expensive, redundant, and wasteful. It would also offer a single point of failure where security breaches would result in colossal data compromise. A federated system would allow data to sit at the source and be recalled on demand.

An API–enabled federated health data architecture would function on blockchain principles as an “open, distributed ledger that can record transactions between two parties efficiently and in a verifiable and permanent way” [57,58]. Consider a PHR that could query all nodes in the network to receive periodic updates—from wearables, diary entries, pharmacists, doctors, hospitals, diagnostic labs, imaging facilities, and payers. It is possible to map out various permissible pathways through which the data can travel automatically while there may be others through which it cannot pass without the patient’s consent (Figure 1).

An authorized physician—even a virtual “teledoc”—would be able to call for her patient’s entire record, either through pre-authorization, real-time authentication, or waivers in case of emergencies [56]. Diagnostic laboratories should be permitted to send their reports to the patient’s physician who requested the test but will need authorization from the patient to send it to any other doctor (such as one to whom the patient goes for a second opinion). Similarly, a public health agency, duly authorized, should be able to query select de-identified test results across all laboratories in a region of interest, to forecast, monitor, and respond to disease outbreaks [59]. Health system administrators should similarly have access to aggregate data for monitoring delivery, resource utilization and clinical outcomes. Physicians should be able to query their practice patterns. Third-party applications that are built off the patient’s PHR, for example, alerting the patient to vaccine requirement before travel, or triggering reminders based on her medication list, would need the patient’s permission to access data from her PHR (Figure 2).
Figure 1. Federated Health Information Exchange Schema: The personal health record (PHR) would access data from existing and novel sources, by preauthorization, waiver or legal mandate. EHR: electronic health record; MOH: Ministry of Health.

Figure 2. A customizable personal health record (PHR) interface. Through user-driven consent and control, third-party plug-ins (apps) can access the PHR via standard open application programming interfaces (APIs).
As long as the user is “recognized” by the system, and therefore has pre-authorization to query particular types of data, access should be easy and near instantaneous. Essentially, the “consent” process is separated in time and place from data flow, allowing timely, secure, exchange of relevant health data between nodes. A federated and distributed network so constructed would obviate the need for constructing large national or regional databases of the patient’s “entire” medical record. Opportunistic synchronization and personal device-based back-up may reasonably mitigate the effect of unreliable electricity and connectivity. Moreover, all these inquiries and interactions should generate audit trails to prevent misuse.

Smartphone penetration in India is expected to reach about 36% of all mobile phone users [60]. While important components of the proposed architecture, mobile phones are not critical. Web-based services, hospital-based kiosks, and patient service facilities can assist those without mobile phones in understanding and accessing their settings. Local regulations should ensure that the default always protects the patient’s interests and privacy.

While seemingly simple in architecture, such a system is predicated on standardization and widespread adoption. We next discuss how there is sufficient precedence and local capacity to favor such sweeping change.

**Universal Unique Patient Identifier**

Prima facie, access to the federated architecture would require a universal identifier. All data would be tagged with that unique identifier no matter where the patient interfaced with the medical system. Further, any entity contributing to or extracting from the system would need a unique institution and personal identity tag.

While usually a daunting system to create, the near universal penetration of India’s unique biometric identification program, Aadhaar, offers a solution to this challenge. Aadhaar has been built around the principles of privacy by design, and data minimization, that are particularly relevant in security-sensitive applications like health care. Administered by the Unique Identification Authority of India, the system is actively used today for the central government’s direct benefit transfers and subsidies programs and has also been used by several banks and telecom operators. By 2017 over a billion Indian residents were enrolled in Aadhaar, making it the most widely deployed single ID system anywhere in the world.

This astonishing penetration notwithstanding, mandating the linkage of public services to Aadhaar has been problematic, and a subject of constitutional challenges before the Supreme Court, with legitimate concerns of misuse and state overreach [61]. It is possible that the public resistance for using Aadhaar may necessitate the creation of a separate unique medical identity number.

**Local Precedence**

The use of APIs would underpin the proposed federated architecture. An API is a set of routines, protocols, and tools built into a software application that enables it to communicate easily with other applications. APIs provide the means to build interoperable software and data exchange services. APIs are already behind the seamless integration from which we benefit every day. They allow Instagram to access the camera on our phones, agnostic to the maker of the device; or allow WhatsApp to access our phone directory (“contact lists”); or a taxi app to use Google maps. Industries like banking, finance, and social media have already successfully tapped into the explosive growth of software applications by adopting API-based solutions [62,63]. Unrelated corporations own most products that communicate via APIs, yet the use of standard APIs powers the entire digital ecosystem.

India’s own experience with wide-scale API adoption in the financial technology (eg, fin-tech) sector has been regarded as hugely successful: The Unified Payments Interface, rolled out in 2016, has demonstrated both the feasibility and the advantages of adopting an API-based ecosystem. Aadhar spurred a range of nationwide API-based IT solutions, collectively referred to as IndiaStack [64]. The Aadhar dashboard eKYC, for example, is a paperless “Know Your Customer” (KYC) process aimed at verifying an individual’s identity. This instant electronic verification has replaced the traditional KYC process that relied on the onerous in person presentation of paper-based copies of official identity documents. The eKYC is currently used across many industries, including banking, utilities, and mobile services, and has logged 4.2 billion transactions in the past four years [65].

The Digital Locker is another successful application that provides a cloud-based storage service to all residents that authorized users can access. Registered Digital Locker organizations can push (or retrieve) electronic copies of documents and certificates (eg, driving license, voter ID, school certificates) directly into the lockers of Indian citizens, once again making credentialing and verification processes near-instantaneous. As of January 2018, nearly 2 billion digital documents have been issued through the Digital Locker API [66]. The widespread adoption of these changes in the financial-tech sector was catalyzed by support from the highest levels of government.

The successful and explosive use of mobile financial services notwithstanding, user-controlled dataflow through the federated network assumes some degree of digital literacy and understanding the ramifications of consent, secondary data use, artificial intelligence algorithms, and so on. Until such time that the Indian populace is assumed to have such knowledge, concomitant local laws will need to require that default data access protects foremost, the patient. We discuss the relevant existing and evolving Indian legal standards in subsequent sections.

**Global Standards**

Globally, the health care industry has begun embracing API-based exchange. Open Medical Record System, and platforms like SMART Health IT, developed at Boston Children’s Hospital, have long pursued health data ecosystems anchored in open standard APIs [67,68]. These programs, while successful, had been limited in scale due to the rigid and expensive architecture discussed above. However, the field is rapidly changing. In June 2016, Athenahealth invested US $63 million.
million in a product that improved user-experience and ensured interoperability with other EHRs. The product enabled Athenahealth to open up their APIs for accelerated innovation for their provider base [69]. In January 2018, Apple adopted SMART standards for their Health Kit; others are expected to follow suit. Patients will soon come to expect that their health data be accessed via a range of apps on their phone.

Successful interoperability will rely on widely adopted standardization in data storage and retrieval. Systematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT), Logical Observation Identifiers Names and Codes (LOINC), and RxNorm, a standardizing nomenclature for a medication that can interpret varying vocabulary used by pharmacy and drug interaction software, are increasingly used globally. Health Level 7 (HL7) enables health records and exchanges to be built with typical architecture and structure. Fast Healthcare Interoperability Resources (FHIR), building off HL7 standards, provides data formats and resources for building APIs for facilitating exchange. Project Argonaut, for example, a consortium involving governmental, private and academic health IT leaders, has incorporated these standards to begin work on supporting the uptake of APIs and including them in “meaningful use” regulation [17,70]. India was an early adopter of many of these standards but remains a slow implementer, given the absence of incentives (or penalties) for adoption.

**Data Minimization**

The architects of India’s digital health infrastructure, while being compliant with global standards, may consider creating a series of “minimum datasets” for standardization and interoperability. In this article, the use of the term minimum data set denotes the least possible number of data points that early digital health information systems in India must include to be useful to a range of stakeholders. Obfuscating digitization with validity, new digitized data collection tools are frequently bloated with information that will either not be used or is already being collected elsewhere. A minimal viable product, instead, will help seed the ecosystem and can be incrementally expanded upon, not unlike the phased requirements seen with HITECH. This approach will allow a vast range of pilots to be tested, evaluated, optimized to meet contextually relevant needs, and then scaled up. Data minimization is also a useful tool in improving security and reducing privacy abuse [71]. In India, focusing on structured laboratory data, radiology results, medications lists (i.e., in sync with interactions at the chemist), allergies, diagnoses, and essential demographic information would provide enough data to spur a variety of applications for all involved stakeholders.

**Substitutability**

It is imperative that early prototypes pay critical attention to the user experience. Attempts at EHR adoption in India have failed to date due to the untenable combination of very high patient volume and poor usability. Once again, an API-enabled system will allow providers and institutions to select products that are highly customized to the local context and workflow [72]. Such “substitutability” will be central to advancement—apps that access underlying data that can be updated or swapped out for new ones with improved features and usability, just as we currently do with apps from an app store [15].

**The Law**

Traditional privacy principles have been articulated in the Organization for Economic Cooperation and Development guidelines first published in the 1980s, revised last in 2013, the European Directive 95/46/EC, and several pieces of national legislation. These principles have come under increasing scrutiny with the power of big data analytics to combine information from discreet datasets. The EU General Data Protection Regulation (GDPR), considered one of the most stringent of data protection laws came into effect on May 25, 2018. It adopts a rights-based framework, placing the individual at the center of the law. In the United States, while the public sector is mostly governed by the Fair Information Practice Principles and related acts, data flow in the private sector is primarily regulated by notice and consent and overseen mostly by the Federal Trade Commission.

As India’s planners imagine its new technologically powered health data ecosystem, hard questions need to be answered. For example, what risks do we pose for individuals and populations by allowing such seamless data travel? Who owns the data? Can such data be sold? If yes, does the patient have a financial claim, even when data are de-identified? What protection measures need to be put in place? What remedy does the patient have? What legal risks do patients, providers, scientists, and governments expose themselves or each other to? Are the technologies for such secure, encrypted, failsafe ecosystems available? What can we learn from other industries? Why have previous attempts failed?

Emerging economies often lack dedicated privacy laws, relying instead on a patchwork of consumer protection laws, telecommunications statutes, human rights provisions and other measures to tackle data breaches, privacy violations, and constitutionally protected rights to equal treatment. However, as government welfare and benefits are increasingly delivered through online platforms on the backs of newly digitized databases, there is a need to ramp up the legal infrastructure in parallel [73]. This need is critically felt when examining the ability of illiterate users to provide informed consent and to exercise control over valuable data. By engineering interoperable systems that default to protect and empower users by offering them control and discretion over data sharing arrangements, one can optimize the benefits of exchange without compromising privacy or security.

Data mining of de-identified information can now reveal very sensitive data [74-76]. Insurance premiums (in a less regulated health care system), for example, can be modified based on zip codes, browser history or seemingly unrelated shopping habits [75,77]. Technology is not neutral, and most systems encode values and biases, however unconscious [78,79]. Evolving research highlights the risks of data-driven or algorithmic decision-making [80,81]. Biometrics, which systems rely upon for identity verification, has been shown to have higher error rates (false positives and false negatives) for darker skin tones [82].
Societal expectations of privacy can also ebb and flow, and the laws need to be nimble enough to accommodate for the fast pace of IT evolution. Only a few years ago, the idea that Google would scan emails to automatically populate a person’s calendar or send alerts was considered highly unacceptable. Today, for many, it is the norm.

In August 2017, the Supreme Court of India ruled that privacy is a fundamental right [83]. The landmark judgment potentially provides the necessary deterrents to data misuse in a health IT ecosystem, in addition to establishing the supremacy of patient’s control over her health data (privacy). The Ministry of Electronics and Information Technology constituted an expert committee to help draft a bill on data protection. The committee released a White Paper on the data protection framework for India, inviting public comment [84]. The White Paper extensively examined best practices elsewhere in the world, with particular attention to European Commission’s GDPR regulations scheduled to go into effect on May 25, 2018.

Responses to the White Paper included recommendations focused on the protection and use of health data, calling for automated but consented flows, easier access, and portability, and without jeopardizing the safety or privacy of vast swathes of India’s digitally illiterate populations. Reviewers opined that health data are generated jointly by the patient and the provider, and are used for purposes beyond clinical care, including for research, operations, payments, quality control, and public health. The patient serves as the “data controller” with a reasonable say in which of their data are made available, to whom, and when. A “data processor” co-creates and adds data to the patient’s health record and accesses it when implicitly or explicitly authorized to do so. When patients cannot consent for lack of capacity, illiteracy, or circumstance, regulations should favor the patient’s best interest [85]. It might be useful to think about control in the context of a tiered hierarchy of permissions. The patient in most respects would be the final arbiter. Below the patient is a category of stakeholders with access to the data because they have been involved in its creation and to whom the patient has given implicit or explicit consent. Subordinate to these creators of data will be various other actors who can only gain access to the data with the patient’s permission or, if permitted by law, without [86].

In March 2018, the MoHFW invited public comment on a new bill it has proposed, the Digital Information Security in Health Care Act [87]. These evolving privacy and data protection laws in India must provide for deterrents to data misuse, where violations result in hefty fines, loss of access, and censure. On the other hand, an onerous, manual, consent-driven process would prevent patients from benefiting from advances in voice-activated services, machine learning, and artificial intelligence. Users of health data must therefore, above all, be expected to have a fiduciary responsibility toward the patient.

**Conclusion**

In July 2018, the Government of India’s NITI Aayog, the National Institute for Transforming India, published a blueprint for a “National Health Stack,” embracing the principles of federated patient-centric data flows outlined in this paper [88,89]. The proposed “Health Stack” platform has the potential for revolutionizing medical care, research, and health care delivery in India. However, a simple, claims-driven model risks replicating the pitfalls of the US system [55]. It is also not likely to inspire provider or patient adoption.

For this proposed technological framework to meet its game-changing potential, the model will benefit from adhering to the following principles: (1) adopting a federated architecture, (2) prioritizing patient and population health needs over billing needs, (3) guaranteeing a patient’s right to her structured data, (4) allowing a plug and play model of highly customizable applications that can address varying context-specific needs, and that respond to market incentives for better user-interfaces, (5) mandating minimum data sets, (6) adopting privacy by design: automate audited and consented data flow, and finally (7) defaulting to safeguarding patients’ control over their data.

For patients, scientists and clinical providers to recognize, adopt and benefit from the vast potential of a secure, federated health information ecosystem, we propose a suite of initial applications whose benefits to society are palpable. For example, medication alerts, laboratory trends, schedulers and payment logs would prove highly useful to patients but would require interoperability among different sources of data, mandated or incentivized by the state. At a population level, disease surveillance data for modeling and forecasting outbreaks would be particularly useful to public health agencies. Standardized registries for trauma, cancer, rare diseases are desperately needed in India and can be built on the proposed framework. Aggregated and anonymized data sets accessed through an audited trail would help accelerate medical research, given the sheer volume of patient load in India.

However, such widespread adoption and data transfer between entities would necessitate buy-in from multiple stakeholders—through a combination of incentivization, legal mandate, budgetary allocation, and market demand for patient–provider, provider–provider, provider–payer, and payer–patient interactions [22]. There are no PHRs in India. It is precisely the greenfield nature of the digital health ecosystem in India that would allow a PHR-based, API–enabled network from the get-go, pre-empting the development of complex and incompatible silos of health data.

India must take advantage of its vibrant IT ecosystem and the widespread adoption of mobile technologies across its socio-economic strata. A light and robust API-enabled spine upon which both the public and private sector can be invited to build contextually appropriate, competing, substitutable, and incremental solutions will be the key to a forward-looking digital health ecosystem. The time for large centralized data warehouses and homogenous systems has passed.

There is much excitement globally about the power of big data, artificial intelligence and machine learning in reshaping medicine and health care delivery. However, the potential of these promising sciences can only be harnessed with reliable and timely data. A federated PHR in India will provide unprecedented amounts of health data; among them may lie answers to our well-being and happiness.
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Abstract

Wearable sensor technology could have an important role for clinical research and in delivering health care. Accordingly, such technology should undergo rigorous evaluation prior to market launch, and its performance should be supported by evidence-based marketing claims. Many studies have been published attempting to validate wrist-worn photoplethysmography (PPG)-based heart rate monitoring devices, but their contrasting results question the utility of this technology. The reason why many validations did not provide conclusive evidence of the validity of wrist-worn PPG-based heart rate monitoring devices is mostly methodological. The validation strategy should consider the nature of data provided by both the investigational and reference devices. There should be uniformity in the statistical approach to the analyses employed in these validation studies. The investigators should test the technology in the population of interest and in a setting appropriate for intended use. Device industries and the scientific community require robust standards for the validation of new wearable sensor technology.

(J Med Internet Res 2018;20(7):e10108) doi:10.2196/10108
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In the past 5 years, there has been a huge proliferation of wrist-worn heart rate monitors, often embedded in smart-bands and smartwatches, which can generate a vast amount of data on lifestyle, physiology, and disease providing exciting opportunities for future health applications. Wearable sensor technology could have an important role for clinical research and in delivering health care [1]. Wearable sensors can be used to encourage healthier living (possible delaying or preventing the onset of disease), screen for incident disease, and provide unobtrusive continuous monitoring for people with chronic illnesses in order to optimize care and detect disease progression and complications. In Figure 1, we show an overview of potential continuous heart rate monitoring applications. New diagnostic applications could become possible thanks to the integration of heart rate and personal information such as age, sex, fitness, activity type, and symptoms. A large number of lifestyle apps and games are emerging thanks to continuous heart rate monitoring, currently most of them related to fitness (eg, Google Fit, Strava) or biofeedback relaxation (eg, Letter Zap, Skip a Beat). It is conceivable that health-promoting apps or games based on heart rate will soon be developed. Wearable heart rate monitors could also enable therapeutic monitoring such as medication titration. Accordingly, such monitors should undergo rigorous evaluation prior to market launch, and their performance should be supported by evidence-based marketing claims [1].

There are several types of validation studies. These studies may be marketing claim validations or medical claim validations for medical grade certification. They are usually done by the manufacturers, sometimes in collaboration with clinical sites, on unreleased products. There may also be benchmarking validation studies, where several commercially available competing products are compared to one another and against a reference. In some cases, there may be even single device validation studies.
The latter 2 types are generally performed by academic or clinical centers even though industries often engage in such comparisons as well. The only studies which go through a strict quality regulatory framework are medical claim validation studies for medical grade certification (eg, Food and Drug Administration in the United States, medical CE [Conformité Européene] marking in Europe) [2,3]. As a consequence, many nonmedical devices are released on the market without rigorous validation.

In Europe, the choice on how to position a device is the responsibility of the manufacturer, whereas in the United States, this decision can be overruled if the device is perceived to have potential health risks for the user [4]. Because manufacturers can decide whether or not they wish to comply with medical certification regulations, this inevitably leads to heterogeneity in what validations are done. In our view, the lack of stringent regulations for the release of nonmedical heart rate monitoring devices should not justify the lack of standard requirements for validating this technology. The adoption of such technology by health care professionals could be hampered by their liability in case of adverse events when using commercially available nonmedical devices. The authors of this viewpoint agree with Quinn [4], who suggests “a more pragmatic, risk-based approach,” which takes a case-by-case look at commercial solutions that may or may not meet the standards required of medical devices. This approach should be applied to promote technology adoption and at the same time safeguard the safety of end-users. Here, we give an overview of clinical applications exploiting wearable heart rate monitors.

In a Research Letter recently published in JAMA [5], the performance of several commercially available, wrist-worn photoplethysmography (PPG)-based heart rate monitors was reported. The authors concluded that PPG-based monitoring was not suitable “when accurate measurement of heart rate is imperative.” The authors of that Research Letter acknowledged their report had limitations, including testing only 1 type of activity (treadmill), only in healthy people, and noncontinuous monitoring. Many other studies have been published validating wrist-worn PPG-based heart rate monitoring devices [6-14] but fail to show consensus in favor of or against the accuracy of this sensing technology.

The authors believe that the reason why many validations did not provide conclusive evidence of the validity of wrist-worn PPG-based heart rate monitoring devices is mostly methodological. Studies conducted by teams with a biomedical engineering background are more concerned with addressing problems like signal synchronization and averaging, while research teams with a sports medicine background are more concerned with target groups and exercise protocols. Moreover, clinicians are primarily interested in apps related to telemonitoring, in-hospital or remote. Each approach has its methodological shortcomings. The aim of this viewpoint is to suggest a more consistent and robust approach to validating monitoring technologies.

When validating heart rate monitoring devices, it is sensible to follow a common definition of accuracy. The American National Standards Institute standard for cardiac monitors, heart rate meters, and alarms defines accuracy as a “readout error of no greater than ±10% of the input rate or ±5 bpm, whichever is greater” [15]. Once accurate heart rate is defined, it is also good to agree on what to use as a gold standard. Electrocardiography (ECG) is the accepted gold standard for heart rate monitoring. Nevertheless, ECG, as with PPG, can be severely affected by artifacts [16]. Yet it is generally accepted that PPG-based heart rate monitoring suffers from inherent drawbacks (eg, more difficult peak detection, higher sensitivity to motion artifacts) compared to ECG-based monitoring [16].

The validation strategy should consider the nature of data provided by investigational devices (ID) and reference devices (RD). Heart rate values are always derived from more complex signals (eg, ECG, PPG). Thus, even when the ID and RD have the same output rate (eg, 1 heart rate value per second) and these outputs are well synchronized, the beats compared may not belong to the same time intervals. The method used to extract
information from the raw data (eg, time domain or frequency domain) and the averaging strategy (eg, interbeat intervals or 5-second periods) of the raw data will determine a specific time lag for each heart rate value. Ideally, researchers should have access to the raw data. This is often not possible, and it should be acknowledged as a limitation.

Researchers should realize that their RD (often an ECG device) will not always be accurate. Unless there is a quality check on the validity of the ECG, a second reference device should be used such as a second ECG-based sensor applied in a different manner (eg, patch versus chest strap) and using a different software algorithm for calculating heart rate. When the two RDs fail to agree, no comparison should be made between RD and ID outputs (Figure 2). As mentioned earlier, even the RD (for example ECG patch or ECG strap) in certain circumstances may suffer from inaccuracy due to artifacts (eg, motion artifacts). Based on our own experience in testing hundreds of subjects, we realized that ECG patches perform particularly badly when the skin under the electrodes is stretched or excessively wet. ECG straps perform rather poorly when the skin gets too dry, the strap loosens up, and for certain anatomical shapes (pectus excavatum). These problems must be reported by the researcher.

Figure 2. Correlation between 3 heart rate (HR) monitoring devices and the electrocardiography (ECG) reference. When the 2 chest straps and the wrist-worn photoplethysmography (PPG) heart rate monitors consistently disagree with the reference, their points depart from the 45-degree line in the same way.
The accuracy of the observation method should be robust (ie, repeatable and reproducible). In some validation studies, heart rate was logged manually after visually consulting the display of both ID and RD [5,7]. This method carries several limitations including human data entry errors and failure to report precisely simultaneous values from multiple devices. This method also limits the observation rate to, for instance, 1 value per minute [5,6]. Taking 1 value per minute is not the same as taking an averaged value over a minute, and both approaches fail to capitalize on the information derived from the rates of change in heart rate and heart variability and assume that participants are in a steady-state condition. Researchers should choose the observation rate (eg, 1 or 5 values per second) and averaging strategy (eg, 5- or 30-second windows) according to the use case foreseen for the heart rate monitor. Yet researchers need to be aware that taking, or averaging, 1 value every minute will hide variability [17]. This is evident in Figure 3, which illustrates that 1 single time point (red circles) is not necessarily representative of the entire minute. Consequently, for the purpose of testing accuracy, even when a mean heart rate value per minute would be sufficient, accuracy should be evaluated at the highest resolution possible.

We also observed a lack of uniformity in the statistical analyses employed in validation studies. Pearson correlations and Student t tests are inadequate for testing agreement [18]. This is because the Pearson correlation coefficient is not sensitive to systematic deviations from the 45-degree line, failing to reject agreement when these deviations occur. The Student t test is inadequate in rejecting agreement when means are equal but the 2 measures do not correlate with each other, and it can reject agreement when a very small systematic residual error shifts 1 of the means [19]. Moreover, the t test assesses difference, which implies that when not rejecting the null hypothesis (ie, means are equal) it does not prove that the 2 means are equivalent. Concordance correlation coefficients should be reported instead [18,19]. Also, limits of agreement analyses should be reported [20]. Equivalence testing should be used when the alternative hypothesis is that the outputs of 2 devices are the same [21]. In equivalence testing, the null hypothesis is that the differences between the means are outside the equivalence limits.

Finally, there are some practical considerations. The investigators should test the technology in the population of interest and in a setting appropriate for intended use. Measurements taken at rest or in the period after exercise cannot be considered to validate measurements done during exercise. Results gathered on healthy individuals with no abnormal heart rhythm are inappropriate for applications aimed at patients with cardiovascular disease where the burden of arrhythmias will be substantially higher. Additionally, due to the effect that the contact of the sensor with the skin and the environmental conditions can have on the PPG signal, information such as sensor placement, strap tightness, skin type, temperature, and possibly light intensity should be reported.

Although many studies have been published to assess the validity and usability of wrist-worn PPG-based heart rate monitoring, their methodological differences and shortcomings hamper research into their clinical utility and their introduction into health care. Such devices could make an important contribution to the future of mobile health and, in our view, should be rigorously evaluated as outlined above. For the reasons discussed in this viewpoint, we advocate standard requirements generally accepted by both the scientific community.
community and the device industries in order to provide a fair and consistent validation of new wearable sensor technology.
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Abstract

Background: The health of informal caregivers of adults with chronic conditions is increasingly vital since caregivers comprise a large proportion of supportive care to family members living in the community. Due to efficiency and reach, internet-based interventions for informal caregivers have the potential to mitigate the negative mental health outcomes associated with caregiving.

Objective: The objective of this systematic review and meta-analysis was to examine the impact of internet-based interventions on caregiver mental health outcomes and the impact of different types of internet-based intervention programs.

Methods: MEDLINE, EMBASE, CINAHL, PsycINFO, Cochrane, and AgeLine databases were searched for randomized controlled trials or controlled clinical trials published from January 1995 to April 2017 that compared internet-based intervention programs with no or minimal internet-based interventions for caregivers of adults with at least 1 chronic condition. The inclusion criteria were studies that included (1) adult informal caregivers (aged 18 years or older) of adults living in the community with a chronic condition; (2) an internet-based intervention program to deliver education, support, or monitoring to informal caregivers; and (3) outcomes of mental health. Title and abstract and full-text screening were completed in duplicate. Data were extracted by a single reviewer and verified by a second reviewer, and risk of bias assessments were completed accordingly. Where possible, data for mental health outcomes were meta-analyzed.
Results: The search yielded 7923 unique citations of which 290 studies were screened at full-text. Of those, 13 studies met the inclusion criteria; 11 were randomized controlled trials, 1 study was a controlled clinical trial, and 1 study comprised both study designs. Beneficial effects of any internet-based intervention program resulted in a mean decrease of 0.48 points (95% CI –0.75 to –0.22) for stress and distress and a mean decrease of 0.40 points (95% CI –0.58 to –0.22) for anxiety among caregivers. For studies that examined internet-based information and education plus professional psychosocial support, the meta-analysis results showed small to medium beneficial effect sizes of the intervention for the mental health outcomes of depression (–0.34; 95% CI –0.63 to –0.05) and anxiety (–0.36; 95% CI –0.66 to –0.07). Some suggestion of a beneficial effect on overall health for the use of information and education plus combined peer and professional support was also shown (1.25; 95% CI 0.24 to 2.25). Overall, many studies were of poor quality and were rated at high risk of bias.

Conclusions: The review found evidence for the benefit of internet-based intervention programs on mental health for caregivers of adults living with a chronic condition, particularly for the outcomes of caregiver depression, stress and distress, and anxiety.

The types of interventions that predominated as efficacious included information and education with or without professional psychological support, and, to a lesser extent, with combined peer and psychological support. Further high-quality research is needed to inform the effectiveness of interactive, dynamic, and multicomponent internet-based interventions.

Trial Registration: PROSPERO CRD42017075436; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=75436 (Archived by WebCite at http://www.webcitation.org/709M3tDvn)

(J Med Internet Res 2018;20(7):e10668) doi:10.2196/10668

KEYWORDS
internet; support; education; mental health; caregivers; chronic conditions

Introduction

The number of adults living with chronic conditions is increasing globally [1]. Many adults with chronic conditions rely on family or friend caregivers for support [2]. In Canada, it is reported that more than one-quarter of individuals provided support and care for a friend or family member with a long-term health condition, disability, or age-associated issue in a given year [3]. Caregivers supporting family members living with chronic conditions who need assistance with day-to-day functioning play an essential role for families but also for the health care system, as they provide up to 90% of the medical and supportive care needs for their care recipients [4,5]. While there are many benefits to caregiving for a family member, there are also detrimental emotional and mental health impacts of caregiving that are increasingly being identified and for which practical solutions are urgently needed [3,6,7].

Recognizing the negative health impacts of caregiving has led to studies to examine effective interventions to support these individuals. While a variety of interventions have been evaluated for their impact on improving the health of caregivers, with beneficial effects [8], there is great interest in the use of technology as a means of achieving positive outcomes. Eysenbach [9] suggests that efficiency of health care delivery through internet interventions may lead to a reduction in health care costs. Further, internet and eHealth may be more accessible to caregivers, especially those in remote and rural areas, resulting in increased equity to access health care [9].

There have been 15 recent systematic or other reviews of technology interventions (eg, internet, telephone) to support informal caregivers of adults with chronic conditions in the community [10-24]. Eight reviews focused on internet-based interventions designed specifically for caregivers [12,17,19-24]. All of these reviews provided evidence of improvements in caregivers’ health as a result of internet-based programs. A recent rapid evidence review evaluated the impact of internet-based interventions on outcomes for caregivers of persons with chronic conditions living in the community [24]. Internet-based interventions resulted in positive effects on mental health outcomes including decreasing depressive symptoms, stress or distress, and anxiety [24]. Limitations of these studies were that a meta-analysis was not performed to quantify the magnitude of effect across studies and determine clinical relevance; therefore, the impact of internet-based interventions on mental health outcomes of caregivers is still not clear.

The primary objective of this study was to conduct a systematic review and meta-analysis to assess the impact of internet-based interventions of any type compared to no or minimal internet-based interventions on the mental health of informal caregivers of adults with at least 1 chronic condition living in the community. The secondary objective was to examine whether specific types of internet-based interventions had a beneficial effect on caregiver mental health.

Methods

This systematic review and meta-analysis was conducted following the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines [25].

Population

The population of interest included informal caregivers aged 18 years and older who were currently providing caregiving support to adults aged 18 years and older (ie, care recipients) living in the community with at least 1 chronic condition.

Interventions

Studies selected for this systematic review included those that examined any internet-based modality to deliver an intervention, which could include either a single component program or multimodal program to informal caregivers. An internet-based...
program was defined as any Web-based series of instructions, options, plans, lessons, modules, or curricula.

**Outcomes**

The primary outcome of interest for this systematic review was mental health, specifically including depressive symptoms, stress/distress, anxiety, coping, overall mental health, quality of life, and overall health. A second paper on other caregiver outcomes reported in these studies (eg, self-efficacy, self-esteem, burden) is in progress.

**Study Design**

**Selection Criteria**

Studies were included according to the following inclusion criteria: (1) study designs were a randomized controlled trial (RCT) or a controlled clinical trial (CCT), (2) studies examined any internet-based intervention program for informal caregivers of older adults having at least 1 chronic condition living in the community, (3) studies were published between January 1, 1995, and April 19, 2017, (4) studies were published in English, (5) studies reported on at least 1 mental health outcome of interest, (6) studies used any measurement tool to examine the mental health outcomes of interest, and (7) studies in which the comparator or control group received none or minimal internet-based intervention (eg, links to a website for information). There were no restrictions on the nature of chronic conditions of care recipients. Exclusion criteria included all other types of study designs (ie, observational studies, case reports), studies that compared different types of program- or module-specific internet-based interventions, grey or unpublished literature, conference abstracts, and letters or editorials. All study protocols without preliminary results for data extraction were also excluded.

**Search Strategy**

A peer-reviewed search strategy was developed by 2 research librarians at McMaster University. EMBASE, MEDLINE, PsycINFO, CINAHL, Cochrane, and AgeLine databases were searched for studies published between January 1, 1995 and April 19, 2017. Reference lists of systematic reviews were searched for relevant studies not captured by the initial search. Results were deduplicated, and the citations were uploaded to a secure internet-based platform. More detailed information about the search terms is available in Multimedia Appendix 1.

**Selection of Studies**

Two reviewers independently selected studies for possible inclusion based on title and abstract review. Studies deemed to have met inclusion criteria by either reviewer then underwent full-text review. Any disagreements were discussed between reviewers, and a third party was involved to help reach consensus as necessary.

**Data Extraction and Quality Assessment**

Full data extraction, including characteristics of included studies, was completed by 1 reviewer and verified by a second reviewer. Risk of bias found in individual studies was assessed by 1 reviewer and verified by a second reviewer. Risk of bias was assessed using the Cochrane risk of bias framework [26], which evaluates the level of bias for sequence generation, allocation concealment, blinding, completeness of outcome assessment, selective reporting, and other biases. The quality of the clinical evidence was critically appraised by 1 reviewer and verified by a second reviewer using the Grading of Recommendations Assessment, Development, and Evaluation system (GRADE), which evaluates the risk for bias, inconsistency, indirectness, and imprecision for each outcome [27]. Disagreements were resolved through consensus between the 2 reviewers.

**Data Analysis**

A meta-analysis was used to combine the results across studies by outcome using the published data from included studies. To perform the meta-analysis, we used immediate posttreatment data (mean, SD) for continuous outcomes such as depression, stress or distress, anxiety, coping, overall mental health, quality of life, and overall health. We used intention-to-treat outcome data where possible; however, if no intention-to-treat data were reported, we used study completer’s outcome data.

The DerSimonian and Laird random effects models with inverse variance method were used to generate the summary measures of effect in the form of standardized mean difference (SMD) [28]. The SMD accounts for similar outcomes measured using different assessment tools (eg, depressive symptoms were assessed using different outcome measures such as Center for Epidemiologic Studies Depression Scale and Beck Depression Inventory) [29]. In this situation, it was necessary to standardize the results of the studies to a uniform scale before they could be combined in a quantitative synthesis. SMDs were calculated using change from baseline data for intervention and control groups for each study with relevant outcome data. For each outcome, data from the corresponding study were used to calculate the mean difference between pretreatment (baseline) and posttreatment (final or end point) values along with its SD for both intervention and control groups. In studies where the SD was not reported, we calculated the SD from the reported standard error (SE) of the mean, 95% confidence intervals (CIs) and P values or z scores using equations provided in Chapter 7 and Chapter 9 of the Cochrane Handbook for Systematic Reviews of Interventions [30,31]. The SMD is interpreted based on its magnitude according to Cohen d recommended thresholds (~0.2=small effect, ~0.5=medium effect, ~0.8=large effect) [32].

The primary meta-analysis was to examine any type of internet-based intervention program by mental health outcome. The secondary meta-analysis was to examine the effects of specific types of internet-based intervention programs on mental health outcomes. Based on our previous work [24], intervention types were categorized accordingly: (1) internet-based information or education only, (2) internet-based information or education plus peer psychosocial support (PPS), (3) internet-based information or education plus professional psychosocial support (PFPS), (4) internet-based information or education plus combined peer and professional psychosocial support, and (5) internet-based intervention with telephone monitoring along with combined peer and professional psychosocial support.
Results

Study Selection

The search resulted in 7923 unique citations that were screened independently by 2 project staff. At title and abstract screening, we excluded 7633 studies, leaving 290 studies to be screened at full-text. Of those 290 studies, we identified 13 studies (14 papers) that met the inclusion criteria for this systematic review. References lists of the on-topic systematic reviews and included studies were searched but no additional studies were added (Figure 1).

Description of Studies

The purpose, methods, participants, intervention, and risk of bias details of the included studies are shown in Multimedia Appendix 2. From among the 13 included studies, there were 11 studies that were RCTs [34-45], 1 study that was a CCT [46], and 1 study that combined both RCT and CCT designs [47]. Five of the included RCTs were conducted in Europe [34-38], and 5 RCTs were conducted in the United States [41-43,45], of which 1 RCT reported relevant outcomes across 2 papers [39,40]. There was 1 RCT conducted in Canada [44]. The CCT was conducted across the United States, Puerto Rico, and Mexico [46], and the combined CCT and RCT was conducted across 3 European countries [47].

In regard to the type of chronic conditions among care recipients, 9 studies included patients with some form of dementia [34-38,41,45-47]. Cardiovascular health disorders were represented in 3 studies, of which 2 studies included only stroke survivors [42,43] and the other study included a mixed stroke population of stroke-related dementia combined with patients having Alzheimer disease and Parkinson disease [44]. One study was based on non–small cell lung cancer care recipients [39,40]. All included studies were considered small in sample size (≤150 subjects per arm) and had a short length of study follow-up (<6 months). One study included a slightly longer study follow-up time period of 1-year [43]. A majority of studies included informal caregivers aged older than 50 years (range 53.8 to 67.8 years) [35-44,47], except in 1 study that included family caregivers who were also partially working and therefore reported a slightly lower age [45]. Two studies did not provide information on the average age of caregivers [34,46]. More than half of the caregivers were female in all of the included studies (range 56.3% to 100%).

From among the 13 included studies, there were 2 studies (15%) that were categorized as having used an internet-based information or education only intervention [41,45], 3 studies (23%) having used an internet-based information or education plus PPS intervention [34,36,37], 1 study (8%) having used an internet-based information or education plus PFPS intervention [35], 6 studies (46%) having used an internet-based information or education plus combined peer and professional psychosocial support intervention [38-40,42-44,46], and 1 study (8%) having used an internet-based intervention with telephone monitoring along with combined peer and professional psychosocial support [47].

Studies had a comparison group defined as receiving no internet-based intervention that could have included minimal guidance on information resources or website use [34,37,38,41,42,44], usual care with or without additional information [36,39,40,43,45,47], printed information [46], or electronic communications (eg, e-bulletins) [35].

Outcome assessment tools used for relevant mental health outcomes varied across studies and are summarized in Multimedia Appendix 3. Among the 13 included studies, outcomes examined included depression (8/13), stress or distress (6/13), anxiety (2/13), coping (2/13), overall mental health (1/13), quality of life (4/13), and overall health (2/13).

Risk of Bias

The results of the critical appraisal of individual studies for level of bias for sequence generation, allocation concealment, blinding, completeness of outcome assessment, selective reporting, and other biases are shown in Figure 2. Overall, the Cochrane Risk of Bias (RoB) showed mixed quality of study methodology: 2 studies with low RoB [35,37], 3 studies with high RoB [36,40,47], and 8 studies with unclear RoB [34,38,41-46].

Effectiveness of Internet-Based Interventions

The meta-analysis included an examination of the impact of all internet-based interventions combined as well as an analysis of the impact of each type of internet-based intervention according to mental health outcome. All forest plots are shown in Multimedia Appendix 4.

Any Internet-Based Intervention

A summary of the results of the meta-analysis of any internet-based intervention on mental health outcomes is shown in Table 1. Compared to no or minimal internet-based intervention, any type of internet-based intervention resulted in a beneficial mean decrease of 0.48 points (95% CI –0.75 to –0.22) for stress or distress among caregivers and a beneficial mean decrease of 0.40 points (95% CI –0.58 to –0.22) for anxiety among caregivers. There were no statistically significant differences between groups for the mental health outcomes of depression, coping, overall mental health, quality of life, and overall health. Heterogeneity for the combined effect estimate was observed for the mental health outcomes of depression, stress or distress, quality of life, and overall health (P < .10) but not for anxiety and coping. The overall GRADE quality of evidence for each outcome ranged from very low to low.
Types of Internet-Based Interventions

Mental health outcomes of interest were examined by the different types of internet-based interventions as shown in Table 2. For information or education only interventions, results showed a beneficial mean decrease of 0.31 points (95% CI –0.50 to –0.11) for depression, a beneficial mean decrease of 0.57 points (95% CI –0.77 to –0.37) for stress or distress, and a beneficial mean decrease of 0.42 points (95% CI –0.65 to –0.19) for anxiety among caregivers, compared to minimal or no internet-based intervention. These results were based on moderate quality of evidence. The remaining mental health outcomes of coping, quality of life, and overall health did not show statistically significant differences between groups. Four of the 6 mental health outcomes of interest included only 1 study. No heterogeneity was detected for the mental health outcomes.

For studies that examined information or education plus PPS as the intervention, results showed a beneficial mean decrease of 0.34 points (95% CI –0.63 to –0.05) for depression and a beneficial mean decrease of 0.36 points (95% CI –0.66 to –0.07) for anxiety among caregivers, compared to minimal or no internet-based intervention. The quality of evidence for each of these outcomes was moderate.

For studies that examined the intervention of information or education plus combined peer and professional psychological support, results showed a beneficial 1.25-point mean increase for overall health (95% CI 0.24 to 2.25) among caregivers, compared to no or minimal internet-based intervention; however, this result was based on 1 study with an overall sample size of less than 20 caregivers and consequently very low quality of evidence. The remaining outcomes showed no differences between groups. There were no differences between groups for the intervention of information or education with telephone monitoring plus combined peer and professional psychological support for the outcome of quality of life. No other mental health outcomes were reported for this type of intervention. See Multimedia Appendix 5 for the full GRADE assessment details.
Figure 2. Risk of bias for the included studies. U: unclear bias (yellow); L: low risk of bias (green); H: high risk of bias (red).

Table 1. Summary of effectiveness of any internet-based interventions.

<table>
<thead>
<tr>
<th>Mental health outcomes</th>
<th>Number of studies</th>
<th>Intervention/control</th>
<th>Estimate standard mean difference (95% CI)</th>
<th>( I^2 ) (%)</th>
<th>GRADE(^a) quality assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>8</td>
<td>407/422</td>
<td>(-0.19 (-0.43 to 0.05))</td>
<td>59(^b)</td>
<td>Very low</td>
</tr>
<tr>
<td>Stress or distress</td>
<td>6</td>
<td>288/297</td>
<td>(-0.48 (-0.75 to -0.22))</td>
<td>49(^b)</td>
<td>Low</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2</td>
<td>240/239</td>
<td>(-0.40 (-0.58 to -0.22))</td>
<td>0</td>
<td>Low</td>
</tr>
<tr>
<td>Coping</td>
<td>2</td>
<td>199/204</td>
<td>(-0.01 (-0.20 to 0.19))</td>
<td>0</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall mental health</td>
<td>1</td>
<td>45/52</td>
<td>(-0.29 (-0.69 to 0.11))</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Quality of life</td>
<td>4</td>
<td>102/117</td>
<td>0.01 (-0.49 to 0.51)</td>
<td>68(^b)</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall health</td>
<td>2</td>
<td>34/34</td>
<td>0.35 (-1.30 to 2.00)</td>
<td>88(^b)</td>
<td>Very low</td>
</tr>
</tbody>
</table>

\(^a\)GRADE: Grading of Recommendations Assessment, Development, and Evaluation.
\(^b\)Statistically significant heterogeneity (\(P<.10\)).
Table 2. Summary of effectiveness of types of internet-based interventions.

<table>
<thead>
<tr>
<th>Mental health outcomes</th>
<th>Number of studies</th>
<th>Intervention/control</th>
<th>Estimate standard mean difference (95% CI)</th>
<th>I² (%)</th>
<th>GRADE&lt;sup&gt;a&lt;/sup&gt; quality assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information or education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>2</td>
<td>196/206</td>
<td>-0.31 (-0.50 to -0.11)</td>
<td>0</td>
<td>Moderate</td>
</tr>
<tr>
<td>Stress/distress</td>
<td>2</td>
<td>196/206</td>
<td>-0.57 (-0.77 to -0.37)</td>
<td>0</td>
<td>Moderate</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1</td>
<td>150/149</td>
<td>-0.42 (-0.65 to -0.19)</td>
<td>—</td>
<td>Moderate</td>
</tr>
<tr>
<td>Coping</td>
<td>1</td>
<td>150/149</td>
<td>0.00 (-0.23 to 0.23)</td>
<td>—</td>
<td>Low</td>
</tr>
<tr>
<td>Overall mental health</td>
<td>1</td>
<td>45/52</td>
<td>-0.29 (-0.69 to 0.11)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Quality of life</td>
<td>1</td>
<td>46/57</td>
<td>0.33 (-0.06 to 0.72)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall health</td>
<td>1</td>
<td>25/24</td>
<td>-0.44 (-1.01 to 0.13)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td><strong>Information or education + PPS&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>2</td>
<td>55/55</td>
<td>-0.11 (-0.48 to 0.27)</td>
<td>0</td>
<td>Very low</td>
</tr>
<tr>
<td>Stress/distress</td>
<td>2</td>
<td>52/56</td>
<td>-0.46 (-1.41 to 0.50)</td>
<td>83&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Very low</td>
</tr>
<tr>
<td>Quality of life</td>
<td>1</td>
<td>21/25</td>
<td>-0.36 (-0.95 to 0.22)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall health</td>
<td>1</td>
<td>25/24</td>
<td>-0.44 (-1.01 to 0.13)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td><strong>Information or education + PFPS&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>1</td>
<td>90/90</td>
<td>-0.34 (-0.63 to -0.05)</td>
<td>—</td>
<td>Moderate</td>
</tr>
<tr>
<td>Anxiety</td>
<td>1</td>
<td>90/90</td>
<td>-0.36 (-0.66 to -0.07)</td>
<td>—</td>
<td>Moderate</td>
</tr>
<tr>
<td><strong>Information or education + combined PPS + PFPS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>3</td>
<td>66/71</td>
<td>-0.11 (-1.01 to 0.78)</td>
<td>83&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Very low</td>
</tr>
<tr>
<td>Stress/distress</td>
<td>2</td>
<td>40/35</td>
<td>-0.30 (-1.05 to 0.44)</td>
<td>61&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Very low</td>
</tr>
<tr>
<td>Coping</td>
<td>1</td>
<td>49/55</td>
<td>-0.03 (-0.41 0.36)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall mental health</td>
<td>1</td>
<td>45/52</td>
<td>-0.29 (-0.69 to 0.11)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Quality of life</td>
<td>1</td>
<td>18/20</td>
<td>0.55 (-0.10 to 1.20)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td>Overall health</td>
<td>1</td>
<td>9/10</td>
<td>1.25 (0.24 to 2.25)</td>
<td>—</td>
<td>Very low</td>
</tr>
<tr>
<td><strong>Information or education + telephone monitoring + combined PPS + PFPS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life</td>
<td>1</td>
<td>17/15</td>
<td>-0.60 (-1.31 to 0.11)</td>
<td>—</td>
<td>Very low</td>
</tr>
</tbody>
</table>

<sup>a</sup>GRADE: Grading of Recommendations Assessment, Development, and Evaluation.

<sup>b</sup>PPS: peer psychosocial support.

<sup>c</sup>Statistically significant heterogeneity ($P<.10$).

<sup>d</sup>PFPS: professional psychosocial support.

**Discussion**

**Principal Findings**

Our systematic review and meta-analysis showed small to moderate beneficial effects of internet-based interventions on caregiver mental health including a reduction in symptoms of depression, stress or distress, and anxiety. The types of internet-based interventions that appeared to have a beneficial effect on mental health included information or education only on decreasing depression, stress or distress, and anxiety and information or education plus PFPS on reducing depression and anxiety. Critical appraisal determined a wide range of the quality of evidence but included a moderate quality of evidence for a modest effect size for a beneficial effect among the 2 specific types of internet-based interventions of information or education only and information or education and PFPS. Additional benefits were shown for the internet-based intervention of information or education plus combined peer and psychological support when it came to overall health among caregivers; however, this was based on a small sample size (<20) and a very low quality of evidence.

Accounting for the type of internet-based intervention revealed additional trends not shown when all types of internet-based interventions were combined. The results showed an approximate 20% increase in the magnitude of effect for stress or distress and an information or education only internet-based intervention among 2 studies, compared to when all 6 studies on stress or distress were combined. Symptoms of depression were improved for an information or education only internet-based intervention as well as for an information or...
education plus PPFS internet-based intervention, not shown when all 8 studies on depression were combined.

Based on the detailed critical appraisal and quality assessment of included studies, there are a number of possible reasons that consistent findings across the mental health outcomes were not shown. According to the GRADE scores, the quality of evidence was poor for a number of the outcomes examined, and none of the outcomes was rated as having high-quality evidence. This may reflect, in part, this new and evolving area of focus and the resulting lack of consistency across studies—for example, not all studies examined the mental health outcomes of interest, there was variability in the measurement tools used to assess the different mental health outcomes, the care recipients across studies differed, and too few studies examined the different types of internet-based interventions resulting in small numbers of studies for some outcomes. No differences were noted for multicomponent internet-based interventions on coping and overall mental health since these outcomes were only examined in a few studies. No differences were noted for quality of life perhaps due to small sample sizes and differences in types of interventions. Studies included in the subgroup analyses by type of internet-based intervention were judged to be predominately of low to very low quality of evidence suggesting a number of methodological limitations. Four studies had high risk of bias in the area of incomplete outcome data; 3 studies had high risk of bias for blinding of outcome assessment; and 2 studies had high risk of bias for sequence generation, allocation concealment, and blinding of participants or providers.

There were also many areas where risk of bias could not be assessed due to lack of information in the published papers. For example, risk of bias related to allocation concealment was rated as unclear in 11 of the 13 interventions assessed. Risk of bias related to blinding of participants and providers was rated as unclear in 9 of the 13 interventions examined. Risk of bias related to blinding of outcome assessors was rated as unclear in 7 of the interventions examined. The provision of more detailed information about trial procedures using the Consolidated Standards of Reporting Trials (CONSORT) guidelines for nonpharmacological interventions [48] would enable more accurate assessments of studies for bias and may over time help to elevate the quality of evidence in this area.

We examined the best studies (those with low risk of bias) [35,37,42] to see if there were further insights to be gained. These studies all demonstrated beneficial effects on mental health outcomes: depression [35,42], anxiety [35], stress [37], and quality of life [37]. However, they included quite different types of internet-based interventions. Blom’s [35] information or education plus PPFS intervention, targeted at caregivers of persons with dementia, included both a Web-based 8-week course and coaching, monitoring, and evaluation provided by a psychologist. Hattink’s [37] information or education plus PPS intervention, also targeted at caregivers of persons with dementia, included a personalized training portal and 2 to 4 months of course materials, interactive exercises, and connection with a Facebook community. Smith’s [42] information or education plus combined peer and professional psychosocial support intervention, targeted at spousal caregivers of stroke survivors, involved an 11-week educational program supported by an experienced cardiovascular nurse manager. These interventions had a lengthier intervention period than some of the other studies, 2 of these studies involved professional support, and 1 involved connections with other caregivers. It is possible that these intervention components hold more promise for improving mental health outcomes of caregivers.

Despite significant findings across a range of evidence quality, the intervention mechanism by which improvements in mental health were achieved is still not clear. The interactivity of the information or education only internet-based interventions may have contributed to our significant findings as previously shown by Guay et al [20]. The previously shown important role of human support [20] was variable in our findings, with a beneficial effect shown for the addition of professional psychological support only. It may be that the needs and experiences of the caregivers targeted in these multicomponent interventions are so diverse that the potential impacts of internet-based interventions are not realized. A theoretical basis for internet-based interventions [20,49] has shown to be impactful, and a number of our included studies reported using theory to develop their interventions [30,42,47]. Many interventions included behavior change techniques such as stress management [34,41], problem solving [35], and graded tasks [37], which may have contributed to significant findings. The most efficacious interventions included caregivers and care recipients who were homogeneous, with caregivers characterized as being mostly older female adults and care recipients being those living with some form of dementia [35-38,41,44,45]. Internet-based interventions, when designed with the target populations in mind, may be more likely to demonstrate a beneficial effect on the mental health of caregivers. Internet-based interventions being developed for caregivers should have a strong theoretical basis [50] and incorporate behavior change techniques, particularly those aimed to help manage stress and enhance coping.

**Strengths and Limitations**

This review summarizes the most relevant trial evidence available to assess the benefits of internet-based interventions on caregiver mental health outcomes. All of the available evidence was published between 2005 and 2017, with more literature published recently (from 2013 to 2017), emphasizing the growing interest in internet technology to support caregivers. However, the review identified that the overall quality of evidence ranged from very low to moderate quality. To our knowledge, this is the first systematic review and meta-analysis examining the impact of internet-based interventions on mental health outcomes of caregivers of adults with chronic conditions living in the community. Although this is an emerging field in the literature, our review set out an a priori selection of rigorous methodological designs, including RCTs and CCTs. This systematic review and meta-analysis was completed with a comprehensive search strategy developed to identify relevant and on-topic literature pertaining to internet-based interventions on informal caregiver mental health outcomes. The review was conducted using methodologically rigorous processes for systematic reviews and meta-analyzed the data using appropriate methods for combining studies that used different outcome assessment tools.

http://www.jmir.org/2018/7/e10668/
The limitations of the review include the methodological weakness of the studies included, despite being RCTs and CCTs. There was considerable heterogeneity in the interventions across studies. Therefore, we analyzed the impact of the internet-based interventions according to the components of the interventions to understand the impact of these components; however, there were too few studies having used each type of internet-based interventions across all of the mental health outcomes of interest.

Conclusions
This is the first meta-analysis of the impact of internet-based interventions for informal caregivers of adults with chronic conditions on caregiver mental health outcomes. The findings suggest there is an emergence of literature pertaining to internet-based interventions for informal caregivers examining the impact on mental health outcomes. However, future large, high-quality research with clear methodology and consistently reported outcomes of mental health using standardized assessment tools to facilitate meta-analysis and an assessment of clinical relevance are needed to further inform the effectiveness of such interventions, particularly multicomponent internet-based interventions that use peer or professional health care provider support.
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Abstract

Background: Patient-initiated partner notification (PN) following the diagnosis of a sexually transmitted infection is a critical component of disease control in men who have sex with men (MSM) sexual networks. Both printed and internet-based technologies offer potential tools to enhance traditional partner notification approaches among MSM in resource-limited settings.

Objective: This randomized controlled trial aimed to evaluate the effect of 2 different PN technologies on notification outcomes following syphilis diagnosis among MSM in Peru: a Web-based notification system and patient-delivered partner referral cards.

Methods: During 2012-2014, we screened 1625 MSM from Lima, Peru, for syphilis infection and enrolled 370 MSM with symptomatic primary or secondary syphilis (n=58) or asymptomatic latent syphilis diagnosed by serology (rapid plasma reagin, RPR, and Microhemagglutination assay for Treponema pallidum antibody; n=312). Prior to enrollment, potential participants used a computer-based self-interviewing system to enumerate their recent sexual partnerships and provide details of their 3 most recent partners. Eligible participants were randomly assigned to one of 4 intervention arms: (1) counseling and patient-initiated Web-based PN (n=95), (2) counseling with Web-based partner notification and partner referral cards (n=84), (3) counseling and partner referral cards (n=97), and (4) simple partner notification counseling (control; n=94). Self-reported partner notification was assessed after 14 days among 354 participants who returned for the follow-up assessment.

Results: The median age of enrolled participants was 27 (interquartile range, IQR 23-34) years, with a median of 2 partners (IQR 1-5) reported in the past month. Compared with those who received only counseling (arm 4), MSM provided with access to Web-based partner notification (arms 1 and 2) or printed partner referral cards (arms 2 and 3) were more likely to have notified one or more of their sexual partners (odds ratio, OR, 2.18, 95% CI 1.30-3.66; P=.003 and OR 1.68, 95% CI 1.01-2.79; P=.045,
Introduction

Initially developed in the 1930s as a technique for syphilis control in the United States, notification of sexual partners following the diagnosis of a sexually transmitted infection (STI) remains central to efforts aimed at controlling the spread of HIV and other STIs in at-risk populations [1]. By retracing existing transmission pathways, partner notification (PN) offers the possibility to target efforts to the specific networks structuring the spread of disease in a population [2,3]. Partner-based strategies also provide an opportunity to access individuals and sexual networks that remain unaccessed by traditional HIV or STI education and prevention interventions, such as men who have sex with men (MSM) but do not identify as gay or bisexual [4-6]. The recent resurgence in syphilis infection among MSM in the United States and Europe (and the persistently high prevalence of syphilis in the global South) highlights the importance of developing and refining partner-based efforts to identify and treat syphilis transmission networks in high-risk populations [7-9].

In the field of PN, 3 different types of notification are commonly recognized: (1) provider-initiated notification, in which professional counselors and newly diagnosed individuals work together to identify and notify recent partners; (2) patient-directed notification, in which the index case is encouraged to independently notify their partners after a brief counseling intervention; and (3) contract notification, in which the responsibility for notification shifts from patient to provider after a specified time period [10]. While provider notification is generally more effective than patient-directed efforts, resource-limited health systems in low- and middle-income countries (LMIC) often lack the personnel necessary to conduct detailed contact-tracing studies and so depend primarily on patient-based notification [11-14].

To characterize patient-initiated notification systems, Ferreira et al differentiated between simple and enhanced patient referral [10]. In the simple patient referral, PN is encouraged through professional counseling at the time of diagnosis that emphasizes the importance of notifying recent partners. In the enhanced referral, supplementary tools, including educational video- and theory-based counseling interventions, patient-delivered partner treatment, referral cards, or Web-based notification tools, could be used to motivate and support patient-directed notification efforts [15-18]. Although these standardized categories have formed the central paradigm for PN research, additional research is needed to address overlap and intersection between different methods of notification in real-life clinical populations.

Previously, printed partner referral cards have been used in various circumstances and appear to be effective in promoting notification within heterosexual partnerships [19,20]. However, evidence of the effect of referral cards in developing country settings is limited, and their use within MSM partnerships has not, to our knowledge, been evaluated in any previous randomized controlled trials (RCTs) [21-23].

Data on the use of internet-based PN systems is mixed. Surveys of STI clinic patients in the United States and Australia, as well as MSM internet users in the United States, have found high levels of acceptability for Web-based notification systems [24-26]. In Europe and Australia, provider-managed internet notification has also been found to be useful in supporting PN during routine clinical practice [27-29]. In our recent study of STI-diagnosed MSM from Lima, Peru, the availability of a website that could deliver anonymous notification messages was expected to significantly increase the notification among men who were expected to not inform their partners under existing conditions [30]. In contrast, previous studies from the United States assessing public awareness and the actual use of PN websites among community-based samples of MSM, as well as male and female visitors to STI clinics, found low levels of penetration into these target populations [31,32]. The only RCT data on the effectiveness of Web-based PN among MSM comes from an incomplete study in Seattle (Washington, USA) that found poor uptake and low levels of acceptability among potential recipients of Web-based notification messages [33]. To the best of our knowledge, no other study has conducted head-to-head comparisons of Web-based systems with other PN technologies [34].

To address this gap in knowledge, we assessed the effect of new and traditional PN technologies on self-reported PN outcomes among MSM recently diagnosed with syphilis infection in Lima, Peru. While the Peruvian Ministry of Health maintains detailed guidelines for managing sexual partners of individuals with syphilis (including provider counseling, distribution of referral cards, and home treatment visits for partners of pregnant women), these services are delivered inconsistently in practice [35,36]. The deficiencies of existing partner management systems in Peru can be seen in the findings from a previous study where after 1 year, only 41% of individuals with syphilis...
infection had notified any of their partners and 43% had been reinfected after the confirmation of cure [37,38]. We conducted a factorial, RCT to compare the effect of printed partner referral cards and/or access to a Web-based notification system against standard counseling on self-reported PN outcomes among MSM in Lima, Peru, with untreated syphilis infection.

Methods

Study Design

Between November, 2012 and July, 2014, we conducted a four-arm, factorial RCT (NCT01720641) to assess the effect of new PN tools on notification outcomes among MSM in Lima, Peru, with untreated syphilis infection. The 4 arms included (1) printed referral cards; (2) Web-based PN; (3) both printed referral cards and Web-based notification; and (4) control (standard of care) counseling procedures.

Screening Procedures

Potential participants were recruited from both community and HIV or STI clinic sites by the staff of the Asociacion Civil Impacta Salud y Educacion (Lima, Peru). Both men and transgender women (TW) who reported anal intercourse with at least one male or transgender female partner in the previous 6 months were invited to participate in an STI screening protocol. Participants in the screening study completed a computer-assisted self-administered (CASI) survey that addressed demographic characteristics, history of HIV and STIs, alcohol and drug use, and sexual network characteristics, as well as attitudes, beliefs, and perceived community norms regarding PN for HIV and STIs. The survey also asked for detailed characteristics of participants’ 3 most recent sexual partners, including each partner’s gender and sexual identity, sexual practices performed with the partner during the last encounter, and the likelihood of notifying the partner in the event of an STI diagnosis. In order to assist with future recall of partner data, participants were asked to identify each of these 3 partners with a nickname or other identifying characteristic (e.g., “the guy in the blue shirt from La Cueva”).

All participants underwent a physical examination to identify signs of primary or secondary syphilis infection (painless ulcerative lesions on oral, anal, or genital mucosa or macular rash suggestive of secondary syphilis). Following the clinical examination, participants’ blood samples were collected to test for syphilis infection using the rapid plasma reagin (RPR) assay (RPRnostic; Biomerieux) with microhemagglutination assay for Treponema pallidum antibodies (MHA-TP) confirmation (MHA-TP; Organon Teknika) and serial dilution of positive RPR titers. Although all participants were offered free HIV testing, it was not required as a condition of enrollment. The results of laboratory assays were provided within 2 weeks of screening.

Participants with syphilis infection were treated according to the stage of infection, as determined by a study physician following the review of participants’ history of syphilis infection, antibiotic treatment, and RPR titer(s). Cases of symptomatic primary, secondary, and early latent syphilis infection were treated with a single intramuscular injection of 4.2 million units penicillin G benzathine. Conversely, cases of asymptomatic late latent infection were treated with 3 weekly injections of 2.4 million IU penicillin G benzathine. However, participants with newly diagnosed HIV infection were referred to local HIV treatment centers for the initiation of free antiretroviral therapy provided by the Peruvian Ministry of Health.

Randomization and Enrollment

We enrolled MSM and TW diagnosed with untreated syphilis (primary, secondary, or latent infection for which the treating physician recommended antibiotic therapy). Participants with asymptomatic evidence of primary or secondary infection were enrolled at the initial screening visit, while participants with asymptomatic infection diagnosed by serology were enrolled after receiving the results of their RPR or MHA-TP testing. All participants provided signed informed consent for a study of, “If and how men with an STI inform their recent sexual partners of their diagnosis.” Next, we assigned participants in a 1:1:1:1 fashion to one of the 4 study arms according to a predefined 400-subject randomization scheme generated by the first author at the website (www.random.org).

Intervention and Control Procedures

Each randomization envelope contained an assignment to one of the following 4 arms: (1) Web-based PN, (2) referral cards, (3) combined referral cards and Web-based PN, or (4) control. All allocation assignments were concealed in sealed, opaque, sequentially numbered envelopes that were opened in a numerical order by the study counselor at the point of randomization. To ensure visual and physical consistency of sealed randomization envelopes and to maintain concealment prior to allocation, each envelope was filled with a written study arm assignment, 1 PN counseling script, 5 partner referral cards or blank sheets of paper of the same color and consistency as the referral cards, and 1 Web-based PN access card or a blank note card of the same color and consistency. No deviation from the sequential allocation order or wasting of randomization envelopes was reported.

Randomization envelopes for all 4 arms included a standardized script that was read verbatim by the counselor. The counseling script advised the participants about the importance of notifying their recent partner of their STI diagnosis and informed them of the availability of free testing and treatment resources at the study website, as well as at other area health centers. Participants were also reminded that their safety was paramount and so they should not attempt to notify any partner who might react with violence or abuse.

Participants in the control arm did not receive any additional counseling or PN tools. Participants in the referral cards arm were provided with 5 printed cards to be delivered to a maximum of 5 of their recent sexual partners. Each card contained information about the symptoms and sequelae of syphilis infection, as well as the locations and operating hours of local sites offering free or low-cost HIV and STI testing services. Participants in the Web-based PN arm were read a brief script describing the Web-based notification resources available at (URL: http://www.inspot.org; Accessed: 2018-01-11)
created by YTH, a nonprofit organization designed to use technology to promote youth health and wellness. A Spanish language “Peru” section of the inSPOT website was created specifically for this study and not publicized outside of the trial. Website content was not modified after initiation of the trial. In addition to providing anonymous PN messaging services, the Peru section provided information on testing and treatment resources available in major metropolitan areas of the country. Participants in the Web-based referral arms were provided with a note card indicating the website address. Participants in the combination referral cards/Web-based PN arm were provided with both printed referral cards and access to the inSPOT website using the methods described above.

**Endpoint Assessment**

Participants in all four arms were asked to return to the clinic in 14-21 days for a follow-up evaluation. The prespecified primary endpoint was self-reported PN. At the follow-up visit, participants completed a brief CASI survey to assess how many of their recent partners (from the 30 days before screening) had been notified, as well as whether each of their 3 most recent partners had been notified and received antibiotic treatment. Participants were reminded of the total number of sexual partners that they had reported at the baseline visit and asked to quantify how many of these partners had been notified. To assist with recall of data for the 3 most recent partners, participants were reminded of the nickname or other identifying characteristic they had assigned each partner, as well as partners’ gender and sexual identity. Furthermore, survey questions asked whether each partner had been notified and used a 4-point Likert scale to assess the participants’ degree of certainty for whether the partner had received the notification message, whether the partner had sought HIV or STI testing, and whether the partner had received any STI treatment. Operational statistics on the use of the inSPOT.org website during the study period were collected by the YTH staff.

**Sample Size and Power Calculations**

Sample size calculations were based on previous observational studies of Peruvian men and women diagnosed with HIV or STI [12,39]. Assuming a baseline frequency of 56% for notification of any partner, a sample of 100 subjects per arm was projected to have 80% power to detect a 20% increase in the notification of any recent partner(s).

**Statistical Analysis**

For the preplanned primary analysis, we recategorized the study arms as follows: (1) Web-based PN (arms 1 and 2); (2) referral cards (arms 2 and 3); and (3) control (arm 4). This approach allowed us to maximize the use of limited resources by assessing two different PN tools within a single clinical trial design, although it was not powered to assess for a synergistic interaction between the interventions [40,41]. Descriptive characteristics for each study arm were calculated with medians and interquartile ranges (IQRs) for continuous variables and proportions for categorical variables. The proportion of participants who reported notifying any recent partner was calculated by the study arm. Next, ORs comparing “Web-based PN versus control” and “referral cards versus control” were calculated with a logistic regression model. We calculated the percentage of all partners, all male partners, stable male partners, and casual male partners who were notified by dividing the total number of partners reported per category by the number of partners per category that was notified. Due to the small number of female partners reported, female partners were excluded from the analysis. Then, we compared the percentage of partners notified in the “Web-based notification versus control” and “referral cards versus control” using the Wilcoxon rank-sum test. For analysis of data obtained from the participants’ 3 most recent partners, we used a logistic generalized estimating equation model to assess the notification and treatment outcomes for “Web-based notification versus control” and “referral cards versus control.” These outcomes specified (1) if the partner was notified, (2) if the participant knows that the partner received the message, (3) if the partner was known to have been tested for HIV and other STIs, and (4) if the partner was known to have received antibiotic treatment (either delivered by the participant or from another source). No interim analyses were conducted. All analyses were intention-to-treat, and all P values were two-sided. All statistical analyses were conducted in Stata 14.1 (StataCorp, College Station, TX, USA).

**Human Subjects Protections**

All study procedures were reviewed and approved by the University of California, Los Angeles Office for Human Research Participant Protection (institutional review board #11-003105) and the Asociacion Civil Impacta Comite de Bioetica (Certificate #00052-2012-CE) and were registered with the Peruvar Instituto Nacional de Salud before the initiation of any activities. All participants underwent separate informed consent procedures for the screening and RCT protocols and provided written informed consent for each protocol. The clinical trial was registered with clinicaltrials.gov (Protocol Number NCT01720641).

**Results**

Between November 2012 and June 2014, we screened 1625 individuals, of whom 537 were eligible for enrollment based on results of the physical examination or syphilis serology (Figure 1).

We noted signs and symptoms of primary syphilis in 36 individuals, whereas secondary infection was identified in 22 others. Of 479 MSM and TW with latent infection and positive RPR and MHA-TP assays, 74 were diagnosed with a previously treated infection that did not require additional treatment, 64 did not return for their results, and 29 were enrolled in a concomitant trial of expedited partner therapy for gonorrhea or chlamydia infection [42]. We enrolled 370 MSM or TW with recently diagnosed syphilis infection and randomly assigned each to one of the following four arms: (1) standard counseling or control (arm 1; N=94), (2) referral cards (arm 2; N=97), (3) Web-based PN (arm 3; N=95), or (4) combination Web-based PN and referral cards (arm 4; N=84). According to the prespecified analysis plan, data from arms 2 and 4, as well as arms 3 and 4, were combined into single arms (“referral cards” and “Web-based PN,” respectively).
The median age of participants was 30 years in the control group and 27 years in the other two arms (Table 1). The majority of participants had completed secondary school, as well as some university education or technical training, and reported daily or weekly internet use. The most commonly cited sexual identity was “gay or homosexual,” with most participants describing their role during intercourse as Moderno (versatile) or Pasivo (receptive). Participants reported a median of 2 male or transgender female sexual partners during the past 30 days. Symptomatic syphilis was more frequently noted among participants in the referral cards (38/181, 21.0%) than the Web-based PN (29/179, 16.2%) and control arms (14/94, 14.8%). Furthermore, the median RPR titer ranged from 1:16 in the Web-based PN arm to 1:32 in the other arms.

At 14-21 Days Follow-up, the proportion of subjects who reported notifying any recent sexual partners of their diagnosis was significantly lower in the Control arm (49/94; 52.1%) than in both the Referral Cards (117/181; 64.6%; Odds Ratio and 95% Confidence Interval: 1.68 [1.01-2.79]) and the Web-based PN (126/179; 70.4%; OR and 95% CI: 2.18 [1.30-3.36]) arms (Table 2).
Table 1. Baseline characteristics by randomization arms (N=370); Lima, Peru, 2012-2014. Arms 1 and 2: Web-Based partner notification (PN; N=179); Arms 2 and 3: Referral Cards (N=181); Arm 4: Control (n=94).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Arm 1: Web-based PN only (n=95)</th>
<th>Arm 2: Referral cards + Web-based PN (n=84)</th>
<th>Arm 3: Referral cards only (n=97)</th>
<th>Arm 4: Control (counseling; n=94)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median (IQR)²</strong></td>
<td>27 (23-34)</td>
<td>27 (23-35)</td>
<td>26 (23-30)</td>
<td>30 (24-35)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school only</td>
<td>2 (2.1%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>2 (2.2%)</td>
</tr>
<tr>
<td>Complete secondary school</td>
<td>9 (9.5%)</td>
<td>9 (10.8%)</td>
<td>11 (11.3%)</td>
<td>11 (12.1%)</td>
</tr>
<tr>
<td>University or vocational training</td>
<td>64 (67.4%)</td>
<td>52 (61.9%)</td>
<td>61 (62.9%)</td>
<td>57 (60.1%)</td>
</tr>
<tr>
<td><strong>Sexual identity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>3 (3.2%)</td>
<td>0 (0%)</td>
<td>2 (2.1%)</td>
<td>3 (3.2%)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>13 (13.7%)</td>
<td>25 (29.8%)</td>
<td>22 (22.6%)</td>
<td>20 (21.3%)</td>
</tr>
<tr>
<td>Homosexual/gay</td>
<td>71 (74.7%)</td>
<td>55 (65.4%)</td>
<td>67 (69.1%)</td>
<td>67 (71.3%)</td>
</tr>
<tr>
<td>Trans</td>
<td>2 (2.1%)</td>
<td>1 (1.2%)</td>
<td>0 (0%)</td>
<td>2 (2.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0%)</td>
<td>1 (1.2%)</td>
<td>3 (3.1%)</td>
<td>2 (2.1%)</td>
</tr>
<tr>
<td>I don’t know</td>
<td>6 (6.3%)</td>
<td>2 (2.4%)</td>
<td>4 (4.1%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Sexual role, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Activo</em> (Insertive)</td>
<td>14 (14.7%)</td>
<td>13 (15.5%)</td>
<td>12 (12.4%)</td>
<td>12 (12.8%)</td>
</tr>
<tr>
<td><em>Pasivo</em> (Receptive)</td>
<td>28 (29.5%)</td>
<td>21 (25.0%)</td>
<td>35 (36.0%)</td>
<td>22 (23.4%)</td>
</tr>
<tr>
<td><em>Moderno</em> (Versatile)</td>
<td>47 (49.5%)</td>
<td>49 (58.3%)</td>
<td>43 (44.3%)</td>
<td>57 (60.6%)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4.2%)</td>
<td>1 (1.2%)</td>
<td>3 (3.1%)</td>
<td>2 (2.1%)</td>
</tr>
<tr>
<td>I don’t know</td>
<td>2 (6.3%)</td>
<td>0 (0%)</td>
<td>4 (4.1%)</td>
<td>1 (1.1%)</td>
</tr>
<tr>
<td><strong>Number of sexual partners (past 30 days), median (IQR)</strong></td>
<td>2 (1-3)</td>
<td>2 (1-3)</td>
<td>3 (1-5)</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Number of male partners</td>
<td>2 (1-3)</td>
<td>2 (1-4)</td>
<td>3 (1-5)</td>
<td>2 (1-4)</td>
</tr>
<tr>
<td>Number of female partners</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td><strong>Frequency of internet use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>69 (72.6%)</td>
<td>64 (76.2%)</td>
<td>68 (70.1%)</td>
<td>69 (73.4%)</td>
</tr>
<tr>
<td>Weekly</td>
<td>17 (17.9%)</td>
<td>17 (20.2%)</td>
<td>18 (18.6%)</td>
<td>17 (18.1%)</td>
</tr>
<tr>
<td>Monthly</td>
<td>4 (4.2%)</td>
<td>0 (0%)</td>
<td>4 (4.1%)</td>
<td>3 (3.2%)</td>
</tr>
<tr>
<td>Less than monthly</td>
<td>3 (3.2%)</td>
<td>1 (1.2%)</td>
<td>2 (2.1%)</td>
<td>2 (2.1%)</td>
</tr>
<tr>
<td>Never</td>
<td>2 (2.1%)</td>
<td>2 (2.4%)</td>
<td>5 (5.2%)</td>
<td>3 (3.2%)</td>
</tr>
<tr>
<td><strong>RPR b titer, median (IQR)</strong></td>
<td>16 (8-64)</td>
<td>16 (8-64)</td>
<td>32 (8-64)</td>
<td>32 (8-64)</td>
</tr>
<tr>
<td><strong>Symptomatic infection, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary syphilis</td>
<td>10 (10.5%)</td>
<td>14 (16.7%)</td>
<td>14 (14.4%)</td>
<td>7 (7.4%)</td>
</tr>
<tr>
<td>Secondary syphilis</td>
<td>3 (3.2%)</td>
<td>2 (2.4%)</td>
<td>8 (8.2%)</td>
<td>7 (7.4%)</td>
</tr>
<tr>
<td>Latent syphilis</td>
<td>82 (86.3%)</td>
<td>68 (80.9%)</td>
<td>75 (77.4%)</td>
<td>80 (85.2%)</td>
</tr>
</tbody>
</table>

¹IQR: interquartile range.
²RPR: rapid plasma reagin.
### Table 2. Partner notification outcomes among men who have sex with men with recently diagnosed syphilis; Lima, Peru; 2012-2014.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Percentage who notified any recent partners, n (%)</th>
<th>OR (95% CI)</th>
<th>Percentage who notified any recent partners (≥1 recent partner), n (%)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm 1: Web-based PN only (n=95)</td>
<td>62/95 (65.2)</td>
<td></td>
<td>62/86 (72.1)</td>
<td></td>
</tr>
<tr>
<td>Arm 2: Referral cards only (n=97)</td>
<td>53/97 (54.6)</td>
<td></td>
<td>53/79 (67.1)</td>
<td></td>
</tr>
<tr>
<td>Arm 3: Referral cards and Web-based PN (n=84)</td>
<td>64/84 (76.2)</td>
<td></td>
<td>64/73 (87.7)</td>
<td></td>
</tr>
<tr>
<td>Arm 4: Control (n=94)</td>
<td>49/94 (52.1)</td>
<td></td>
<td>49/79 (62.0)</td>
<td></td>
</tr>
<tr>
<td>Arms 1+3: All Web-based PN (N=179)</td>
<td>126/179 (70.4)</td>
<td>2.18 (1.30-3.66)</td>
<td>126/159 (79.2)</td>
<td>2.34 (1.29-4.24)</td>
</tr>
<tr>
<td>Arms 2+3: All referral cards (N=181)</td>
<td>117/181 (64.6)</td>
<td>1.68 (1.01-2.79)</td>
<td>117/152 (77.0)</td>
<td>2.05 (1.13-3.70)</td>
</tr>
</tbody>
</table>

*OR: odds ratio. Arm 4: Control is the reference category for all ORs.

bPN: partner notification.

After excluding individuals who denied having any sexual partners in the 30 days before enrollment, the strength of the correlation between the intervention arm and the PN outcomes increased further (referral cards OR 2.05, 95% CI 1.13-3.70; Web-based PN OR 2.34, 95% CI 1.29-4.24).

The proportion of participants’ 3 most recent partners who had been notified was significantly higher among those assigned to the referral cards (240/467, 51.4%; 95% CI 44.7%-58.1%; P<.001) and Web-based PN (241/421, 57.2%; 95% CI 50.5%-63.9%; P<.001) interventions than among those in the control arm (82/232, 35.3%; 95% CI 26.5%-44.1%; Figure 2). This observed difference in self-reported notification outcomes remained significant when limited to all male partners (P<.001) and stable male partners (P=.01). Although the frequency of notification for casual male partners was significantly higher in both intervention arms, these differences did not attain statistical significance (P=.16 and P=.54).

The availability of the intervention tools resulted in higher reported frequencies of attempted notification, confirmed notification, and partner STI testing for participants’ 3 most recent partners, although none of these comparisons was statistically significant (Figure 3). Furthermore, the frequency of participant-reported partner STI treatment was highest in the Web-based PN arm; however, the proportion of partners known to have received treatment was higher in the control arm than in the referral cards arm.

**Figure 2.** The proportion of all recent partners notified among men who have sex with men diagnosed with syphilis infection; Lima, Peru 2012-2014. PN: partner notification; *: Calculated using the Rank-Sum Test.
During the study period, the Peru section of the inSPOT website received 183 unique visits. These visitors sent a total of 47 different e-card messages to 119 recipients (allowing for the possibility of sending the same card to multiple recipients). No episodes of interpersonal violence or partner abuse were reported by study participants in any of the arms.

**Discussion**

In this study, both new Web-based and traditional printed-media notification tools resulted in significant increases in self-reported PN outcomes compared with simple counseling. Peruvian MSM with newly diagnosed syphilis who were randomly assigned to receive printed referral cards and/or access to a Web-based notification system were more likely to report that they had notified at least one recent sexual partner and to report a larger proportion of recent sex partners. While the greatest impact on notification outcomes was observed among stable partners, smaller increases in notification were also observed with casual partners, particularly among participants randomly assigned to receive access to the Web-based PN system. These findings provide important data to guide global STI control efforts and suggest the potential importance of simple, inexpensive methods to promote patient-directed PN by MSM in resource-limited settings.

To the best of our knowledge, this study is the first to provide RCT evidence of the effectiveness of patient-controlled, Web-based notification systems among MSM. The odds of notifying a recent sexual partner of a potential syphilis exposure were significantly higher among men who received access to the PN website. These results are consistent with findings from our formative research and imply an absolute increase of 30% in the proportion of stable male partners notified and 15% among casual male partners [30]. A synthesis of this data with our formative research findings reveals that a positive effect of Web-based systems on notification outcomes could be attributed to multiple factors, including the availability of an anonymous mechanism to notify partners of a potentially stigmatizing diagnosis, the ability to contact partners for whom only an email address is known, and the opportunity to replicate existing methods of communication among young people already accustomed to communicating through Web-based networks [39,43].

Although extensive research has been conducted on the effect of printed referral cards for PN, this study is one of the first to evaluate their use within MSM partnerships in Latin America.
As with Web-based systems, participants randomly assigned to receive printed partner referral cards exhibited a higher likelihood of notifying at least one partner and a considerably larger proportion of all their recent partners. The observed effect of referral card distribution was highest among stable male partners, with only a minimal effect on the number of casual male partners notified. These findings suggest that notification tools, such as partner referral cards, could be the most valuable in the context of established partnerships, where face-to-face communication is more likely, as opposed to casual sexual contacts where direct, in-person communication is often rare or nonexistent. Taken together, our data support the routine use of these simple, inexpensive tools as resources to enhance patient-driven notification in LMIC settings or other contexts where provider-guided notification programs are unavailable.

In contrast to the substantial impact of both intervention tools on the frequency of notification and the proportion of partners notified, data on more distal outcomes in the notification cascade, such as partner testing and STI treatment, were inconclusive. The assessment of outcomes limited to participants’ most recent sexual partners revealed a nonsignificant increase in the participant-reported notification and confirmation of notification, but minor, or even negative, differences in the frequency of partner STI testing and treatment (as reported by participants). As this study was designed to promote and assess only the initial step of notification, the small number of partners included in this section of the analysis and the use of generalized estimating equation modeling to control for multiple observations per participant is likely to have limited our power to detect statistically significant differences. In addition, the dissipation of the intervention effect observed as we progressed through the partner management cascade might reflect the participants’ inability to follow up on their notification messages, particularly the ones sent to casual partners through an anonymous, Web-based system. The lack of an observed effect on downstream outcomes indicates the need for additional interventions to support partner management outcomes throughout the partner management cascade, beginning with notification and culminating with a linkage to and retention in HIV or STI care [42]. While the preliminary research on potential responses to hypothetical anonymous notification messages among MSM in Peru indicated that the recipients would be motivated to seek medical attention after receiving an anonymous message, data from the United States have suggested otherwise, and this study too did not collect any partner-confirmed information on postnotification behavior [33,43]. Additional research is needed to evaluate these hypotheses and support both index cases and their partners throughout the HIV or STI prevention and treatment process.

There are several limitations to be considered when interpreting our findings. First, the fact that our data are based on participants’ self-report, without independent confirmation by sexual partners, increases the possibility that observed improvements in notification might have been due to social desirability bias in reporting. However, this bias would have likely affected all arms of the study, resulting in a type II error in favor of the null hypothesis and thereby underestimated the true impact of these notification tools. In order to minimize the possibility of desirability bias, we enrolled participants using standardized scripts informing them only that they were invited to a study of, “If and how men with an STI inform their recent sexual partners of their diagnosis,” without specifying the different intervention tools being evaluated. In addition, all participants, regardless of the intervention arm, were read the same standardized counseling script advising on the importance of notification and the availability of local testing and treatment resources. Due to the lack of independent partner confirmation, data on the more distal outcomes in the prevention cascade (eg, partner testing and antibiotic treatment) are less reliable and require further investigation with directly confirmed outcomes to be validated. As we did not survey partners on notification outcomes, we were unable assess the cross-contamination between study arms and determine whether individual partners received notification from multiple sources. Similarly, given the relatively small sample size of this study, secondary evaluations of participant- and partner-level factors that might have modified the effect of PN technologies, including the presence or absence of biological symptoms, new diagnosis of HIV coinfection, and differences in the gender and sexual identities of participants and their partners, are beyond the scope of the data presented. Finally, as few TW were enrolled in this study and few cisgender female partners were reported, we did not have sufficient data to draw any conclusions regarding notification by or to MSM and these other groups. Despite these limitations, this study provides important preliminary data to support research into new methods for PN following STI diagnosis in resource-limited settings.

This study provides critical clinical trial evidence to support the effectiveness of both new and traditional notification technologies to support patient-directed PN among MSM with syphilis in Latin America. Regarding the global resurgence in the syphilis incidence within MSM sexual networks, accompanied by endemic levels of transmission among MSM in Latin America, these tools offer simple, inexpensive resources that can dramatically affect the frequency of PN following syphilis diagnosis. While provider-initiated notification by dedicated health professionals is highly effective in promoting PN, testing, and treatment, several resource-limited health systems lack the workforce to implement provider-based notification systems. As a result, strategies to support patient-initiated notification are critical to controlling the disseminated syphilis epidemics that exist among MSM and their male, female, and transgender partners in Latin America. Additional research is needed to explore partner responses to patient-initiated notification messages and develop effective interventions to support testing and treatment outcomes throughout the partner management cascade. Both Web-based notification systems and printed partner referral cards offer simple, effective tools to support the first step in PN, testing, and linkage to care cascade and can fill a unique and essential niche for global HIV and STI prevention efforts.
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Abstract

Background: Internet-based cognitive behavioral therapy (iCBT) for child and adolescent anxiety has demonstrated efficacy in randomized controlled trials, but it has not yet been examined when disseminated as a public health intervention. If effective, iCBT programs could be a promising first-step, low-intensity intervention that can be easily accessed by young people.

Objective: The objective of our study was to examine the feasibility and acceptability of a publicly available online, self-help iCBT program (BRAVE Self-Help) through exploration of program adherence, satisfaction, and changes in anxiety.

Methods: This study was an open trial involving the analysis of data collected from 4425 children and adolescents aged 7-17 years who presented with elevated anxiety at registration (baseline) for the iCBT program that was delivered through an open-access portal with no professional support. We assessed the program satisfaction via a satisfaction scale and measured adherence via the number of completed sessions. In addition, anxiety severity was assessed via scores on the Children’s Anxiety Scale, 8-item (CAS-8) at four time points: baseline, Session 4, Session 7, and Session 10.

Results: Participants reported moderate satisfaction with the program and 30% completed three or more sessions. Statistically significant reductions in anxiety were evident across all time points for both children and adolescents. For users who completed six or more sessions, there was an average 4-point improvement in CAS-8 scores (Cohen $d=0.87$, children; Cohen $d=0.81$, adolescents), indicating a moderate to large effect size. Among participants who completed nine sessions, 57.7% (94/163) achieved recovery into nonelevated levels of anxiety and 54.6% (89/163) achieved statistically reliable reductions in anxiety.

Conclusions: Participant feedback was positive, and the program was acceptable to most young people. Furthermore, significant and meaningful reductions in anxiety symptoms were achieved by many children and adolescents participating in this completely open-access and self-directed iCBT program. Our results suggest that online self-help CBT may offer a feasible and acceptable first step for service delivery to children and adolescents with anxiety.

(J Med Internet Res 2018;20(7):e234) doi:10.2196/jmir.9211
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**Introduction**

Half of all lifetime mental health disorders begin before the age of 14 years [1], highlighting the importance of early intervention as a strategy for promoting lifelong mental health. Anxiety is one of the most common childhood mental health conditions, with almost 7% of Australian children and adolescents aged 4-17 years meeting the criteria for an anxiety disorder [2,3]. Although anxiety disorders in youth lead to significant impairment [4], they can be treated effectively using cognitive behavioral therapy (CBT) [5]. Unfortunately, only 56% of young people with mental disorders report having used services in the previous 12 months, with only 2.2% accessing specialist child and adolescent mental health care [2]. The pervasiveness of anxiety and the noted barriers to treatment [6,7] highlight the importance and potential value of evidence-based, population-level early interventions.

The current Australian federal government recommendations encourage primary prevention and early intervention across the life span through easy-to-access first-line responses, particularly for children [8]. They further propose the use of digital and low-intensity mental health services to ensure that all Australians have access to care, before crisis, irrespective of their geographical location [8].

BRAVE Self-Help is an online, open-access, self-help intervention for child and adolescent anxiety that addresses the needs of anxious Australian youth using a digital, low-intensity, and population-level model. The BRAVE Self-Help initiative was initially supported by beyondblue and commenced in 2014, offering an evidence-based, open-access, online program free of charge to Australian young people and their parents. The self-help program was adapted from BRAVE-ONLINE, a 10-session, internet-based CBT (iCBT) program implemented with brief therapist support. The evidence base for the therapist-assisted program is strong [9-12], and the program is recognized internationally as the only “probably efficacious” iCBT intervention for childhood anxiety [13]. Furthermore, the program assists young people to develop strategies for identifying and managing anxiety-provoking situations using youth-friendly, engaging, and interactive Web-based sessions. The objective of the current initiative was to examine its feasibility and acceptability when disseminated nationally and offered as an open-access, self-help, early intervention program for young Australians without therapist support.

There has been relatively little research examining the implementation of iCBT programs for child and adolescent anxiety in real-world clinical and community contexts (eg, outside university-based research trials); furthermore, there are no formalized guidelines for a large-scale dissemination [14]. One small feasibility study has very recently been reported by Jolstedt et al [15], where an evidence-based iCBT program for anxiety was implemented in a small sample (N=20) of anxious children in an outpatient clinic in Sweden. The program was delivered with therapist support (20 min/week) and included both child and parent involvement. Overall, the program was acceptable (moderate to high satisfaction) to young people, parents, and clinicians, with participants completing, on average, 6 out of 12 modules and half of the sample reaching at least module 4 (exposure). Furthermore, young people showed significant reductions in anxiety symptoms from pre- to posttreatment (Cohen d=1.22). Thus, the study by Jolstedt et al provided some preliminary support for the dissemination of iCBT interventions in real-world settings, although it was limited to a specific outpatient setting rather than national and open dissemination and participants were required to meet strict inclusion criteria. Thus, further research is required to understand the feasibility of disseminating iCBT programs to large groups of children and adolescents.

Despite substantial challenges involved in determining the outcomes of an open-access, real-world service, we examined the impact of the BRAVE Self-Help intervention through a feasibility and acceptability approach. As the program was developed and intended for youth with anxiety, we were specifically interested in those children and adolescents who reported elevated levels of anxiety at enrollment into the self-help program. Our primary aim was to determine the feasibility and acceptability of BRAVE Self-Help when disseminated nationally through open access. Specifically, we evaluated the level of adherence to and satisfaction with the program as well as the extent to which anxiety symptoms changed over the course of the program for those with elevated symptoms. We hypothesized that children and adolescents who adhered to the program would show significant reductions in their self-reported anxiety from baseline to Sessions 4, 7, and 10. We also expected high satisfaction among participants of the program.

**Methods**

**Participants and Procedure**

Participants were 4425 anxious young people aged 7-17 years (1473 children aged 7-12 years; 2952 adolescents aged 13-17 years) with mean (SD) age 12.95 (2.97) years; there were 66.39% (2938/4425) females and 31.77% (1406/4425) males, and 1.84% (81/4425) participants identified as another gender category. In terms of residence, 57.45% (2542/4425) participants resided in major cities, with 23.35% (1033/4425) from Inner Regional Australia, 11.21% (496/4425) from Outer Regional Australia, and 2.55% (113/4425) living in remote or very remote Australia (241/4425 [5.44%] provided data that could not be accurately coded).

All participants registered for the program through a website accessible only to Australian families. Then, participants were directed to the program in several ways through (1) self-referral and internet searching, (2) referral from health or education professionals, (3) links hosted on several Australian mental health information sites (eg, Reach Out and Beacon), and (4) direct links from the beyondblue and youthbeyondblue websites. Through the beyondblue website, the BRAVE Program was listed as a direct referral for young people who completed an anxiety quiz and scored high on anxiety. In order to promote awareness of the program, introduction letters, flyers, and postcards were sent to schools and health and mental health organizations as well as private practitioners nationwide. The program was also presented at relevant conferences held for
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school counselors, psychologists, and teachers. Throughout the 2-year recruitment period, 28.67% (1269/4425) of participants were referred by school-based professionals, 13.36% (591/4425) by external health professionals, 10.85% (480/4425) by a parent or family member, 8.48% (375/4425) through beyondblue, and 9.94% (440/4425) through internet searching, with the remaining (28.70%, 1270/4425) participants finding the program through other means (eg, word-of-mouth, radio, magazine, and advertisements). With respect to the participants referred from health professionals, 13.96% (80/573) were referred by their general practitioner, 55.67% (319/573) by a psychologist, and 9.60% (55/573) by a social worker, with the remaining participants referred by other health professionals.

To be included in this study, participants were required to have enrolled in the BRAVE Self-Help program between July 1, 2014, and June 30, 2016. We monitored the program progress for participants through to November 17, 2016. All participants (including those registered at the end of the recruitment period) were monitored over a 20-week period, which was sufficient to complete the ten sessions. Participants who were enrolled outside of the 2-year recruitment period were excluded from this study. As this online program is open-access, young people do not need a referral to register and begin the sessions. Besides, there are no set inclusion criteria for enrollment in and access to the program, and thus, users are able to access the program for prevention, early intervention, or treatment purposes. When registering, users are not required to demonstrate symptomatic levels of anxiety, and the program is completely open access and self-sought. In this study, however, participants were included only if they demonstrated elevated anxiety at the baseline above a predetermined criterion (≥84th percentile or T-score ≥60 on the Children’s Anxiety Scale [CAS-8]; see below). The progression of participants from registration through the study, with reasons for exclusion is presented in Figure 1.

There are two versions of the program, one for children aged 7-12 years and another for teenagers aged 13-17 years; participants selected which version they wish to complete. Informed consent (and parental consent in the case of children aged <16 years) was required prior to beginning the program, and it was obtained during the Web-based registration process. Participation was voluntary, and young people were made aware that they could cease using the program at any time, without consequence. The study protocol approval was obtained from the ethics committees of the University of Queensland (UQ), University of Southern Queensland, and Griffith University. Furthermore, data were stored on secure servers hosted by UQ. Participants were not provided with any reimbursements for participation.

Clinical Intervention

The BRAVE-ONLINE program for youth anxiety when delivered with minimal therapist assistance has been described elsewhere [10-12,16]. For this study, the program content (modules) remained the same as for the therapist-assisted program (including 10 interactive Web-based CBT sessions), although minor adaptations were made to the presentation of material to facilitate the learning and implementation of the complex CBT strategies in the absence of a therapist. Volunteer young people from the target age groups were included in the development process, providing feedback on the look, feel, and functionality of the key added components (eg, relaxation room and exposure hierarchy tool) through two iterations. In addition, an expert advisory panel comprising the research team, two expert advisors, stakeholder representatives, and two youth advisors provided feedback throughout the development and delivery process.

In addition to the removal of any therapist contact, the following changes were made to the existing intervention. First, we created a new infrastructure to surround the existing program and provide clearer navigation to resources for users. This included additional home pages, new graphics, demonstration videos, frequently asked questions, and dedicated sections for resources and key program components (eg, relaxation room and exposure section). Second, we integrated relaxation activities into the program via the dedicated relaxation room, where users could listen to relaxation recordings (or transcripts) to add to their music libraries. Third, the exposure hierarchy (BRAVE ladder) was integrated into the new home page infrastructure in a dedicated section and additional tools were created to ensure that young participants were able to build their exposure hierarchy effectively without a therapist. This included easy creation of steps and rewards, the ability to move steps around, and the capacity to check-off steps when complete. Fourth, in addition to the already included automatic email reminders and session completion messages, the self-help program also included automatic alert messages that were sent to the users if they reported anxiety scores in the clinical range. Finally, we integrated a self-registration system into the program that required young people to register for the program and provide a contact email address and name or pseudonym. Registration also included the provision of consent and an explanation of the monitoring and reporting features included in the program. All users were able to first trial the program in a 20-minute guest access before registering. Young people were able to register for and complete the program on their own, via a personal computer or mobile device. Program sessions were conducted in a prescribed sequence, although participants could progress at their own pace. Furthermore, automatic email reminders were sent if participants had not completed the next session within 1 week.

Measures

In this study, we aimed to disseminate the intervention as widely as possible on a national scale; thus, we implemented assessment procedures conducive to this goal. The advisory committee identified administering an exhaustive assessment battery as a potential deterrent for young people registering and completing the program in this self-directed manner. Thus, to minimize participant burden and the potential barriers to participation, we administered a limited assessment battery, including one brief measure of anxiety, along with basic demographic characteristics and a brief satisfaction scale.
**Demographics**

Demographic data (e.g., age, gender, and postcode) were collected when participants created their account to access the program. Postcodes were categorized according to the Australian Standard Geographic Classification system [17] and coded into Major City, Inner Regional, Outer Regional, Remote, and Very Remote. For the purpose of categorical analysis, these categories were coded into Major Cities and Outside Major Cities.

**Anxiety**

We measured anxiety symptom severity using CAS-8 [18], an 8-item scale adapted from the Spence Children’s Anxiety Scale [19], assessing child anxiety symptoms on a 4-point scale (0=Never, 3=Always). The CAS-8 has demonstrated good reliability and provides population-level, gender-standardized norms for comparison [18]. Scores of ≥84th percentile (i.e., above a T-score of 60: CAS-8 score ≥10 for males and ≥12 for females) are considered indicative of elevated anxiety, while scores of ≥94th percentile (i.e., above a T-score of 65: CAS-8 score ≥13 for males and ≥16 for females) are considered representative of clinical levels of anxiety. In this study, participants completed the CAS-8 prior to beginning the program (baseline) and at the beginning of Sessions 4, 7, and 10 (i.e., after completion of Sessions 3, 6, and 9). In addition, the CAS-8 was integrated into the program such that it was conducted before the participant could progress with the session. The internal consistency of the CAS-8 for data collected throughout this program was 0.85.
Adherence and Satisfaction

Session completion (adherence) was operationalized as the number of program sessions completed and was automatically recorded by the program. We measured both satisfaction and acceptability via a 5-item scale based on a satisfaction questionnaire administered in previous trials of the BRAVE Program [10,11]. Satisfaction data were measured at the same time points as the CAS-8 and were examined based on the responses to the final (last) satisfaction assessment completed by each participant. In addition, participants were required to respond to items assessing whether they would tell a friend about the program (Item 1), how helpful the program was (Item 2), how happy they were with the program (Item 3), how much the program helped to reduce their anxiety (Item 4), and overall judgment of the program (Item 5). Responses to the 5 items were provided on a 5-point Likert scale, with responses for item 1 scored as 1=Definitely Not, 2=Maybe, and 5=Definitely Yes; responses for items 2, 3, and 4 scored as 1=Not at all, 2=Quite a bit, and 5=Very Much; and responses for item 5 scored as 1=Very Bad, 3=Okay, and 5=Very Good. We calculated the mean item and mean total satisfaction scores. An additional final item was included as a free-text, qualitative item asking the participant to comment on anything else about the program. A sample of responses to this question is provided in the Results.

Safety Alerts

Given the self-help nature of this intervention, the program was designed to incorporate checks on anxiety, alerts regarding participants who were experiencing high levels of anxiety, and the provision of appropriate referral information. In this study, any child or adolescent scoring in the clinical ranges of anxiety at any assessment point was sent an automatic message that alerted the person to his or her high score and encouraged him or her to seek further support from additional sources, including family, friends, and professional services. The message also included contact details for crisis lines and services. We calculated the proportion of children and adolescents receiving email alerts at the four different assessment points.

Statistical Analysis

We used IBM Statistics 24 and MPlus 8 for statistical analyses. Descriptive data for satisfaction item and total means were evaluated and presented for the total sample as well as child and adolescent subsamples. Examples of feedback are provided as well. Furthermore, descriptive data for program adherence (number of sessions completed) were evaluated and reported for the total sample as well as according to child and adolescent samples. In terms of safety alerts, the proportion of participants receiving email alerts at each time point was calculated. Baseline differences in anxiety severity, age, gender, and geographic location between the participants who completed less than three sessions and those who completed three or more sessions were examined using t tests and chi-square tests. Furthermore, the relationship between program compliance and CAS-8 scores at the final program attendance was expressed as a Pearson product-moment correlation coefficient (r). Change in anxiety was analyzed in three ways following recommendations for determining therapeutic changes in child and adolescent populations [20]. Given the lack of a control comparison condition, providing multiple inferences of the data through different means allowed checks for common patterns in results and increased confidence in the results observed.

First, we examined the mean change in raw anxiety scores across the program. Following the procedure of Rickwood et al [21] in their implementation evaluation of the headspace service, analyses were first conducted with treatment “completers,” ie, those who provided data at the relevant time points. Therefore, to determine changes in anxiety scores from baseline to Session 4, baseline to Session 7, and baseline to Session 10, separate repeated-measures analyses of variance (ANOVA) were conducted with individuals who had completed the sessions and the assessment measures up to that point. Given that users could not be followed up after they left the program, the last data point provided within the program represents a participant’s final data point. Analyses were also conducted based on the participants’ baseline and final assessment points (last assessment completed) to provide an overview of outcomes from the open-access program irrespective of the amount of treatment completed. For the majority of the sample, the final score was representative of approximately three sessions completed. Furthermore, a post-hoc power analysis revealed that the “completer” sample size for children (n=532) and adolescent (n=563) groups provided the power of 1.00 in detecting the within-subjects effect over four time points.

Given the large amount of missing data from participants who failed to provide data at all four assessment points, we also analyzed the full sample through latent growth curve modeling (LGCM) to confirm the findings of the completer analysis. LGCM is accepted as a suitable framework for use in the evaluation of efficacy in psychological interventions [22] and allows determination of whether the temporal trajectory from the baseline to Session 10 is significant, using data from all participants rather than just the treatment completers [22]. Time was specified as linear over the active treatment phase (baseline, Session 4, Session 7, and Session 10) in the growth models, and residual variances were held equal across time. Furthermore, models were fitted with a full-information maximum likelihood estimator using the Mplus 8 program [23]. We examined anxiety symptom trajectories separately for child and adolescent samples, in line with the repeated-measures ANOVA. For both the ANOVA and growth curve models, results were converted to standardized effect sizes (Cohen d).

The second method for analyzing changes in anxiety included utilization of the Reliable Change Index (RCI) [24]. RCI is a psychometric criterion that evaluates whether an individual participant changes sufficiently on a target measure (eg, CAS-8) over time (eg, from baseline to Session 4) and whether this change can be considered statistically significantly greater than the difference that might have been expected due to measurement error or unreliability [24]. In addition, RCI assesses whether the difference between two scores is more than a set level, determined by the product of the instrument’s SD and reliability [24]. Changes in scores can subsequently be categorized as “reliable improvement,” “no improvement,” or “reliable deterioration.” Given the lack of a control comparison condition in this study, RCI affords an opportunity to provide more rigorous analysis of the data and to illustrate statistically
reliable change at the individual level for those participants who provided data at more than one time point. In this study, we calculated reliable change scores for each participant using the CAS-8 and presented the proportion of participants demonstrating reliable improvement, no improvement, or deterioration for each of the time contrasts (baseline to Session 4, baseline to Session 7, and baseline to Session 10) outlined above. Furthermore, RCI was estimated to be equivalent to a 4-point change for males and a 5-point change for females using reliability coefficients and gender-standardized norms for the CAS-8 based on Australian school-aged youth [18].

The third method of assessing change in anxiety was through examination of the proportion of individual youth cases crossing the clinical threshold [20] into recovery at a group level. The clinical threshold was deemed as a CAS-8 score ≥94th percentile (ie, T-score of ≥65) based on a large-scale community sample [18]. Of all participants, 51.32% (2271/4425; 632/1473 [42.91%] children and 1639/2952 [55.52%] adolescents) were categorized as being above the clinical threshold on the CAS-8 at enrollment. The remaining 48.68% (2154/4425) of the sample met criteria for “elevated” but not “clinical” levels of anxiety. We, therefore, also examined the proportion of youth crossing from the “elevated” threshold (84th percentile, T=60) to the “nonelevated” range. All analyses are presented separately for child and adolescent program users.

Results

Program Satisfaction

Using the last provided satisfaction scores for each participant, the mean total satisfaction rating was 17.72 (SD 5.16) out of a maximum 25. The mean satisfaction ratings for the individual items are provided in Figure 2 for all participants and across children and adolescents.

In terms of the open feedback item, Figure 3 presents a list of comments provided by a snapshot of participants.

Program Adherence

As indicated in Figure 1, only 24.75% (1095/4425) of the participants who demonstrated elevated anxiety at registration provided data at the second assessment point at Session 4 (and, thus, had completed at least three sessions). Participants who completed three or more sessions were younger (mean 11.90 years, SD 2.88) than those completing less than three sessions (mean 13.40 years, SD 2.89; F1,4423=252.68; P<.001). Furthermore, the former showed lower baseline anxiety severity (mean 14.86, SD 3.26), than the latter (mean 15.42, SD 3.40; F1,4423=26.02; P<.001). In addition, the former were more likely to be females (827/1341, 61.67%) than males (495/1341, 36.91%; χ21,4344=22.4; P<.001) and other gender (19/1341, 1.41%) and were more likely to reside in major cities (741/1282, 57.80%) than in nonmetropolitan areas (541/1282, 42.20%; χ21,4184=6.8; P=.009).

Of note, a large proportion of registered participants (958/4425, 21.65%) did not go on to complete the first session. A further 48.05% (2126/4425) of registered participants completed only one or two sessions of the program. However, 30.31% (1341/4425) participants went on to complete three or more sessions, with 1095 of these providing assessment data for at least two time points. The average number of sessions completed for all registered participants (including those who did not start the program) was 2.21 (SD 2.44). Figure 4 provides a visual summary of how many sessions were completed by all registered participants (including those who did not start the program).

Figure 2. The mean satisfaction ratings for individual satisfaction items.
Feedback comments from participants.

*“I love how the program checks your understanding of concepts by giving you fun quizzes and extra challenges. I appreciate how I receive emails to remind me to practice the skills I have learnt.”*  
*“When I first started I didn’t see the point and I didn’t get why they wanted me to do it but now I understand and get why it helps a lot and I’m grateful that anyone even cares.”*

*“It isn’t boring and it’s quite fun but learning fun”*  
*“I know how to calm myself down now”*

*“I like the way they teach us step by step how to do muscle relaxation”*  
*“It needs to be personalized”*

*“This program is awesome and is helping me in class and in trampolining”*  
*“It’s good for people who never tell anybody things”*

*“It’s a fun and helpful program”*  
*“Too much writing, not enough pictures”*

*“I always tell my mum or dad my problems, but writing them down has helped”*  
*“Sometimes it feels like school work with the regular updates to continue through with the program”*

*“So far this program is really good, I’m personally gaining a lot from it. However I feel like some components are a little childish, but that’s okay.”*  
*“The program may work for some and not for others. I have found it helping me a little bit but then again I am only up to part 4. So I hope it will help me feel less anxious around people at school!”*

*“Is there an app I can use instead of the internet?”*  
*“When I go on this program I get braver and braver every time”*

*“That it has given me the confidence I need to do things I find hard”*  
*“Lessons are too long”*

---

For those participants who provided at least two data points (and, therefore, had completed at least three sessions), the average number of sessions completed was 5.69 (SD 2.35) out of 10. On average, child users completed 5.77 sessions (SD 2.45), while adolescent users completed 5.62 sessions (SD 2.25). A significant negative correlation was evident between the number of sessions completed and final CAS-8 scores ($r = -.17$, $P = .003$), such that higher session completion correlated with the lower final anxiety severity.

**Mean Changes in Anxiety**

Changes in the CAS-8 score over time are provided for the child program participants in Figure 5 and adolescent program participants in Figure 6 (completer sample). These graphs plot the mean CAS-8 scores at the four time points for which anxiety was assessed and relate to those individuals who were retained in the program up to and including the session in which the assessment was completed. Thus, the number of participants present at each assessment point decreased as the number of completed sessions increased, as described above.
Figure 4. A visual summary of how many of the registered participants (N=4425) completed how many sessions of BRAVE Self-Help during the 20-week period (including participants who only provided one assessment point).

Figure 5. Changes in the mean anxiety scores according to the number of sessions completed for child program users. CAS-8: Children’s Anxiety Scale, 8-item.
The mean CAS-8 scores over time and the results of ANOVAs and effect sizes are presented in Multimedia Appendix 1. We observed significant reductions in anxiety from the baseline to Session 4, baseline to Session 7, and baseline to Session 10 for both children and adolescents. For users who completed six or more sessions, we noted an average 4-point improvement in CAS-8 scores (Cohen $d=0.88$, children; Cohen $d=0.81$, adolescents), indicating a moderate to large effect size. The mean change was slightly less from the baseline to Session 4, although still significant, and was greater for those who completed the program up to the final Session 10 (see Multimedia Appendix 1). Figure 7 shows the change in CAS-8 scores for all participants from the baseline to their final data point before ending their engagement with the program. Results show that irrespective of the number of sessions completed, young people showed a statistically significant average decrease of around 3 points on the CAS-8 for both the child (Cohen $d=0.66$) and adolescent (Cohen $d=0.65$) programs.

The results for LGCMs confirm the findings of the completer sample and demonstrate that anxiety decreased significantly over time. Estimated means, SDs, and effect sizes for the CAS-8 in the child and adolescent samples are provided in Table 1. Linear growth curve models were estimated to evaluate the effect of time from the baseline to Session 10 on this anxiety outcome measure. For children, a statistically significant decrease was noted in anxiety from the baseline to Session 10 ($B=-1.95; \text{beta}=-1.13; \text{standard error [SE]}=0.13; P<0.001$). In the adolescent sample, likewise, a statistically significant decrease was noted in anxiety from the baseline to Session 10 ($B=-1.89; \text{beta}=-1.00; \text{SE}=0.13; P<0.001$).

**Reliable Change**

The proportion of child and adolescent users demonstrating statistically reliable (gender-adjusted) improvement, deterioration, or no change according to sessions completed is presented in Multimedia Appendix 2. The percentage of youth showing statistically reliable improvement increased as the number of sessions completed increased, with no significant differences between the proportions of children and adolescents showing change. Across the entire sample, for those who completed nine sessions (assessment completed at the beginning of Session 10), 54.6% (89/163) demonstrated statistically reliable improvement on the CAS-8, 40.5% (66/163) showed no statistically reliable change, and 4.9% (8/163) showed deterioration. For the entire sample, irrespective of the number of sessions completed, by their final recorded assessment, 35.62% (390/1095) showed reliable improvement in anxiety, 59.91% (666/1095) showed no statistically reliable change, and only 4.47% (49/1095) showed deterioration. Importantly, for child participants, only a very small proportion showed deterioration. Specifically, 4.32% (23/532), 3.63% (7/193), and 7.70% (7/91) of children showed deterioration after three, six, and nine sessions, respectively. This figure was even lower for adolescents, with only 3.20% (18/563), 4.88% (10/205), and 1.39% (1/72) showing deterioration after three, six, and nine sessions, respectively.
Figure 7. Changes in the mean anxiety scores from a user’s baseline to final CAS-8 score. CAS-8: Children’s Anxiety Scale, 8-item.

Table 1. Estimated Children Anxiety Scale, 8-item, means, SDs, and effect sizes from growth curve analyses.

<table>
<thead>
<tr>
<th>Group</th>
<th>Baseline, mean (SD)</th>
<th>Session 4</th>
<th>Session 7</th>
<th>Session 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Children</td>
<td>14.09 (3.06)</td>
<td>11.55 (4.59)</td>
<td>10.24 (4.96)</td>
<td>9.57 (5.17)</td>
</tr>
<tr>
<td>Adolescents</td>
<td>15.83 (3.36)</td>
<td>13.51 (4.70)</td>
<td>12.42 (5.47)</td>
<td>11.53 (5.77)</td>
</tr>
</tbody>
</table>

aEffect size from the baseline to Session 4.  
bEffect size from the baseline to Session 7.  
cEffect size from the baseline to Session 10.

Proportion Crossing the Elevated and Clinical Thresholds

The proportion of child and adolescent users crossing the “elevated” and “clinical” thresholds at the different time points (and according to sessions completed) is provided in Multimedia Appendix 3. The change from elevated or clinical anxiety status into nonelevated anxiety status is an indicator of recovery. Similarly, the change from being above the clinical threshold to elevated (but not clinical) is an indicator of response (clinically meaningful improvement). The proportion of youth demonstrating recovery or response on these indicators increased as the number of sessions completed increased. For those who completed six sessions (Session 7 assessment), 53.0% (211/398) crossed from the “elevated” to “nonelevated” range (ie, demonstrated recovery); this increased slightly to 57.7% (94/163) for those who completed nine sessions. Across all users, 53.88% (590/1095) showed a reduction from the “elevated” anxiety range into the “nonelevated” range from the baseline to their final CAS-8 score before ending their engagement with the program, although a significantly greater proportion of children (325/532, 61.1%) than of adolescents (265/563, 47.1%) showed this change ($\chi^2_{L,1095}=21.64; P<.001$). For those who initially demonstrated “clinical” levels of anxiety, 59.1% (309/523) demonstrated an improvement into the “nonclinical” range by their final recorded score. We observed no differences in the proportion of children (134/217, 61.8%) and adolescents (175/306, 57.2%) achieving this level of improvement ($\chi^2=1.09; P=.30$). As is evident in Multimedia Appendix 3, of those who were initially in the “clinical range” of anxiety and who completed at least nine sessions of the program, 52 of 74 youth (26/37 children; 26/37 adolescents) no longer experienced clinical levels of anxiety. As demonstrated in Multimedia Appendix 4, of those participants demonstrating clinical anxiety at the baseline, 34 of 74 (17/37 children; 17/37 adolescents) reduced to the normal range of anxiety (recovered) and 18 of 74 (9/37 children; 9/37 adolescents) reduced to the elevated range (responded).
Safety Alerts

The proportion of young people receiving email alerts for the presence of clinical-level anxiety was higher among adolescents than among children across all four time points and showed reduction over time for both groups. At the baseline (registration), 59.96% (1770/2952) of adolescents and 38.15% (562/1473) of children received email alerts, with this difference being statistically significant ($\chi^2_{1,4435}=187.5; P<.001$). For adolescents, this number dropped to 39.8% (224/563) for those completing three sessions, 31.2% (64/205) for six sessions, and 29% (21/72) for nine sessions. For children, only 21.1% (112/532) received email alerts after completing three sessions, 14.5% (28/193) after six sessions, and 16% (15/91) after nine sessions.

Discussion

Study Objectives

This study reports on the feasibility and acceptability of a free, self-help iCBT intervention, offered nationally in Australia, and highlights the potential benefits, yet significant challenges evident, with this type of service delivery. The BRAVE Self-Help initiative was designed to provide an evidence-based intervention to anxious Australian children and adolescents while minimizing user burden and barriers to receipt of treatment (eg, cost, accessibility, stigma, and privacy). This study examined the feasibility and acceptability of this approach by evaluating satisfaction with, and adherence to, the program as well as changes in anxiety symptoms. Although there was no control comparison condition or trial methodology, the methodological approach to analysis was comprehensive, with data being collected on multiple occasions and the effects assessed using multiple methods of evaluating changes in anxiety. Furthermore, both satisfaction and adherence data provided further information about the acceptability of the open-access intervention.

Intervention Acceptability

The BRAVE Self-Help program is extremely comprehensive as all specialist techniques are incorporated into the content and prominent examples and opportunities for skill rehearsal are integrated within and between sessions. In addition, the content is interactive, engaging, and age appropriate, and our previous research has demonstrated high consumer acceptability and satisfaction [10,11]. Thus, it was not surprising to find moderate to high satisfaction ratings reported by children and adolescents participating in the BRAVE Self-Help program. Slightly lower satisfaction ratings were reported by adolescents for all items, although the ratings remained moderate overall. As a group, participants were happy with the program, rated the overall program highly, and would refer the program to a friend if he or she experienced anxiety. Interestingly, satisfaction reported by users of this self-help version of the program was highly similar and in some cases, higher than that reported by youth participating in the therapist-assisted version of the program in our previous randomized controlled trials (RCTs; child program, mean satisfaction rating 3.6/5) [10] (adolescent program, mean satisfaction rating 3.53/5) [11]. Thus, satisfaction was not diminished when delivered as a self-help, open-access program with widespread dissemination.

Qualitative feedback indicated that many users were able to obtain benefits from the program, and potential improvements were noted by others. In particular, the intervention might benefit from accompanying app-based features, either for the entire program or for specific intervention components such as exposure. Furthermore, when delivered in this self-directed format, sessions might need further refinement to decrease the length, increase the use of videos and acceptable graphics, and reduce monitoring and reminder systems (unless requested, or demonstrated as being important in stimulating engagement). Interestingly, the need for sessions to be personalized was raised, despite the intervention being run as a self-help program without any professional contact. Thus, there are opportunities to implement innovative technology-based methods for achieving treatment personalization (eg, utilizing algorithms to present personalized treatment content or messages based on previous session responses) in such open-access, self-help online interventions.

Despite positive feedback and satisfaction with the program, there was a noticeable variation in the degree of program adherence across users. The fact that around 21% (958/4425) of participants did not go on to complete any of the sessions and a further 48% (2126/4425) completed only two sessions or less indicates that the program was either not acceptable or potentially not useful to a substantial proportion of people. These rates of session progression are not dissimilar to those found in other large-scale, open-access eHealth interventions such as MoodGym (in a sample of 82,159 participants, 63% completed no modules, 27% completed only 1 module, and 10% completed 2 or more modules out of 5 modules) [25] or even in face-to-face clinic service delivery contexts such as headspace (mean sessions attended 4.1; 49% of patients completing two or less sessions) [21]. Furthermore, in the only existing implementation trial for childhood anxiety, Jolstedt et al [15] reported an average adherence of 6 of 12 modules, with only half of the sample reaching module 4, despite the presence of therapist assistance and parent involvement.

In all likelihood, these results may suggest that services that are widely or publicly available attract users from varying contexts and backgrounds, who will subsequently engage very differently with the programs than those in strictly controlled RCTs. With respect to the BRAVE Self-Help initiative, given the significant change observed in users completing only three sessions, it is possible that several participants engaged in the program until they obtained the benefit they needed, which might have occurred early on in the program. For others, such as those who did not commence the program at all, it is possible that their expectations were not aligned with what the program had to offer and that this only became apparent after registering. For others still, it may be possible that a self-directed program with little guidance was simply not enough to sustain engagement. In this study, we were unable to determine the reasons for nonadherence, and this will be important for future studies. Nonetheless, while the program was acceptable, the low rates of adherence suggest that such approaches will not be sufficient for or acceptable to all.

http://www.jmir.org/2018/7/e234/
Changes in Anxiety

The results of this study demonstrate that self-reported anxiety decreased significantly over time, with effects being greater as the number of sessions completed by youth increased. These findings were confirmed through the completer analyses (N=1095) and growth curve modeling, which utilized all eligible participants registering for the program (N=4425). Improvements were evident for both children and adolescents, although adolescents showed slightly less improvement on some outcome indicators. Based on the assessment point at the beginning of Session 4, results showed that around 43% of children and around one-third of adolescents had recovered (no longer experienced elevated anxiety). For those with clinical levels of anxiety, over half (57%) of children and just under half (45%) of adolescents were no longer in the clinical range after completing three sessions (ie, showed response). Importantly, even greater reductions were evident for child and adolescent users who completed more sessions, such that of those who completed nine sessions, over two-thirds (70%) were no longer in the clinical range (ie, showed response) and almost half (47%) no longer demonstrated elevated anxiety (ie, showed recovery). Furthermore, of all participants who completed nine sessions, around half (54%) achieved statistically reliable change as indicated by RCI. Thus, we observed substantial reductions in anxiety across multiple measures among users of a freely available, evidence-based online intervention.

Although not directly comparable, as diagnostic status was not determined by clinical interview in this study, the results can be compared with those of the previous RCTs of the therapist-assisted BRAVE-ONLINE program. The demonstrated effect sizes for reductions in anxiety from the baseline to Session 9 in this study (Cohen $d=0.83-1.01$) are similar to the effect sizes observed in previous RCTs (Cohen $d=0.91-1.23$ for the full Spence Children’s Anxiety Scale) [10,11]. Furthermore, the proportion of young people with clinical levels of anxiety at the baseline who no longer reported anxiety (47%) after participating in BRAVE Self-Help is similar to the proportion of youth no longer meeting diagnostic criteria after 12 weeks in the above-mentioned RCTs (between 30% and 37%). However, it is important to note that different (briefer) outcome measures were utilized in this study compared with the comprehensive diagnostic assessments obtained in RCTs. Thus the results of this study are not directly comparable and should be interpreted with caution.

The effect sizes for BRAVE Self-Help presented in this study are somewhat smaller than those of a pilot implementation study (N=20) conducted very recently by Jolstedt et al [15]. In their study, the authors reported an effect size of Cohen $d=1.22$ on the full Spence Children’s Anxiety Scale from pre- to posttreatment, although it should be noted that this intervention was (1) delivered with substantial therapist support (regular asynchronous contact through messages, comments on activities, and phone calls), (2) required both parents and children to complete sessions before subsequent sessions were unlocked, and (3) encouraged families to log in at least twice a week to respond to therapists [15]. Thus, BRAVE Self-Help is a lower-intensity intervention than the one described by Jolstedt et al, yet with only somewhat lesser effects.

Implications

It is often argued that low-intensity interventions such as iCBT programs are only effective with professional support. However, the results of this study demonstrate that self-help online interventions may be effective for many young people if they complete at least three sessions of the program. Indeed, the improvements demonstrated by participants in this open-access, self-help program are significant and reveal that a meaningful change is feasible without therapist support. The finding that a substantial proportion of young people can achieve clinically meaningful improvements through such an intervention in a self-help format has significant implications for models of service delivery. In addition, substantial therapist time and cost savings may be afforded by such self-help interventions, contributing to an increase in the overall efficiency of youth mental health services. Furthermore, providing evidence-based services via online self-help may reach more young people at a far lower cost than face-to-face service delivery models. It would seem that if young people who would benefit from self-help programs are accurately identified, more costly resources (eg, face-to-face therapist sessions) could be reserved for those young people who need them the most.

Another implication of the findings relates to the treatment dose or magnitude of change in early sessions. Specifically, it is worth noting that the highest magnitude of change was evident following the completion of the first six sessions. Thus, the results of this study demonstrate that even a small dose of self-help treatment may be effective for some young people and would perhaps bring about a change equivalent to that from an extended program. These findings are also consistent with those of Chu et al [26] who demonstrated a nonlinear symptom trajectory for youth engaging in face-to-face CBT; in fact, they reported that participants tended to show a rapid response over the first six sessions, with changes tending to taper off thereafter. Therefore, if used as the first step in a stepped-care service provision model, users may potentially require only six sessions or fewer. This makes sense given that the first six sessions of the program contain the specialist CBT skills and skill rehearsal, with Sessions 7-10 targeting practice with exposure tasks and relapse prevention. Therefore, not only do the results of this study support the benefits of online self-help interventions but also assist in identifying the potential trajectory of a symptom change or the “ideal dose” of such low-intensity programs.

Limitations and Future Research

This open dissemination study has some design limitations. There was no control group against which to determine whether changes simply reflect spontaneous recovery, regression to the mean, or nonspecific intervention effects. In addition, there was no initial interview to confirm the clinical diagnosis, instead a single informant and a single measure was relied upon. Although this measure is unable to provide a comprehensive overview of anxious symptomatology type and intensity, it does allow for examination of the magnitude of anxiety symptom change, which was the objective of this study. Furthermore, it was necessary to minimize participant burden in an open trial of this nature where participation was completely voluntary and self-sought.
We also note that some analyses in this study were limited to those individuals who completed at least two assessment points and, thus, had completed at least three program sessions. While this setting provides a fair evaluation of the outcome for those who completed at least a proportion of the program, it does not consider those who initially enrolled and decided not to continue at all with the program. Perhaps, such young people were not ready to participate in active treatment or they might require alternative treatment modalities. In fact, in this study, those who completed less than three sessions were more likely to reside in non-metropolitan areas, were older and had a higher anxiety severity. It is possible that low-intensity iCBT programs may be more accessible or preferred by youth who live in major cities. Also, younger children may be more likely than adolescents to complete iCBT programs with parental assistance, which may bring about higher adherence to the program. Furthermore, the finding that youth with lower levels of anxiety adhered more to the program is consistent with the objectives of low-intensity iCBT interventions and supports the notion that iCBT for youth could be useful as a first step in intervention.

In terms of sample representativeness, all participants in this study demonstrated elevated anxiety > 84th percentile on the CAS-8. Thus, all participants were experiencing anxiety at a level that was interfering with their lives; however, only half of the participants demonstrated “clinical” levels of anxiety (>94th percentile). Thus, the sample was somewhat less severe than those examined in previous RCTs of iCBT for child anxiety [10,11]. Participants in this study included both children and adolescents, with similar mean ages to other trials on child anxiety. However, there was a slightly higher proportion of females (61%) in this study than in previous trials that had a more even gender distribution [10,11]. Finally, although the BRAVE Program does offer parent modules, in this open-access, anonymous delivery model, we were unable to link parent and child accounts and, thus, could not determine the impact of parental involvement.

Despite its limitations, the findings of this study are encouraging and certainly justify further research in an RCT or similar design to confirm the effectiveness of this type of intervention. Historically, there has been a lack of formalized approaches to the dissemination of iCBT interventions [14], yet there are some recent design recommendations that may be appropriate. To address the challenges of conducting controlled trials in real-world implementation settings, it may be necessary to conduct a stepped-wedge cluster design, which is increasingly recommended for evaluation of service delivery interventions [27]. Such research should also consider the inclusion of clinician-, parent-, or teacher-informant reports to provide a more comprehensive diagnostic information. Furthermore, future research should incorporate more frequent assessments of anxiety to enable the examination of response trajectories according to baseline individual and clinical factors. Such analyses will assist in defining the ideal treatment dose as well as predictors of nonresponse and have the potential to provide evidence that could inform the design and implementation of “stepped-care” approaches. Finally, there is a pressing need for health economic evaluations to determine the relative cost and health benefits of online, self-help approaches compared with therapist-supported, online programs and face-to-face services.

Conclusion

This online, self-help program for anxiety has the capacity to reach greater numbers of young people compared with programs that require therapist contact. The results of this open trial demonstrate moderate to high program acceptability when delivered in this way and show its potential feasibility in bringing about clinically and statistically meaningful reductions in anxiety for children and adolescents. Greater reductions were evident for those who completed more sessions, although significant improvements were most evident in the first six sessions. Overall, self-help iCBT is a potentially feasible and acceptable approach for delivering evidence-based interventions through a public health delivery model.
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Abstract

Background: Success with lifestyle change, such as weight loss, tobacco cessation, and increased activity level, using electronic health (eHealth) has been demonstrated in numerous studies short term. However, evidence on how to maintain the effect long-term has not been fully explored, even though there is a pressing need for long-term solutions. Recent studies indicate that weight loss can be achieved and maintained over 12 and 20 months in a primary care setting using a collaborative eHealth tool. The effect of collaborative eHealth in promoting lifestyle changes depends on competent and skilled dieticians, nurses, physiotherapists, and occupational therapists acting as eHealth coaches. How such health care professionals perceive delivering asynchronous eHealth coaching and which determinants they find to be essential to achieving successful long-term lifestyle coaching have only been briefly explored and deserve further exploration.

Objective: The aim of this study is to analyze how health care professionals perceive eHealth coaching and to explore what influences successful long-term lifestyle change for patients undergoing hybrid eHealth coaching using a collaborative eHealth tool.

Methods: A total of 10 health care professionals were recruited by purposive sampling. They were all women aged 36 to 65 years of age with a mean age of 48 years of age. A total of 8/10 (80%) had more than 15 years of experience in their field, and all had more than six months of experience providing eHealth lifestyle coaching using a combination of face-to-face meetings and asynchronous eHealth coaching. They worked in 5 municipalities in the Region of Southern Denmark. We performed individual, qualitative, semistructured, in-depth interviews in their workplace about their experiences with health coaching about lifestyle change, both for their patients and for themselves, and mainly how they perceived using a collaborative eHealth solution as a part of their work.

Results: The health care professionals all found establishing and maintaining an empathic relationship essential and that asynchronous eHealth lifestyle coaching challenged this compared to face-to-face coaching. The primary reason was that unlike typical in-person encounters in health care, they did not receive immediate feedback from the patients. We identified four central themes relevant to the health care professionals in their asynchronous eHealth coaching: (1) establishing an empathic relationship, (2) reflection in asynchronous eHealth coaching, (3) identifying realistic goals based on personal barriers, and (4) staying connected in asynchronous coaching.

Conclusions: Establishing and maintaining an empathic relationship is probably the most crucial factor for successful subsequent eHealth coaching. It was of paramount importance to get to know the patient first, and the asynchronous interaction aspect presented challenges because of the delay in response times (both ways). It also presented opportunities for reflection before
answering. The health care professionals found they had to provide both relational communication and goal-oriented coaching when using eHealth solutions. Going forward, the quality of the health care professional–patient interaction will need attention if patients are to benefit from collaborative eHealth coaching fully.

(J Med Internet Res 2018;20(7):e237) doi:10.2196/jmir.9791
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Introduction

Background
Successful electronic health (eHealth) lifestyle coaching to increase exercise, improve diet, and reduce tobacco and alcohol use has been demonstrated in numerous studies [1]. However, maintaining the effect over extended periods of time has had more variable results [2]. New studies have demonstrated remission from a diabetic state for almost half of a patient population solely by increased activity, diet, and weight loss in both primary and secondary care settings [3]. A recent study showed that 96% of a representative sample of 1004 Danes between 40-60 years of age preferred lifestyle change to medication [4] even though few general practitioners recognize this [5].

Many studies show that empathy by the health care professional (HCP) providing the lifestyle coaching is of paramount importance for in-person coaching [6,7]. Previously, we reported on a collaborative eHealth solution that resulted in long-term behavioral change where weight loss of 7.0 kg over 20 months was achieved using eHealth coaching in a general practice setting [8]. The same findings were observed in a municipality setting with diabetic men, where patients stated that an initial in-person meeting with the dietician seemed critical for their future Web-based interaction [9]. Other studies suggest that HCPs enjoy in-person meetings more than eHealth coaching [10]. Despite the success of these smaller-scale studies, there is a need to clarify various aspects of eHealth coaching and factors influencing successful long-term lifestyle change [11]. Use of eHealth is viewed positively by general practitioners (GPs), who use motivational interviewing in their practices and eHealth for their health [5].

The importance of the HCPs’ support of patients with lifestyle challenges and how the HCPs perceive the use of eHealth has not yet been explored [12]. Hence, we aimed to identify factors essential to HCPs assisting patients undergoing lifestyle changes using eHealth. Of particular focus was how the HCPs viewed their eHealth coaching, what motivated them, and which factors in their eHealth coaching were most important for supporting their patients and guide them through the challenges faced on the way towards a healthier lifestyle.

Methods

Context
Denmark and the Danish health care sector have 3 political and administrative levels: the national state, 5 geographically defined regions, and 98 municipalities. Municipalities have on average approximately 57,000 inhabitants. They are local administrative bodies and deliver public health care, disease prevention, and rehabilitation at the local level, outside of hospitals [13].

Design
This qualitative study was based on in-depth and semistructured individual interviews with 10 Danish HCPs who provide eHealth coaching in health care centers in 5 municipalities in the Region of Southern Denmark. HCPs in a municipality health care center can have different health care education backgrounds including dieticians, physiotherapists, nurses, and occupational therapists.

Sampling
Sampling was conducted among 12 female HCPs providing eHealth coaching, who had coached more than 30 patients for more than 3 months, and individuals were recruited by email or phone. In total, 11 HCPs were invited, although 1 declined to participate due to a job change. Saturation was met after 7 interviews, but the remaining 3 interviews were conducted to confirm that no new themes or subthemes emerged [14]. The HCPs interviewed were all female, between 36-65 years of age, with a mean age of 48 years of age. A total of 8/10 (80%) had more than 15 years of experience in their field. All had experience providing hybrid eHealth lifestyle coaching using a combination of synchronous face-to-face meetings and asynchronous eHealth coaching through a collaborative eHealth tool. There were 10 female HCPs, including 5/10 (50%) clinical dieticians, 2/10 (20%) physiotherapists, 1/10 (10%) nurse, 1/10 (10%) occupational therapist, and 1/10 (10%) nurse assistant. Half 5/10 (50%) had taken specific postgraduate coaching courses in motivational interviewing, and 2/10 (20%) had other pedagogic educations. They had between 0.5-31 years of coaching experience. A total of 9/10 (90%) had other tasks, such as coaching or teaching patients in traditional face-to-face coaching or group sessions. They spent 4-16 hours per week on asynchronous eHealth coaching, and interacting with 20-140 current patients through the collaborative eHealth tool.

Interview Procedure
An explorative approach was followed in order to explore the HCPs` subjective experiences and interpretations of working with eHealth coaching, focusing on motivational factors for a successful long-term lifestyle change. Semistructured interviews were conducted with the participating HCPs, following a basic, loose interview guide with overall fields of interest and probing questions that permitted in-depth exploration of the HCPs’ views and perceptions (see Table 1). The question guidelines helped the researcher (CJB) to follow an iterative approach with room for exploration of emerging themes and perspectives that could
be further explored in interviews with subsequent participants [15].

The interviews were carried out in the HCPs’ offices from May to June 2017 and took 45-75 minutes each. All interviews were performed by CJB, who has worked as a GP for more than ten years and with different eHealth solutions for more than fifteen years.

Ethical Considerations

The ethics committee for the Region of Southern Denmark considered that the protocol could be approved and determined that the Medical Research Involving Human Subjects Act does not apply to this study [16]. All participants were informed of CJB’s role as a GP, and shareholder of Liva Health Care A/S that delivered part of the software. It was emphasized that CJB would interview them as a researcher.

Before an interview was initiated, CJB briefly explained the nature of the research, answered any questions regarding the study, and described the study in layman’s terms. The participants were informed of their rights, and CJB explained that the interview data would be anonymized. Both the participant and CJB signed informed consent documents. Emails and phone numbers were obtained from the municipalities before the study commenced. Researcher CJB invited the participants, made arrangements for the interviews and handled all phone calls and email correspondence regarding this matter.
Table 1. Interview guide for semistructured interviews with health care professionals.

<table>
<thead>
<tr>
<th>Fields of interest</th>
<th>Probing questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience with health coaching involving patients</td>
<td>Please tell me about good and bad experiences you have had with health coaching. Why do you think it played out that way?</td>
</tr>
<tr>
<td>Their own lifestyle experiences</td>
<td>- The you ever taken the initiative to improve or age your life?</td>
</tr>
<tr>
<td></td>
<td>- Do you use experiences from your own life in your coaching? Why or why not?</td>
</tr>
<tr>
<td>Fields of interest</td>
<td>Probing questions</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Experience with eHealth and digital coaching in relation to their own and patients' health challenges</td>
<td>How much experience do you have with communicating with patients using digital tools? What works well and what does not work well in digital coaching?</td>
</tr>
</tbody>
</table>

**Intervention**

HCPs conducted eHealth coaching using the collaborative eHealth solution LIVA [17] in a hybrid manner, combining face-to-face meetings with eHealth coaching. LIVA is a refinement of the former eHealth solutions Slankedoktor.dk [8] and mydietician.org.uk [9], which were used and described in detail in 2 previously reported studies [8,9]. The 5 participating municipalities have offered this eHealth tool to patients for 6-12 months and have each included 100-400 patients. Patients using the eHealth solution report on individual goals in real-time including activity, diet, sleep, pain, and compliance with personal goals or other goals agreed on with the HCP, via iOS, Android or web. HCPs used a Web-based “backend” interface that served as a control panel, cockpit, and library. eHealth coaching is conducted asynchronously via short message service text messaging, or video messaging weekly, biweekly, monthly, or in a way the HCP decided was most appropriate to meet the patients’ needs. In Multimedia Appendix 1, the eHealth solution LIVA is presented with detail inspired by the Template for Intervention Description and the Replication checklist [18], with information on the specific behavioral change techniques from the Coventry, Aberdeen and London-Refined taxonomy [19].

**Analyses**

The 10 interviews were digitally recorded and transcribed verbatim. Analyses were performed by the researchers (CJB, GIS, JC, JBN, and JS) using thematic analysis. An explorative approach of systematic text condensation was applied [20,21]. The analysis process began with all researchers reading through the transcripts. They gained their impressions of what they viewed as relevant and exciting themes and then met several times to discuss their different views and agree upon a “codebook” of categorized ideas and topics within specific themes and subthemes relevant for the set objectives. The researchers CJB and GIS then started the a priori coding of each transcript in the software program NVivo 11 Pro for Windows [22]. This was performed using a node structure that reflected identified themes and subthemes and allowed for expansion and reduction along the way. To make sure that the researchers coded, sorted and categorized the data in the same way—by identifying similar expressions, patterns, and sequences in the transcripts—the coding comparison function in NVivo 11 Pro was used on the first 3 interviews, and then coding was aligned.
where necessary. The data from each of the identified themes were then condensed and summarized into generalized descriptions and concepts. In the analysis process, the researchers related the extracted information to the full transcripts to make sure they preserved the original context. The identified themes were compared between the different researchers several times throughout the process. In the end, these descriptive themes were put into analytical themes according to the thematic synthesis approach [23]. Finally, the quotes that best illustrated each theme and its related subthemes were selected and translated from Danish to English. The researchers CJB and GIS initiated the translation process by comparing their translations, agreeing on wording and meaning in the sentences, and then comparing them a second time to the Danish quotes. The remaining authors then reviewed all quotes in Danish and English, and changes were made if all parties agreed. In the text, interview quotes are followed by a unique participant identifier, ranging from Health Care Professional 1 to Health Care Professional 10.

Results

Themes and Subthemes
We identified 4 central themes with many subthemes concerning the HCPs’ perceptions of conducting eHealth coaching (see Textbox 1 for an overview of these themes and their related subthemes):

- Establishing an empathic relationship
- Reflection in asynchronous eHealth coaching
- Identifying realistic goals based on personal barriers
- Staying connected in asynchronous coaching

Textbox 1. Themes and subthemes for using a collaborative electronic health (eHealth) tool in combination with face-to-face consultations for health care professionals.

<table>
<thead>
<tr>
<th>Theme 1: Establishing an empathic relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Combining synchronous face-to-face coaching with asynchronous eHealth coaching</td>
</tr>
<tr>
<td>• Use the health care professional’s own story of lifestyle change</td>
</tr>
<tr>
<td>• Appreciating the communication in asynchronous eHealth coaching</td>
</tr>
<tr>
<td>• Health care professional’s motivation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Reflection in asynchronous eHealth coaching</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Health care professional reflection</td>
</tr>
<tr>
<td>• Patient reflection</td>
</tr>
<tr>
<td>• Explore individual motivation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: Identifying realistic goals based on personal barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Recognize harmful patterns</td>
</tr>
<tr>
<td>• Operational goal setting</td>
</tr>
<tr>
<td>• Appreciate small steps</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 4: Staying connected in asynchronous coaching</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Personal comments</td>
</tr>
<tr>
<td>• Reading the patient</td>
</tr>
<tr>
<td>• Feedback stimulated by open questions</td>
</tr>
</tbody>
</table>

Establishing an Empathic Relationship
All HCPs found it challenging to provide proper eHealth coaching because it was not possible to get face-to-face feedback. Their typical tools to elicit feedback, such as mirroring body language or prompting patients to continue a line of thought by repeating the last word in a sentence, were not applicable since they were separated from their patients in time and space.

Combining Synchronous Face-to-face Coaching with Asynchronous eHealth Coaching
All HCPs found it essential to build an empathic relationship with room for reflection in face-to-face meetings before asynchronous eHealth coaching.

In this relationship we have built up, (by meeting face-to-face initially), they will tell you more personal things—at least that is what I experience—more than they did earlier on with Slankedoktor (digital-coaching only). I have coached one that has admitted excess eating, one that has told me that her daughter is at a crisis center, and it was very natural for them to share this. [Health Care Professional 10]

Use the Health Care Professional’s Own Story About Lifestyle Change
To get to know the patient better and connect with the patients, HCPs found it beneficial to tell their own stories about lifestyle change. A total of 9/10 (90%) HCPs found it essential to show the patients that they knew that lifestyle changes required hard
work. There were 7/10 (70%) HCPs that used their own experiences when they explained to patients what was needed to achieve a specific outcome. They often also made an effort to explain that despite looking healthy and fit, they also experienced challenges on a daily basis in maintaining their good health.

It is important for me to tell them that I am no bikini model, and I have been 25 kg heavier than I am now, so this is to say I know the kind of problems that matter on a daily basis. [Health Care Professional 4]

Appreciating Communication in Asynchronous eHealth Coaching

When conducting eHealth coaching after the initial face-to-face meeting, HCPs found it essential to send messages with positive expectations, not only for measurable outcomes but also for communication itself, which was viewed as critical for patients to stay connected.

The patients tell me things like “I am always happy when I read what you have sent to me…”; “I look forward to seeing what you have written…” and one said “I am always so excited to see if you have found something I have done right.” [Health Care Professional 7]

When I do digital coaching…I recognize that it has been difficult for the patient, or praise when I can see they are doing good. It can be a few words I send off or a video greeting. I really like video, because they say to me “I can feel you, it is like you are sitting on my shoulder cheering!” [Health Care Professional 8]

Half of the HCPs (5/10, 50%) experienced nonjudgmental communication in “neutral waters”. For example, greetings for the holiday seasons, resulted in many more responses in comparison to when they asked for performance data or sent out standard messages with health educational content.

Some of the patients I had not heard from, but then I wrote that I had to take a leave the next two weeks because I had broken my arm, then it was almost everyone who commented and wished me good health. [Health Care Professional 1]

The Health Care Professional’s Motivation

A total of 8/10 (80%) HCPs explained that they were motivated by meeting with another person, establishing a relationship, and getting closer to an “understanding” and “feeling” of the person in front of them. Even though many patients today are accustomed to digital communication, all HCPs found that an initial face-to-face meeting before initiating digital coaching was necessary to establish a strong and compassionate relationship.

I think that I was the factor that made the difference, since he (the patient) knew that I was the person who was coaching him. He had met me in person and it made a difference that it was not just another app he could use for entering his data. Here, he actually got concrete answers to his questions. [Health Care Professional 9]

The coaching could only work if the patient communicated, and losing feedback was therefore seen as a significant challenge for all the HCPs.

Well, it motivates me when I get some kind of feedback from the patients. Then I think it is fun and nice to spend time on it. Those who do not give very much can be less motivating, I think. [Health Care Professional 10]

Reflection in Asynchronous eHealth Coaching

The HCPs found that they could deliver advice with the use of very little time working asynchronously. A total of 9/10 (90%) HCPs said that they used only 5-10 minutes for each digital coaching session. In comparison, face-to-face coaching tends to be very time consuming for both the patient and the HCP (ie, 30-60 minutes). The lack of direct patient interaction in asynchronously coaching challenges the coach’s abilities to see the patient’s reaction to advice or questions directly. However, this opens for reflection for both the HCP and the patient. Individual motivation also needs to be explored in manners other than known from traditional motivational interviewing.

Health Care Professional Reflection

Due to the time difference between when patients enter data and when advice is given, the HCPs could think, reflect, and adjust their advice before sending it to the patient. The HCPs did not have to answer immediately when they saw data from the patient. Instead they could go for a walk or answer another question before they returned to give personalized advice regarding what they had observed.

So you can stop (your digital consultation) and reflect: “What is it she really needs?”…Then you can come back later and finish your consultation. [Health Care Professional 7]

Patient Reflection

In the same manner, when advice was given, patients had time before responding, which could be seen as a chance to think, reflect, comment, or enter other data. There was 1/10 (10%) HCP who explained how she saw this as an advantage for the patient when difficult topics need to be dealt with:

One patient once told me: “You can write it in small pieces if it really hurts (eg, difficult to talk about), as opposed to when you meet at the doctor’s surgery, at the dietician or at the psychologist you need to finish, you must say everything in the consultation right away. You cannot take a break, think about it and reply…” [Health Care Professional 7]

Explore Individual Motivation

All HCPs found it essential to find out what motivated the patient. To accomplish this, they found it very important to give the patient space to reflect and initiated the coaching by providing the patient time for goal setting and reflection. Learning could then come from the lived life.

This man had diabetes, and he knew all about it, but he lacked ownership, and he did not understand how to cope with it. So, after he began here in the
municipality center and we found out what help he needed, he began exercising and measuring his blood sugar. So now he has lost 20 kg, and he sees how exercise and healthy eating affect his blood sugar. He is really motivated when he sees the immediate effect and it is thought-provoking that, actually, he has never really understood the effects of carbs on the blood sugar (until now). [Health Care Professional 5]

Identifying Realistic Goals Based on Personal Barriers

During the digital coaching sessions, 9/10 (90%) HCPs found it essential to getting to know the patient better to understand if they had destructive patterns and to identify realistic goals. This helped them to recognize patients’ progress even though the patients did not see it themselves.

Recognize Harmful Patterns

The HCPs were often occupied with helping patients break free from harmful patterns and actions.

So, what can be the reason a person chooses to say that: “I cannot do it because of this and that.” That is to say, what is the reason he only sees barriers, and is it a pattern he has had throughout life? [Health Care Professional 1]

Operational Goal Setting

The collaborative eHealth tool supported specific goals set out by the patient. Helping patients to be concrete and operational in their goal setting was mentioned by 5/10 (50%) HCPs as a challenge. As an example, moving from the generic “I want to live healthy” to the specific “I want to eat breakfast” was of vital importance when patients monitored their daily performance; operational goal-setting was crucial to turning goals into measurable outcomes.

Sometimes they are just not precise enough. Some of them might want to “eat healthy”, but is it exactly they want to change? They need to be more concrete and specific about their challenges. Is it snacking in between meals that needs to be changed? Or what is it? [Health Care Professional 5]

Appreciate Small Steps

In coaching sessions, 6/10 (60%) HCPs found it was important to recognize small signs of progress that might not be noted by the patient.

The patient could say: “I have not done anything since we last spoke”. When you then look closer and see that they have done something, but just not reached the goals they had expected… So, you move focus to their successes. [Health Care Professional 7]

Staying Connected in Asynchronous Coaching

All HCPs found it quite challenging when the patient did not respond to the eHealth coaching: if they took a very long time to reply, did not register their activities on a regular basis, or did not respond to the advice given in the last coaching session. A total of 9/10 (90%) HCPs explained that the lack of feedback often paused the process and made the HCP wonder what was going on—a situation that was new to them and indicated a need to approach things differently from what they had been used to in face-to-face coaching sessions.

So yes, using a collaborative eHealth tool really requires patience, because it takes a long time to get the answers. So, it has also been a process that has stretched over a long period of time, where I have asked her (the patient) a question, and I have added some reflective notes to it. And then I have waited for her answer before I could go on with the process. So, it is a different form, but I actually think that it has worked, yes! But you need to learn to accept, especially in the beginning, that it takes a long time, and that it is okay. [Health Care Professional 3]

The HCP’s had developed many strategies to stay connected through personal comments, reading the patient, and using open questions.

Personal Comments

The eHealth solution provided the opportunity for the HCP to reuse “standard advice”. The HCPs explained that more than 50% of the content provided as either written or video advice that was reused. There were 6/10 (60%) HCPs explained that they made an effort to craft a unique, personalized, nonjudgmental frame around the necessary standard advice. The specific advice is about 80% reuse, but I do make some small adaptations. [Health Care Professional 2]

The tone I answer in will be unique and tailored to the individual—articles and recommendations will be reused of course—but the frame around it will always be unique. And then there will be prefabricated elements which are the same for everybody because it cannot be said in any other way. [Health Care Professional 7]

Reading the Patient

The eHealth solution also allowed both the HCP and the patient to go back to an earlier question or answer to clarify what had been communicated. The HCPs highlighted this as positive for the interaction and very useful in situations where the HCP was uncertain about whether the patient shared the HCP’s view of the content of the communication.

I start looking for their registrations to see if there is something positive to comment on. Then I often start there…when I have said something or done something in the last communication we have had, then in the next message I send out to the person I kind of remind myself that I have to ask them whether they found it useful or not, just to give them the chance to say: “Well… I think it was a bit far out!” [Health Care Professional 6]

Feedback Stimulated by Open Questions

Feedback had to be stimulated in different ways than what HCPs were used to in face-to-face interactions. Most HCPs tried to
encourage more frequent feedback by sending very open but positive questions and remarks.

_I asked the open question: “What do you eat and when do you eat?” and then I let her tell me herself. Then I asked her: “I can see you mention something you call junk and unhealthy stuff.” Then she replies: “I don’t really eat much of that, but I eat large portions. My stomach has been accustomed to that.”_ [Health Care Professional 1]

_I always praise them for the work: “well done” and make an effort to write my reply so that it mirrors the themes they have mentioned as important to them._ [Health Care Professional 10]

**Discussion**

Establishing and maintaining an empathic relationship with the patients was the single most crucial factor for the HCPs when they performed asynchronous eHealth coaching. This is in line with findings suggesting that lack of an empathic relationship with the patient can be toxic when providing motivational coaching [6].

**Establishing an Empathic Relationship**

Empathy is an independent contributor to the benefit of behavioral interventions [24]. However, empathy is difficult to maintain in eHealth due to the need for mutual confirmation that happens through signs and signals when coaches interact with someone from their own “tribe” [25]. This tribal verbal and nonverbal language is fundamentally challenged by communicating digitally. The Internet provides access to an information overload that can be difficult to interpret for patients with low health literacy [26]. Our study suggests that if a trustworthy relationship is established and maintained, HCPs using hybrid eHealth coaching methods could be very useful for patients with low health literacy.

A systematic review of previous systematic reviews of studies using Web-based weight loss interventions revealed conflicting results for effects when comparing Web-based interventions with hybrid interventions [2]. Earlier studies on the consultation process revealed that health professionals only have access to a patient’s reflections on difficult, personal and relevant subjects about their health if the HCP manages to establish an empathic relationship [27]. Using hybrid, complex interventions, meeting patients both in-person (ie, synchronous) to strengthen relations and through asynchronous eHealth might improve health care through more effective and efficient interpersonal communication, even though long-term studies beyond 24 months are still missing [19]. A pilot randomized controlled trial study on feasibility and acceptability of a prior, Web-based version of the asynchronous eHealth tool used in this study for men with type 2 diabetes revealed that eHealth can facilitate relevant in-time feedback and profound reflections from the patients. Moreover, the effect of the intervention seems better when an empathic relationship between the patient and the HCP is established before the Web-based intervention is initiated [9].

HCPs used stories about their own health challenges to find common ground with the patients. For decades, health professionals have been warned against using their own personal health experiences in patient treatment. Moving into the 21st century, this notion might be challenged by successes with collaborative hybrid eHealth solutions, where empathy between patients and HCPs is a pivotal factor in securing long-term success [24]. Empathy may prove difficult to establish without HCPs using personal stories. We found that HCPs, who repeatedly appreciated communication through positive reinforcement of the asynchronous communication and not only the measurements registered seemed most successful in engaging patients and maintaining an empathetic relationship. Appreciating patient communication through text and video actively might be the HCPs way to express “reflective listening” digitally, known in the behavioral change theory [6]. The success of traditional motivational coaching depends on the empathy of the HCP [6]. Our study shows that empathy by the HCP can be challenged in asynchronous eHealth coaching. It, therefore, seems to be of paramount importance also to focus on what motivates the HCP and how their self-empathy can be nourished [25]. One of the critical determinants found in our study is the need for feedback by the patients to the HCP for the HCP to stay personal.

**Reflection in Asynchronous eHealth Coaching**

In the current study, the HCPs described how the asynchronous eHealth coaching provided both patients and HCPs with the chance to reflect during the time interval between questions and answers. The value of having time for reflection has not, to our knowledge, been evaluated in other eHealth studies. Most studies investigating asynchronous eHealth communication have examined how primary care providers can optimize their access to specialists [28]. An earlier systematic review looking at Web-based solutions compared asynchronous with synchronous eHealth consultations [29] Unfortunately, they only found a few studies of relevant quality, which meant that they could not make any conclusions about asynchronous versus synchronous solutions.

**Identifying Realistic Goals Based on Personal Barriers**

Barriers to lifestyle changes can be difficult to detect. We speculate that these barriers change over time, and what seems realistic in an initial in-person meeting in a municipality setting might look different when reality strikes at home. This is an issue that might have a more significant impact on the lives of patients of low socioeconomic status [30]. We found that patients often perceive goal-setting as a process of creating long-term, distant and broader goals, which can give them a feeling of defeat if they fail. An essential part of the HCP’s job in eHealth is to assist patients in setting realistic, short-term, measurable subgoals to make sure distant goals do not decrease the patient’s self-efficacy. Self-efficacy is known to be a critical success factor for a lifestyle change. Apart from this, emphasizing the “small victories” is a key strategy used by many of the eHealth coaches, which makes good sense since self-efficacy can be increased by increasing a person’s feeling of control over the behavior. When these goals are appropriately structured, eHealth is unique in its ability to help individuals achieve measurable, realistic goals [31].

http://www.jmir.org/2018/7/e237/
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Most of the HCPs revealed how important it was to be personal in their communications. Earlier studies have shown a high adherence to hybrid asynchronous collaborative eHealth coaching tools, which might be due to patients taking responsibility and feeling in charge [8,9]. In this study, when the relationship was inactive due to the patient not interacting, the HCPs found many ways to re-establish communication, such as being personal, reading the patient and using open questions. Being a trusted person involves providing nonjudgmental emotional support through conversation, reflective listening, touch, and physical presence when helping patients and relatives through difficult times [32]. Translating this into eHealth coaching is challenging, but personal nonjudgmental coaching seems essential in order not to lose patient feedback. One important takeaway message from the HCPs is that no matter how trivial a message or a video might seem, in order to make a difference for the patient it should always be personalized if possible. Personalization can be done by using information found in the message dialogue history. The need for personalization in asynchronous coaching is in line with other studies examining the delivering of standardized information [33]. The possibility of sending relevant and timely individual videos both from HCPs and patients might also be of vital importance. Using asynchronous video messaging might be of special importance in breaking down some of the obstacles presented by low health literacy. The question of how this would affect motivation and change behavior is still not scientifically documented.

Strengths and Limitations of this Study

This is the first qualitative research study to analyze how HCPs, coaching via a hybrid, collaborative eHealth tool, perceive what is essential for successful lifestyle change among patients. The findings of this study are relevant and are expected to be of more general use in future research regarding the effectiveness and implementation challenges of collaborative eHealth solutions. However, in our study all HCPs were female, and even though saturation of central themes and subthemes was achieved in this group, more heterogeneity of eHealth coaches may lead to additional insights. Further dissemination of the eHealth tool used here along with other collaborative eHealth tools will also demand more research as they will not be applicable in all health care systems.

A limitation of this study is also the lack of methodological triangulation, as we only studied the perspective of the health care professionals and did not examine the patient perspective nor quantify the aspects revealed. For this reason, further studies using questionnaires and quantitative outcomes are suggested.

Conclusion

Successful eHealth coaching requires establishing and maintaining an empathic relationship. HCPs found it of paramount importance to get to know the patient first, preferably in an initial face-to-face meeting and to provide both relational communication and goal-oriented coaching when using eHealth solutions. The asynchronous interaction aspect presented challenges because of the delay in response times (ie, both ways), but it also presented opportunities for reflection before answering. The future quality of the HCP-patient interaction will need attention if patients are to fully benefit from behavior change techniques made possible by eHealth coaching. Our findings suggest that it will be of great value to the future development of collaborative eHealth interventions if the quality of the HCP-patient interaction is taken further into account. This includes focusing on educating the health professionals about their empathic role as eHealth coaches and by strengthening their ability to communicate with empathy via new digital tools. This study emphasizes that collaborative eHealth tools used in empathic patient care can constitute an effective way to deliver health care services compassionately in the future for patients needing to implement lifestyle changes.
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Abstract

Background: The benefits of electronic health support for dementia caregivers are increasingly recognized. Reaching caregivers of people with early-stage dementia could prevent high levels of burden and psychological problems in the later stages.

Objective: The current study evaluates the effectiveness of the blended care self-management program, Partner in Balance, compared to a control group.

Methods: A single-blind randomized controlled trial with 81 family caregivers of community-dwelling people with mild dementia was conducted. Participants were randomly assigned to either the 8-week, blended care self-management Partner in Balance program (N=41) or a waiting-list control group (N=40) receiving usual care (low-frequent counseling). The program combines face-to-face coaching with tailored Web-based modules. Data were collected at baseline and after 8 weeks in writing by an independent research assistant who was blinded to the treatment. The primary proximal outcome was self-efficacy (Caregiver Self-Efficacy Scale) and the primary distal outcome was symptoms of depression (Center for Epidemiological Studies Depression Scale). Secondary outcomes included mastery (Pearlin Mastery Scale), quality of life (Investigation Choice Experiments for the Preferences of Older People), and psychological complaints (Hospital Anxiety and Depression Scale-Anxiety and Perceived Stress Scale).

Results: A significant increase in favor of the intervention group was demonstrated for self-efficacy (care management, \( P = .002 \); service use \( P = .001 \)), mastery (\( P = .001 \)), and quality of life (\( P = .032 \)). Effect sizes were medium for quality of life (\( d = 0.58 \)) and high for self-efficacy care management and service use (\( d = 0.85 \) and \( d = 0.93 \), respectively) and mastery (\( d = 0.94 \)). No significant differences between the groups were found on depressive symptoms, anxiety, and perceived stress.

Conclusions: This study evaluated the first blended-care intervention for caregivers of people with early-stage dementia and demonstrated a significant improvement in self-efficacy, mastery, and quality of life after receiving the Partner in Balance intervention, compared to a waiting-list control group receiving care as usual. Contrary to our expectations, the intervention did not decrease symptoms of depression, anxiety, or perceived stress. However, the levels of psychological complaints were relatively low in the study sample. Future studies including long-term follow up could clarify if an increase in self-efficacy results in a decrease or prevention of increased stress and depression. To conclude, the program can provide accessible preventative care to future generations of caregivers of people with early-stage dementia.

Trial Registration: Netherlands Trial Register NTR4748; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4748 (Archived by WebCite at http://www.webcitation.org/6vSb2t9Mg)
Introduction

The majority of people with dementia are living at home and cared for by a family member, the informal caregiver. Informal care will be increasingly important as the number of people with dementia has been predicted to rise to 65.7 million by 2030 and 115.4 million by 2050, together with a decrease of the working population [1].

However, informal caregiving has a downside. Caregivers of people with dementia are vulnerable due to the chronic stress they experience in the caregiving process [2], which may result in depression, anxiety, and other health problems [3]. Many caregiver support interventions have been developed to ameliorate negative caregiver consequences with promising results [4].

Early intervention and support for caregivers could prevent high levels of burden and psychological problems in the later stages of dementia [5,6]. However, early-stage interventions may not be effective, and even do more harm than good if they do not fit the personal situation of the caregiver. Negative and stigmatizing information can hamper acceptance, while enhancing the positive, intact experiences may be effective in increasing caregiver self-efficacy [7]. The Stress and Coping paradigm by Lazarus and Folkman [8] and the Social Learning theory by Bandura [9] propose that taking charge of the changes in one’s life has a positive effect on self-efficacy and can therefore reduce caregiver stress and its negative impact on general wellbeing [10]. By increasing caregiver resilience through self-efficacy, an increase of psychological problems in a later stage may be prevented [9]. A self-management approach provides an excellent opportunity to actively involve caregivers and let them choose the themes and strategies that are best tailored to their needs. This suits the caring role transition in the early stages, which leans more towards a focus on positively managing life with dementia rather than managing the dementia itself [11].

With the growing gap between the number of people in need of support and available care professionals [12], electronic health (eHealth) interventions could serve as cost-effective alternatives for dementia caregiver support [13], with increased access and extended reach [14-17]. Blending face-to-face guidance with online support increases client-therapist connection and adherence [18,19]. Although eHealth interventions for caregivers have been developed and evaluated, so far most of them are aimed at dementia related problems in an advanced stage of the caregiver career [20,21] and their overall quality of evidence is low [22]. An iterative step-wise approach was employed to develop the blended care self-management internet-based Partner in Balance (PiB) program for caregivers of people with early-stage dementia. The current study evaluated if PiB is superior to a waiting-list control condition as evidenced by improved subjective self-confidence (self-efficacy and mastery), and lower levels of psychological complaints (symptoms of depression, anxiety, and stress) postintervention.

Methods

Overview

This randomized controlled trial was carried out between 2014 and 2016 in the Netherlands. The PiB program was compared to a waiting-list control group receiving usual care. Following the waiting-list period participants were offered the opportunity to follow the PiB program. The Medical Ethics Committee of the Maastricht University Medical Center+ (MUMC+) approved this study (#12-4-059) and the study was registered in the Dutch trial register (NTR4748). The study protocol and supporting SPIRIT checklist are available [23].

From September 2014 to December 2015, family caregivers of people with mild dementia of all subtypes (Clinical Dementia Rating, score 0.5-1) [24] were recruited from memory clinics (MUMC+, Elkerliek Hospital Helmond, Catharina Hospital Eindhoven) and ambulatory mental health clinics (Virenze-RIAGG Maastricht, MET ggz Roermond) in the south of the Netherlands. In addition, caregivers were informed about the trial via caregiver support services, and the website of the Dutch Alzheimer Association. Caregivers were included if they had access to the internet at home, had basic computer skills, and provided written informed consent. Potential participants with insufficient cognitive abilities to engage in the online self-management program, who were overburdened or with severe health problems as determined by study staff, or who cared for people with dementia caused by HIV, acquired brain impairment, Down syndrome, chorea associated with Huntington disease, or alcohol abuse were excluded from participation. Inclusion and exclusion was based on the clinical judgment of the referrer, based on their experience with the target group. Both spouses and other caregivers (eg, children) could be included, as long as they met the criteria above and were >18 years. Details on the recruitment procedure are described in the study protocol [23].

Randomization and Masking

Following the baseline assessment, participants were randomly assigned to either the PiB program or the waiting-list control group receiving usual care by the first author. Assignment was carried out using a computerized random-number generator for block randomization with variable sizes of 4, 6, and 8. An independent research assistant who was blinded to the allocation of the treatment conducted the postintervention assessments. It was not possible to blind the participants because of obvious differences between the interventions in content (PiB is a multicomponent intervention combining psycho-education, movie clips, assignments, and change plans and usual care often consists of psycho-education) and mode of delivery (PiB blends face-to-face contact with online modules and usual care often consists of face-to-face contact only).
Intervention and Control

Experimental Group: Partner in Balance

Detailed information about the program components and development is presented elsewhere [25]. In short, the blended care self-management program PiB consists of: (1) a face-to-face intake session with a personal coach to familiarize participants with the program, set goals, and select preferred module themes; (2) tailored online thematic modules, including psychoeducation, behavioral modeling, reflective assignments, change plans, and email feedback from the coach over 8 weeks; and (3) a face-to-face evaluation session with the coach evaluating previously set goals. All participants in the PiB group received these two face-to-face interactions with the personal coach. Furthermore, the participants can interact with other participants via a discussion forum. Module themes are acceptance, balance in activities, communication with family member and environment, coping with stress, focusing on the positive, insecurities and rumination, self-understanding, the changing family member, and social relations and support. Figure 1 shows a screenshot of the module themes in the program. The participants choose 4 modules and 2 weeks were allocated for each module. However, the participants were allowed to complete the modules at their own pace in accordance with the self-management approach [26]. The personal page and modules remained accessible for participants after the intervention period. The personal coaches were trained, experienced professionals (psychologists and psychiatric nurses) from one of the participating organizations. They attended a 2-hour training session in self-management techniques, goal setting, and online help and attended regular supervision meetings.

Figure 1. Screenshot of the module themes of the Partner in Balance program.
Their tasks were familiarizing participants with the online program, supporting them in module choice and goal setting, and providing feedback on the self-reflective assignments through the online messaging portal in the program (see Figure 2).

**Control Group: Waiting List**

The waiting-list group received usual care consisting of nonfrequent counseling during the 8 weeks. They received the same pretest and posttest attention from the research team as the experimental group. After they completed the posttest assessment, they were given the opportunity to follow PiB.

**Procedures**

For this study, self-reported data from the baseline visit (T₀) and after 8 weeks (T₁) were compared. These data were collected in writing by an independent research assistant who was blinded to the treatment, separately from the coach visits.

The primary proximal outcome was caregiver self-efficacy and primary distal outcome was depressive symptoms. Caregiver self-efficacy was measured with The Caregiver Self-Efficacy Scale (CSES) [27], measuring care management self-efficacy (4 items) and service use self-efficacy (5 items). Care management self-efficacy scores theoretically range from 4-40 and service use self-efficacy from 5-50. Higher scores on the CSES indicate higher levels of self-efficacy. The 20-item Centre for Epidemiological Studies Depression Scale (CES-D) [28] was used to measure depressive symptoms. Total scores range from 0-60; where higher scores indicate more symptoms.

Secondary outcomes were mastery, psychological complaints (anxiety and perceived stress), and quality of life. Mastery was measured with the 7-item Pearlin Mastery Scale (PMS) [29]. The total score ranges from 7-35; where higher scores indicate higher levels of mastery. The 7-item Hospital and Anxiety Depression Scale-Anxiety (HADS-A) [30] rates symptoms of anxiety. Scores theoretically range from 0-21 with higher scores indicating more symptoms. Quality of life was measured on five attributes with the Investigating Choice Experiments for the Preferences of Older People CApability measure for Older people (ICECAP-O) [31]. This index value indicates how good or bad the average person aged 65 or older considers a given state to be, for instance attributing to “attachment” (love and friendship) and “control” (independence). The value system for the 1024 (4⁵=1024) possible states uses a best-worst scaling valuation method, providing a single summary score, anchored at zero (“no capability”) and 1.0 (“full capability”) [32].

Demographics were obtained (sex, age, relationship to care recipient, level of education, sharing household, and care intensity in years). The Global Deterioration Scale (GDS) [33] measured dementia severity with the caregiver as the informant. The possible modifying effects of the following variables were measures. Quality of the relationship was measured using 4 self-rating items of the University of Southern California Longitudinal Study of Three-Generation Families measures of positive affect [34]. The 12-item Emotional instability domain of the NEO Five Factory Inventory (NEO-FFI) [35], was used to identifying individuals who are prone to psychological distress, by assessing 6 traits: anxiety, angry hostility,
depression, self-consciousness, impulsiveness, and vulnerability. Scores ranged from 0-24; where higher scorers are likely to be sensitive, emotional, and more prone to experiencing feelings that are upsetting.

**Sample Size**

We aimed to enroll 80 participants (40 participants per group), based on previous online intervention studies in caregivers of people with dementia with the CSES as outcome measure, on the basis of repeated measures, within-between interaction with a mean effect size of 0.2 [36], assuming an alpha of .05, a power of 85%, and 25% loss to follow-up.

**Data Analysis**

Prior to the analysis, data were checked for missing values, outliers, and normality. Possible differences between the study groups’ baseline characteristics were tested with t tests for continuous variables and chi-square tests for categorical variables. Nonparametric tests (e.g., Mann-Whitney U Wilcoxon test) were used when necessary in case of nonnormality.

To examine the differences between outcomes for the intervention and the waiting-list control group during the intervention period, an analysis of covariance (ANCOVA) was conducted with outcome at post intervention as the dependent variable, intervention (PiB program, waiting-list control group) as the between-subjects variable and per outcome its baseline value, educational level, and relationship to the care recipient as covariates. If significant, the intergroup effect size was calculated according to Cohen d. Effect sizes of 0.2 were considered small, 0.5 considered medium and 0.8 was considered high [37]. IBM SPSS statistics 22.0 for Macintosh was used and all tests of significance were two-tailed with alpha set at .05 and reported mean change.

**User Involvement**

As recommended by the Medical Research Council (MRC) Framework, a stepwise approach was adopted to explore potential user needs, followed by a pilot evaluation to test the feasibility of the intervention and the measurement tools prior to the effect evaluation. The iterative development and pilot evaluation of PiB as recommended by the MRC framework is described elsewhere [25]. The burden of the intervention was assessed in a process evaluation. Further, results were disseminated to study participants by means of a newsletter and PhD thesis.

**Results**

**Participants**

A total of 163 caregivers expressed an interest to participate. See Figure 3 for the study flowchart, the details of which are described elsewhere [38]. Table 1 lists the baseline data for the included caregivers (N=81).

Between-group comparisons revealed no significant differences in demographics and main outcome measures at baseline. Care recipients of the included caregivers were 73.9 years old (SD 8.2), diagnosed with Mild Cognitive Impairment (MCI; 12/81, 15%), Alzheimer’s Disease (AD; 33/81, 41%), or other dementias (36/81, 44%). Dementia severity was rated as preclinical memory decline (55/81, 68%), mild dementia (24/81, 30%), or moderate dementia (2/81, 2%) on the GDS. At T1, 13 caregivers were lost to follow-up. The completers did not differ from noncompleters at baseline in terms of age (t<sub>79</sub>=0.19; P=.851), relationship to the care recipient (t<sub>79</sub>=1.39; P=.238), same household as care recipient (t<sub>79</sub>=0.82; P=.665), care intensity (U=377.5; P=.781), sex (t<sub>79</sub>=2.80; P=.094), education (t<sub>79</sub>=1.20; P=.550), self-efficacy service use (t<sub>79</sub>=0.53; P=.599) care management (t<sub>79</sub>=1.36; P=.177), depression (U=280.0; P=.266), stress (t<sub>79</sub>=0.25; P=.806), anxiety (U=372.0; P=.497), mastery (t<sub>79</sub>=1.18; P=.253), and quality of life (U=775.0; P=.956).

**Intervention Effects**

The effects were compared between groups (intervention and waiting-list control) after 8 weeks. Table 2 shows the results of the ANCOVA at T1 on self-efficacy (care management and service use), depression, mastery, perceived stress, anxiety, and quality of life. After controlling for age, sex, emotional instability, and quality of the relationship, significant effects in favor of the intervention group were found for self-efficacy care management (F<sub>1,60</sub>=10.37; P=.002, d=.85), and self-efficacy service use (F<sub>1,60</sub>=11.47; P=.001; d=0.93), but not for depression (F<sub>1,60</sub>=1.13; P=.293). Significant effects in favor of the intervention group were also demonstrated for mastery (F<sub>1,60</sub>=12.66; P=.001; d=0.94), and quality of life (F<sub>1,60</sub>=4.83; P=0.032; d=0.58), but not for perceived stress (F<sub>1,60</sub>=3.40; P=0.071), and anxiety (F<sub>1,60</sub>=0.80; P=.374).
Figure 3. Consolidated Standards of Reporting Trials (CONSORT) study flowchart.
## Table 1. Descriptive data for caregivers of both groups at baseline.

<table>
<thead>
<tr>
<th>Demographics and outcome</th>
<th>Intervention (N=41)</th>
<th>Waiting list (N=40)</th>
<th>Test value comparing groups at baseline</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Socio-demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>67.8 (10.2)</td>
<td>70.2 (10.1)</td>
<td>1.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.302</td>
</tr>
<tr>
<td>Spouse, n (%)</td>
<td>37 (90.2)</td>
<td>37 (92.5)</td>
<td>.6&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.432</td>
</tr>
<tr>
<td>Same household as PwD&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>39 (95.1)</td>
<td>37 (92.5)</td>
<td>1.3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.513</td>
</tr>
<tr>
<td>Care intensity in years, mean (SD)</td>
<td>1.8 (1.8)</td>
<td>1.9 (1.8)</td>
<td>674.5&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.929</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>29 (70.7)</td>
<td>24 (60.0)</td>
<td>.8&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.385</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>8 (19.5)</td>
<td>4 (10.0)</td>
<td>2.3&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.321</td>
</tr>
<tr>
<td>College</td>
<td>18 (43.9)</td>
<td>16 (40.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Graduate school</td>
<td>15 (36.6)</td>
<td>20 (50.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Primary Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy (CSES&lt;sup&gt;e&lt;/sup&gt;), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care management</td>
<td>34.7 (7.8)</td>
<td>33.0 (9.4)</td>
<td>−0.9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.395</td>
</tr>
<tr>
<td>Service use</td>
<td>25.8 (6.3)</td>
<td>23.7 (6.2)</td>
<td>−1.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.141</td>
</tr>
<tr>
<td>Depression (CES-D&lt;sup&gt;f&lt;/sup&gt;), mean (SD)</td>
<td>13.1 (8.7)</td>
<td>13.1 (9.0)</td>
<td>732.0&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.927</td>
</tr>
<tr>
<td><strong>Secondary Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress (PSS&lt;sup&gt;g&lt;/sup&gt;), mean (SD)</td>
<td>11.8 (6.0)</td>
<td>13.5 (6.2)</td>
<td>1.2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.223</td>
</tr>
<tr>
<td>Anxiety (HADS-A&lt;sup&gt;h&lt;/sup&gt;), mean (SD)</td>
<td>6.0 (3.7)</td>
<td>6.7 (4.7)</td>
<td>717.5&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.666</td>
</tr>
<tr>
<td>Mastery (PMS&lt;sup&gt;i&lt;/sup&gt;), mean (SD)</td>
<td>23.7 (4.1)</td>
<td>22.9 (4.4)</td>
<td>−0.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.430</td>
</tr>
<tr>
<td>Quality of life (ICECAP-O&lt;sup&gt;j&lt;/sup&gt;), mean (SD)</td>
<td>0.8 (0.1)</td>
<td>0.8 (0.1)</td>
<td>755.0&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.956</td>
</tr>
</tbody>
</table>

<sup>a</sup>Refers to t test (t<sub>79</sub>).  
<sup>b</sup>Refers to Chi-square test (χ²<sub>1</sub>).  
<sup>c</sup>PwD: person with dementia.  
<sup>d</sup>Refers to Mann-Whitney U Wilcoxon test.  
<sup>e</sup>CSES: Caregiver Self-Efficacy Scale.  
<sup>f</sup>CES-D: Center for Epidemiological Studies Depression Scale.  
<sup>g</sup>PSS: Perceived Stress Scale.  
<sup>h</sup>HADS-A: Hospital Anxiety and Depression Scale-Anxiety.  
<sup>i</sup>PMS: Pearl Mastery Scale.  
<sup>j</sup>ICECAP-O: Investigating Choice Experiments for the Preferences of Older People.
Table 2. Analysis of covariance comparing intervention (N=31) and control (N=37) group at posttest.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Control, mean (SD)</th>
<th>Intervention, mean SD</th>
<th>Mean difference(^b) (95% CI)</th>
<th>F test (df)</th>
<th>Cohen (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crude(^a)</td>
<td>Adjusted(^b)</td>
<td>Crude</td>
<td>Adjusted</td>
<td></td>
</tr>
<tr>
<td>Primary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy (CSES(^c))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care management</td>
<td>31.38 (8.71)</td>
<td>31.65 (1.05)</td>
<td>37.03 (6.33)</td>
<td>36.73 (1.12)</td>
<td>–5.07 (–8.23 to –1.92)</td>
</tr>
<tr>
<td>Service use</td>
<td>21.88 (6.33)</td>
<td>22.48 (0.83)</td>
<td>27.43 (5.11)</td>
<td>26.76 (0.89)</td>
<td>–4.27 (–6.80 to –1.75)</td>
</tr>
<tr>
<td>Depression (CES-D(^e))</td>
<td>13.27 (9.21)</td>
<td>12.87 (1.08)</td>
<td>10.73 (8.20)</td>
<td>11.17 (1.14)</td>
<td>1.70 (–1.51 to 4.91)</td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mastery (PMS(^f))</td>
<td>21.15 (4.49)</td>
<td>21.32 (0.63)</td>
<td>24.87 (4.09)</td>
<td>24.68 (0.67)</td>
<td>–3.36 (–5.26 to –1.47)</td>
</tr>
<tr>
<td>Stress (PSS(^g))</td>
<td>13.76 (6.84)</td>
<td>12.92 (0.69)</td>
<td>10.03 (6.35)</td>
<td>10.99 (0.74)</td>
<td>1.94 (–0.17 to 4.04)</td>
</tr>
<tr>
<td>Anxiety (HADS-A(^h))</td>
<td>5.94 (4.59)</td>
<td>5.91 (0.61)</td>
<td>6.70 (4.65)</td>
<td>6.73 (0.63)</td>
<td>–0.81 (–2.63 to 1.00)</td>
</tr>
<tr>
<td>Quality of life (ICECAP-O(^i))</td>
<td>0.76 (0.15)</td>
<td>0.76 (0.02)</td>
<td>0.82 (0.10)</td>
<td>0.83 (0.02)</td>
<td>–0.06 (–0.12 to –0.01)</td>
</tr>
</tbody>
</table>

\(^a\)Group means.  
\(^b\)Adjusted for outcome measure at baseline, age, sex, education, quality of the relationship at baseline, neurotic personality traits, and coach background.  
\(^c\)CSES: Caregiver Self-Efficacy Scale.  
\(^d\)\(P<.01\)  
\(^e\)CES-D: Center for Epidemiological Studies Depression Scale.  
\(^f\)PMS: Pearlin Mastery Scale.  
\(^g\)PSS: Perceived Stress Scale.  
\(^h\)HADS-A: Hospital Anxiety and Depression Scale-Anxiety.  
\(^i\)ICECAP-O: Investigating Choice Experiments for the Preferences of Older People.  
\(^j\)\(P<.05\)

**Discussion**

**Principal Findings**

This randomized controlled study evaluated the first blended-care intervention for caregivers of people with early-stage dementia developed together with potential users, following the MRC Framework, and demonstrated a significant improvement in care management self-efficacy, service use self-efficacy, mastery, and quality of life after receiving the PiB intervention; compared to a waiting-list control group receiving care as usual. Effect sizes were medium (>0.5) for quality of life to high (>0.8) for self-efficacy and mastery. No differences between groups were demonstrated for caregiver depression, anxiety, and perceived stress.

Results on caregiver self-efficacy, mastery, and quality of life are in line with previous results in an uncontrolled study [25] and results of previous eHealth interventions for dementia caregivers [22]. Furthermore, the results of the present study fit the Stress and Coping paradigm by Lazarus and Folkman [8] and the Social Learning theory by Bandura [9], suggesting that taking charge of the changes in one’s life increases self-efficacy and general wellbeing. Learning to positively manage life with dementia instead of managing the dementia itself in a self-management program may have facilitated caregivers’ adaptation to their new caregiving role. The program’s focus on enhancing positive, intact experiences that are tailored to the individual caregiver’s situation could explain the positive effects on caregiver self-efficacy [11]. In addition, the relationship between the participant and the coach may have influenced the outcomes. The process evaluation of the present study showed that both participants and coaches mentioned that their relationship with each other had deepened [38], which was also demonstrated in a previous blended-care intervention for depression [18]. The opportunity to reflect on one’s feelings anonymously in one’s personal safe environment is easier than face-to-face, but the face-to-face contact increased caregiver openness, and therefore coach empathy with their situation [19]. However, we expected that higher levels of wellbeing or quality of life could be the result of a decrease in stress [8,9], which could not be derived from the results of the present study. It is conceivable that interventions aimed at the early stages may not be capable to decrease burden and stress, as these are relatively low during the early stages [7], leaving little room for improvement. Previous caregiver interventions demonstrating positive effects on burden and stress were not specifically aimed at early-stages of dementia [20,39-41]. The process evaluation also revealed that the intervention period and dose varied between participants. Moreover, the discussion forum was not used because caregivers mentioned that sharing their story felt like a betrayal to the care recipient and reading about other people’s “misery” was considered undesirable [38]. These process characteristics may have influenced the intervention effectiveness [42]. Future follow up of PiB effects could clarify if an increase in self-efficacy results in a decrease...
or prevention of increased stress and depression on the long term.

Strengths and Limitations

High face validity was demonstrated as the program was evaluated in multiple institutions with multiple coaches of different backgrounds. Development together with the potential users and a pilot evaluation following the MRC Framework may have increased its effectiveness.

The waiting-list period may have affected the differences in outcomes between both groups. The effects of waiting are highly variable and depend on the characteristics of the sample and of the trial [43]. However, this design allowed all potentially interested participants to participate in the intervention program, which may have increased their motivation to participate given that usual care for mild dementia caregivers often either does not include counseling or includes only infrequent counseling [44]. Furthermore, the waiting-list group was not deprived of usual care. An alternative would be a pseudo-intervention in which only psycho-education or only attention of the coach is provided, but the aim of this study was not to evaluate merely the online aspect of the intervention, but the effect of the blended-care intervention of which psycho-education and face-to-face contacts are integral parts.

Intention-to-treat analyses was not fully possible, as intervention noncompleters refused to participate in further assessments. However, we did include participants that were not completely compliant (completed only 2, 3 or no modules at all) in the analyses [38]. Drop-out was higher in the intervention group compared to the control group, which could have resulted in inflated effect sizes. However, selective drop-out was not demonstrated as completers did not differ from noncompleters at baseline. Often mentioned reasons for drop-out were no need for help or refusal by the care recipient, which was demonstrated previously as reasons of nonuse of formal services [45,46]. Furthermore, a higher rate of drop-out in the intervention group has previously been reported. Previous randomized controlled trials even controlled for any possible loss of power beforehand by increasing the sample of the intervention group. Nevertheless, the current effect sizes should be interpreted with caution. Although the power of our group was not jeopardized based on our power calculation, future studies could consider controlling for a higher rate of drop-out in the intervention group to prevent loss of power.

Our sample was not limited to memory clinics only, but the included participants may represent a subgroup of all dementia caregivers in the early stages. Caregivers in the early stages often decline formal care and it is conceivable that many were not familiar with the care parties involved in recruitment and were therefore overlooked in this study [45,46]. This could have resulted in a highly motivated sample more open to support [47]. Furthermore, only computer-literate caregivers could be included, which represents only around 59% of dementia caregivers [48]. However, seniors’ use of internet is expected to rise in the near future [49], increasing the accessibility of PiB.

Future Research and Clinical Implications

Future research could consider combining all resources used during the intervention period with the intervention costs and outcomes in a cost-consequence analysis to aid decision makers. Furthermore, future research should evaluate sustainability of improvements at long-term follow-up. The higher rate of drop-out in the intervention group showed that this group feels overwhelmed but is perhaps most in need of the intervention. Some eHealth interventions show dropout rates of up to 80% [50-52] and therefore suggest blending face-to-face contacts with online modules, like the PiB program, to prevent these high drop-out rates. We found a relatively high response and participation rate [18], indicating that there is a need for at least having the option to choose for this type of caregiver support.

Conclusion

In conclusion, this study showed that a blended care self-management program for dementia caregivers in the early stages is effective in increasing caregiver self-efficacy, mastery, and quality of life on the short-term. The program could provide accessible care to future generations of caregivers of people with early-stage dementia and strengthen the primary caregivers.
Multimedia Appendix 1
CONSORT - EHEALTH checklist (V 1.6.1).
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Abstract

Background: Family planning is an effective tool for preventing death among women who do not want to become pregnant and has been shown to improve newborn health outcomes, advance women’s empowerment, and bring socioeconomic benefits through reductions in fertility and population growth. Yet among the populations that would benefit the most from family planning, uptake remains too low. The emergence of digital health tools has created new opportunities to strengthen health systems and promote behavior change. In this study, women with an unmet need for family planning in Western Kenya were randomized to receive an encouragement to try an automated investigational digital health intervention that promoted the uptake of family planning.

Objective: The objectives of the pilot study were to explore the feasibility of a full-scale trial—in particular, the recruitment, encouragement, and follow-up data collection procedures—and to examine the preliminary effect of the intervention on contraception uptake.

Methods: This pilot study tested the procedures for a randomized encouragement trial. We recruited 112 women with an unmet need for family planning from local markets in Western Kenya, conducted an eligibility screening, and randomized half of the women to receive an encouragement to try the investigational intervention. Four months after encouraging the treatment group, we conducted a follow-up survey with enrolled participants via short message service (SMS) text message.

Results: The encouragement sent via SMS text messages to the treatment group led to differential rates of intervention uptake between the treatment and control groups; however, uptake by the treatment group was lower than anticipated (19/56, 33.9% vs 1/56, 1.8%, in the control group). Study attrition was also substantial. We obtained follow-up data from 44.6% (50/112) of enrolled participants. Among those in the treatment group who tried the intervention, the instrumental variables estimate of the local average treatment effect was an increase in the probability of contraceptive uptake of 41.0 percentage points (95% uncertainty interval −0.03 to 0.85).

Conclusions: This randomized encouragement design and study protocol is feasible but requires modifications to the recruitment, encouragement, and follow-up data collection procedures.

Trial Registration: ClinicalTrials.gov NCT03224390; https://clinicaltrials.gov/ct2/show/NCT03224390 (Archived by WebCite at http://www.webcitation.org/70yitdJu8)

(J Med Internet Res 2018;20(7):e10756) doi:10.2196/10756
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**Introduction**

Family planning is one of the most effective public health interventions, and more women than ever before are experiencing the benefits. Voluntary family planning has been shown to prevent maternal death among women who do not want to become pregnant [1], improve newborn health outcomes [2], and bring socioeconomic benefits through reductions in fertility and population growth [3]. Contraceptive use may also advance women’s empowerment, but the evidence is weak [4,5].

Globally, in 2017, an estimated 715 million married or in-union women of reproductive age were using a modern method of contraception (58%), an increase of 22% since 2000 [6]. Despite this positive trend, another 203 million women—primarily in Asia and Africa—want to prevent or delay pregnancy but are not using a modern method of contraception [6]. This situation is referred to as an unmet need for modern contraception, and it signals the presence of barriers to uptake that may include limited access to methods, concerns about side effects, and other issues such as cultural norms against use. The proportion of women with an unmet need for contraception is highest in Africa, where more than 46 million married and in-union women (22%) would like to prevent or delay childbirth but are not using a modern method of contraception.

In Kenya, for instance, 17% of currently married and in-union women of reproductive age [7] and 26% of sexually active unmarried women [8] have an unmet need for family planning. This translates into approximately 1.3 million women in the country who are not using contraception but say they would like to avoid pregnancy. Millions of others are either unaware of the potential benefits of contraception, misinformed about the full range of modern methods available, or unsatisfied with previous experiences using contraception [7].

In recognition of the needs of women and girls living in Kenya and beyond, a major international initiative called Family Planning 2020 launched at the London Summit on Family Planning with the goal of “expanding access to family planning information, services, and supplies to an additional 120 million women and girls in 69 of the world’s poorest countries by 2020.” This initiative has sparked important gains, but more work remains if this goal is to be realized. Since the launch of FP2020 in 2012, an additional 38.8 million women have begun using a modern method of contraception [9]. While this progress is above historic trends, it is substantially off the pace required to meet the goal of adding 120 million new users by 2020. This gap suggests the need for new approaches that can augment existing efforts to expand the coverage of family planning.

Traditionally, efforts to promote the uptake of family planning have focused on demand generation activities, supply-side interventions, or a mixture of both. Demand generation interventions seek to change knowledge, attitudes, and practices regarding family planning. Common approaches include mass media advertising (also known as behavior change communication), one-on-one and small group discussions, and economic incentives such as conditional cash transfer programs. Supply-side interventions aim to increase access, improve quality, and lower costs for family planning services. A systematic review of 63 published evaluations of family planning interventions concluded that economic incentives and supply-side interventions had the most consistent effect on contraceptive use, but the overall quality of the evidence was low [10].

The emergence of digital health tools—such as short message service (SMS), interactive voice response, and mobile phone apps—have created new opportunities to strengthen health systems and promote behavior change [11,12], but the evidence base for digital health remains weak. As is the case for nondigital interventions [10], studies of digital health tools have found that it is easier to increase knowledge than to change behavior [13].

This pilot study represents another effort to promote behavior change through the use of an SMS text messaging intervention. Women with an unmet need for modern methods of contraception in Western Kenya were randomized to receive messages that encouraged them to try an investigational digital health intervention. The objectives of this pilot study were to explore the feasibility of a full-scale trial—in particular the recruitment, encouragement, and follow-up data collection procedures—and to examine the preliminary effect of the intervention on the uptake of contraception.

**Methods**

**Recruitment**

This was an external pilot study [14,15] conducted to inform the design and implementation of a separate full-scale trial. The study design was a randomized encouragement trial.

**Setting and Participants**

The target population for this study was Kenyan women who had an unmet need for family planning, that is, women who were not using family planning but wished to delay or prevent pregnancy. The accessible population was limited to women with an unmet need living in Bungoma County, Kenya.

**Recruitment and Eligibility Screening**

Over a period of 4 weeks in 2017, from July 12 to August 6, we conducted recruitment exercises at 6 open-air markets throughout the county. We identified 21 market venues in Bungoma County and selected 5 large markets and 1 small market that maximized geographical coverage. We visited each market on its “market day,” the day of the week when foot traffic peaks. Market days for the selected markets were Sunday, Monday, Wednesday, Thursday, and Friday. Our team visited 2 markets on Fridays.

Our market stall advertised an opportunity to participate in the “Bungoma County Women’s Health Study.” A team of 4 female study team members, all Kenyan, staffed the study table and screened women for eligibility. To be eligible to enroll in the study, women had to (1) be between the ages of 18 and 35 years (inclusive), (2) have an unmet need for family planning, (3) live in Bungoma County, (4) demonstrate phone ownership, (5) opt-in to receiving calls and SMS text messages related to the study, (6) demonstrate basic ability to operate the study tablets,
and (7) provide consent to participate in the study. Women who were pregnant or fewer than 4 months postpartum were excluded.

To begin the screening with an interested woman, a member of the study team asked the woman her age and county of residence. To demonstrate phone ownership and continue to the second stage of screening, the woman had to show the enumerator that she received a test SMS text message from the study shortcode. In the second phase of screening, the enumerator asked the woman if she was pregnant or currently using any method of family planning to prevent or delay pregnancy.

If the woman was eligible to move to the third stage of screening, the enumerator demonstrated how to use the tablet computer to complete the survey via audio computer assisted self-interview. The screening survey text and audio were available in English and Swahili. The woman had to demonstrate proficiency in an example exercise to continue to the full screening. Enumerators were on hand to assist participants who needed help using the tablet.

### Unmet Need

In the third and final phase of screening, the woman completed the baseline survey to enable us to classify her unmet need status and to collect relevant background information. The baseline survey instrument included several modules from the 2014 Kenya Demographic and Health Survey (Phase 7, short form), including household characteristics, respondent’s background, reproduction, contraception, and marriage and sexual activity [7].

To define unmet need for this study, we followed guidelines published by the Demographic and Health Survey Program (DHS, revised 2012) [16] and other relevant scholarly reviews [17]. A woman was classified as having an unmet need if she reported no current use of contraception, was not identified by the survey as infecund, and said she did not want to be pregnant for at least 2 years. A woman could also be classified as having an unmet need if she was postpartum amenorrheic and reported that she did not want her last birth at all or wanted to become pregnant later than she did. We further classified women as having an unmet need for limiting (does not want to become pregnant at all or wanted to become pregnant again; wants to delay pregnancy for at least 2 years). We extended this classification of unmet need to women who were not married or in a union if they reported being sexually active in the past 6 months, thus, putting them at risk for pregnancy. See our Multimedia Appendices for survey questions (Appendix 1) and a detailed algorithm for determining unmet need (Appendix 2).

### Enrollment

If a woman was eligible to participate in the study based on her responses to the screening, the tablet prompted the enumerator to review the informed consent form with her. If she consented to participate, the enumerator recorded her name and contact details in the study register. Every woman who completed the screening received an honorarium of KES 200 (approximately US $2) for her time and effort, regardless of whether she was eligible to participate in the study or consented to participate.

Ineligible women were not informed about the specific reason that they were ineligible to prevent others from determining which answers would trigger eligibility. At the time of enrollment, we informed participants that we might invite them to learn more about family planning and women’s health with one of our partners.

### Intervention

The investigational intervention was a digital health marketplace for family planning called Nivi [18]. At the time of the study, any woman (or man) in Bungoma County could send a toll-free SMS text message to the Nivi service to ask a question about reproductive health or trigger a free callback to complete an automated family planning counseling session via interactive voice response. This session resulted in a set of recommended methods that fit the client’s preferences and goals, along with referrals to local public and private providers offering one or more of these methods. After a period of time, clients were prompted to provide details about their experience with family planning providers and were eligible to receive a transportation voucher (approximately USD $2) as a nudge toward behavior change. The investigational intervention remained under active development during the pilot trial. Participants could text or call customer service representatives as needed.

### Experimental Design and Randomization

Since the service was available to anyone living in Bungoma County, it was not possible to restrict access and estimate the impact of the service through a randomized controlled trial. In situations like this, a randomized encouragement design can be very effective [19]. In a randomized encouragement design, participants are randomized to receive an invitation or special encouragement to receive an intervention. Not everyone who is encouraged will try the intervention (and some who are not invited will try it on their own); however, as long as those randomly assigned to receive the encouragement—"the treatment group"—try the intervention at a higher rate than those not encouraged—the “control group”—it is possible to estimate the impact of the intervention. This design has been used to study various interventions where two-sided noncompliance is possible [20-23].

In this pilot trial, we randomly allocated the sample of 112 enrolled women to the treatment or control arm (1:1). At the end of the recruitment period, the first author used the blockTools package [24] in R [25] to block randomize by age and baseline indicators of having attended postsecondary schooling, previous use and discontinuation of contraception, and being married or living in a union. One month after the end of the recruitment period, on October 2, 2017, women randomized to the encouragement arm received an invitation via SMS text message to try the service and complete a free family planning screening (plus bonus phone credit of approximately US $2, not conditional on the use of service). Women randomized to the control arm received a different set of messages thanking them for participating in the study; the control messages did not mention the investigational service.
Outcome Data Collection

We conducted a follow-up survey between February 14 and March 13, 2018, approximately 4 months after we invited the treatment group to try the service. Participants could complete the survey for free via an SMS text message in their preferred language or choose to receive a free callback from a study enumerator to complete the survey over the phone. Any woman who attempted to send an SMS text message but experienced an error was flagged for enumerator follow-up. The study enumerator was blind to each participant’s assignment until the end of the survey. We sent up to 4 SMS text message reminders from our study shortcode (mask “DGHI”) to study participants who did not reply. Women who completed the survey received an honorarium of KES 200 (approximately US $2) to appreciate their time and effort.

The primary outcome under investigation was self-reported use of a modern method of contraception [26] since the baseline survey. This included women who adopted and subsequently discontinued a method during this period. The reference point for the start of the recall period was the national election conducted on August 8, 2017, several days after the end of the baseline survey. We obtained a binary indicator of attempted service use by querying the system logs for participant phone numbers. If a participant’s phone number was present in the system logs, we coded her as having tried the service.

Statistical Analysis

Because encouragement designs lead to two-sided noncompliance, we planned to use instrumental variables regression to obtain an unbiased local average treatment effect (LATE) of the impact of service use on contraceptive uptake. We used the AER [27] package in R [25] to estimate LATE via two-stage least squares regression. In the first stage, we regressed the indicator of service use on the instrumental variable—a binary indicator of random assignment to the treatment group. In the second stage, we regressed the primary outcome of contraceptive uptake on the predicted values of service use from the first stage regression. Both regressions included baseline controls and the mode of follow-up survey. We used the ivpack [28] package to obtain corrected Huber-White SEs. The results of nonlinear specifications are presented in Multimedia Appendix 3.

For this approach to be valid, the instrumental variable (or instrument) must meet 3 assumptions: (1) The instrument is randomly assigned (independence assumption), (2) the instrument increases use of the investigational intervention, and (3) the instrument only affects the outcome through use of the intervention (exclusion restriction) [29]. We satisfy the independence assumption (1) through the randomized design, and we demonstrate assumption (2) to be true empirically. There is not a direct test of the exclusion restriction (3), but it seems reasonable to assume this is met because the encouragement to try the service did not itself encourage women to adopt contraception or otherwise counsel them on the importance of family planning.

One aim of the study was to test the recruitment procedures and examine the potential for attrition. We based the target sample size for the full trial on the assumption that a sample size of 50 would be needed in an individually randomized trial (25 per arm) to detect a difference in contraception uptake of 30 percentage points between the control group (10%) and the treatment group (40%), given an alpha of 5%, power of 80%, and a one-tailed test. We increased this sample size estimate by a factor of 2.8 to account for the fact that only a subset of the treatment group was expected to uptake the intervention (70%) and that there would be a differential rate of service uptake in the control group that was not encouraged (10%). The inflation factor was 1/(0.7 − 0.1)², producing an adjusted target sample size of 139 [30].

Ethical Review

Institutional Review Boards at Duke University and Moi University reviewed and approved this study protocol. This pilot study is registered with ClinicalTrials.gov (NCT03224390).

Results

Participant Characteristics

As shown in Figure 1, we assessed 772 women for eligibility and enrolled 112 women. A total of 660 women were excluded because they did not meet the inclusion criteria; 33.0% (218/660) of excluded women had a met need for contraception. Table 1 summarizes the characteristics of the enrolled sample. The average age of participants was 24.7 (SD 4.8) years. The majority of women in the study were married or in a union, and two-thirds reported previous pregnancies. The average woman gave birth to 1.6 (SD 1.6) children and desired to have a total of 3.6 (SD 1.3) children. Most women reported an unmet need for spacing, rather than limiting. As is typical of women in Bungoma County, according to the most recent DHS, the women in this study were familiar with family planning methods. Most women indicated that they had recently been exposed to family planning messages in the media, and the average woman said she had heard of 9.6 (SD 2.6) out of 12 methods assessed.

Intervention Uptake

The randomized encouragement design had only a modest effect on the probability of trying the intervention. Four months after the treatment group was encouraged via SMS text message to try the service, 33.9% (19/56) of women in the treatment group initiated a session, compared with only 1.8% (1/56) in the control group. The encouragement did produce a differential rate of uptake of 32.1 percentage points, but the difference was smaller than anticipated. Table 2 shows the correlates of intervention use among the treatment group. Age was negatively associated with use, which was expected. No other baseline characteristics of participants were significantly associated with use.

Table 1: Participant Characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Treatment Group</th>
<th>Control Group</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median Age (years)</td>
<td>24.7</td>
<td>24.7</td>
<td>0.58</td>
</tr>
<tr>
<td>Married or in a Union (%)</td>
<td>78.2</td>
<td>78.2</td>
<td>1.00</td>
</tr>
<tr>
<td>Previous Pregnancies (%)</td>
<td>67.1</td>
<td>67.1</td>
<td>1.00</td>
</tr>
<tr>
<td>Desired Children (SD)</td>
<td>3.6 (1.3)</td>
<td>3.6 (1.3)</td>
<td>1.00</td>
</tr>
<tr>
<td>Unmet Need for Spacing (%)</td>
<td>69.6</td>
<td>69.6</td>
<td>1.00</td>
</tr>
<tr>
<td>Familiar with Family Planning Methods (%)</td>
<td>9.6 (2.6)</td>
<td>9.6 (2.6)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 2: Correlates of Intervention Use

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Treatment Group</th>
<th>Control Group</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported Use (%)</td>
<td>33.9</td>
<td>1.8</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td>24.7</td>
<td>24.7</td>
<td>0.58</td>
</tr>
<tr>
<td>Baseline Controls (SD)</td>
<td>3.6 (1.3)</td>
<td>3.6 (1.3)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

References
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Figure 1. Participant flow diagram.

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control (N=56)</th>
<th>Treatment (N=56)</th>
<th>Kenya Demographic and Health Survey Program 2014 Reference Value</th>
<th>Reference Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>24.9 (4.6)</td>
<td>24.6 (5.0)</td>
<td>N/A*</td>
<td>N/A</td>
</tr>
<tr>
<td>Married or in union, %</td>
<td>55.4</td>
<td>60.7</td>
<td>59.7</td>
<td>All women, national, 20-24 years</td>
</tr>
<tr>
<td>Christian, %</td>
<td>96.4</td>
<td>94.6</td>
<td>91.4</td>
<td>All women, national, 15-49 years</td>
</tr>
<tr>
<td>Luhya tribe, %</td>
<td>75.0</td>
<td>78.6</td>
<td>15.0</td>
<td>All women, national, 15-49 years</td>
</tr>
<tr>
<td>Attended postsecondary schooling, %</td>
<td>19.6</td>
<td>17.9</td>
<td>7.2</td>
<td>All women, Bungoma, 15-49 years</td>
</tr>
<tr>
<td>No schooling, %</td>
<td>3.6</td>
<td>0.0</td>
<td>0.9</td>
<td>All women, Bungoma, 15-49 years</td>
</tr>
<tr>
<td>Nulligravida, %</td>
<td>30.4</td>
<td>33.9</td>
<td>35.3</td>
<td>All women, national, 20-24 years</td>
</tr>
<tr>
<td>Number of children born, mean (SD)</td>
<td>1.7 (1.6)</td>
<td>1.5 (1.6)</td>
<td>1.1b</td>
<td>All women, national, 20-24 years</td>
</tr>
<tr>
<td>Number of desired children, mean (SD)</td>
<td>3.7 (1.4)</td>
<td>3.4 (1.1)</td>
<td>3.6b</td>
<td>All women, national, 15-49 years</td>
</tr>
<tr>
<td>Unmet need for spacing, %</td>
<td>78.6</td>
<td>82.1</td>
<td>90.5</td>
<td>Currently married women*c, national, 15-49 years</td>
</tr>
<tr>
<td>Past use of family planning, %</td>
<td>75.0</td>
<td>67.9</td>
<td>30.5</td>
<td>All women*d, national, 15-49 years</td>
</tr>
<tr>
<td>Number methods known, mean (SD)*</td>
<td>9.7 (1.9)</td>
<td>9.4 (2.5)</td>
<td>8.7b</td>
<td>All women, national, 15-49 years</td>
</tr>
<tr>
<td>Not exposed to family planning messages, %</td>
<td>21.4</td>
<td>17.9</td>
<td>18.9</td>
<td>All women, Western, 15-49 years</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

*bStandard deviation not reported.

*cCurrently married women with an unmet need for family planning.

*dWomen who started an episode of contraceptive use within the 5 years preceding the survey and discontinued within 12 months.

*eAsked about knowledge of 12 different methods.

*fDid not hear or see a family planning message on a radio or television or read in a newspaper or magazine in the past few months.
### Table 2. Correlates of intervention uptake.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Dependent variable (tried intervention)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, beta (SE)</td>
<td>-.04 (.02)</td>
<td>.06</td>
</tr>
<tr>
<td>Married or in a union, beta (SE)</td>
<td>-.16 (.20)</td>
<td>.44</td>
</tr>
<tr>
<td>Identifies as Christian, beta (SE)</td>
<td>.44 (.33)</td>
<td>.20</td>
</tr>
<tr>
<td>Identifies as a member of Luhya tribe, beta (SE)</td>
<td>-.01 (.18)</td>
<td>.97</td>
</tr>
<tr>
<td>Attended postsecondary schooling, beta (SE)</td>
<td>.20 (.17)</td>
<td>.25</td>
</tr>
<tr>
<td>Nulligravida, beta (SE)</td>
<td>.09 (.24)</td>
<td>.71</td>
</tr>
<tr>
<td>Number of children born, beta (SE)</td>
<td>.04 (.10)</td>
<td>.65</td>
</tr>
<tr>
<td>Desired number of children, beta (SE)</td>
<td>.06 (.09)</td>
<td>.47</td>
</tr>
<tr>
<td>Has unmet need for spacing, beta (SE)</td>
<td>-.03 (.24)</td>
<td>.91</td>
</tr>
<tr>
<td>Past use of family planning, beta (SE)</td>
<td>-.26 (.17)</td>
<td>.14</td>
</tr>
<tr>
<td>Number of methods known, beta (SE)</td>
<td>.01 (.03)</td>
<td>.75</td>
</tr>
<tr>
<td>Not exposed to family planning messages, beta (SE)</td>
<td>-.19 (.20)</td>
<td>.35</td>
</tr>
<tr>
<td>Constant, beta (SE)</td>
<td>.71 (.58)</td>
<td>.23</td>
</tr>
</tbody>
</table>

**a**Sample limited to women randomly assigned to the treatment group.  

**b**Coefficients estimated through linear probability model regression.  

**c**N/A: not applicable.

### Study Attrition

As shown in [Figure 1](#), there was a substantial amount of attrition. We obtained follow-up data from 44.6% (50/112) of enrolled participants. Slightly more than half (56.0%, 28/50) of participants who completed the follow-up survey did so via an SMS text message (vs via a phone call with a study enumerator). Table 3 shows that attrition was higher among the control group, but this difference was not statistically significant. Attrition was significantly associated with a few baseline characteristics, including postsecondary education, nulligravida, and the mean number of children born; participants found at endline were more likely to have attended postsecondary schooling, have never been pregnant, and have fewer children. The impact analysis controls for these baseline characteristics and the mode of survey administration. Missing follow-up observations were imputed with baseline values (last observation carried forward), which in this study was no contraceptive use on study entry.

### Effects of Intervention Use

Table 4 presents preliminary evidence of the impact of the investigational intervention on the adoption of contraception. We found that assignment to the treatment group (ie, assignment to receive an encouragement to try the intervention) led to an increase of 12.7 percentage points in the likelihood of contraception use. This is the reduced form estimate (ie, the effect of the invitation—encouragement—on the uptake of contraception). The causal effect of interest, however, is the ratio of the reduced form estimate to the first stage estimate: 41.0 percentage points. This effect is known as LATE, and it represents the average causal effect for women whose use of the intervention was determined only through the random encouragement to try the intervention. In other words, it is the effect of using the intervention on contraceptive uptake. The sign of this estimate appears to be positive, but the CI is wide.

Two additional specifications are presented in [Multimedia Appendix 3](#): (1) ordinary least squares estimates produced without the use of last observation carried forward imputation for missing data and (2) probit regression estimates. In the models based on the subset of complete data (1), the estimates and CIs are slightly wider than those presented in Table 4. In the nonlinear specifications (2), the results are consistent with the linear results presented in Table 4.
Table 3. Baseline participant characteristics by follow-up status.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Not found (N=62)</th>
<th>Found (N=50)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assigned to treatment, n (%)</td>
<td>27 (44)</td>
<td>29 (58)</td>
<td>.18</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>25.0 (5.0)</td>
<td>24.4 (4.6)</td>
<td>.54</td>
</tr>
<tr>
<td>Married or in union, n (%)</td>
<td>39 (63)</td>
<td>26 (52)</td>
<td>.33</td>
</tr>
<tr>
<td>Christian, n (%)</td>
<td>58 (94)</td>
<td>49 (98)</td>
<td>.50</td>
</tr>
<tr>
<td>Luhya tribe, n (%)</td>
<td>47 (76)</td>
<td>39 (78)</td>
<td>.96</td>
</tr>
<tr>
<td>Attended postsecondary schooling, n (%)</td>
<td>7 (11)</td>
<td>14 (28)</td>
<td>.045</td>
</tr>
<tr>
<td>No schooling, n (%)</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>.57</td>
</tr>
<tr>
<td>Nulligravida, n (%)</td>
<td>15 (24)</td>
<td>21 (42)</td>
<td>.07</td>
</tr>
<tr>
<td>Number of children born, mean (SD)</td>
<td>1.8 (1.7)</td>
<td>1.2 (1.3)</td>
<td>.04</td>
</tr>
<tr>
<td>Number of desired children, mean (SD)</td>
<td>3.7 (1.4)</td>
<td>3.4 (1.1)</td>
<td>.13</td>
</tr>
<tr>
<td>Unmet need for spacing, %</td>
<td>47 (76)</td>
<td>43 (86)</td>
<td>.27</td>
</tr>
<tr>
<td>Past use of family planning, n (%)</td>
<td>46 (74)</td>
<td>34 (68)</td>
<td>.61</td>
</tr>
<tr>
<td>Number methods known, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9.4 (2.3)</td>
<td>9.8 (2.1)</td>
<td>.31</td>
</tr>
<tr>
<td>Not exposed to family planning messages&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>14 (23)</td>
<td>8 (16)</td>
<td>.53</td>
</tr>
</tbody>
</table>

<sup>a</sup>Two-sample t tests of mean differences and two-proportions z tests of differences in proportions.

<sup>b</sup>Asked about knowledge of 12 different methods.

<sup>c</sup>Did not hear or see a family planning message on a radio or television or read in a newspaper or magazine in the past few months.

Table 4. Impact on contraception adoption (N=122).

<table>
<thead>
<tr>
<th>Model details&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Tried intervention</th>
<th>Adopted contraception</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First stage regression estimate&lt;sup&gt;b&lt;/sup&gt; (95% CI)</td>
<td>Intent-to-treat estimate&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
</tr>
<tr>
<td>Assigned to treatment</td>
<td>.31 (0.19 to 0.44)</td>
<td>.13 (−0.01 to 0.26)</td>
</tr>
<tr>
<td>Tried intervention</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Mean in control group</td>
<td>.02</td>
<td>.16</td>
</tr>
</tbody>
</table>

<sup>a</sup>Models include the following controls: an indicator for mode of follow-up survey administration and several baseline characteristics, including age, number of children born, and indicators for having attended postsecondary schooling, past use of family planning, being married or in a union, and nulligravida.

<sup>b</sup>The first stage regression estimate is the coefficient on assignment to treatment from an ordinary least squares regression of intervention use on assignment.

<sup>c</sup>The intent-to-treat estimate is the coefficient on assignment to treatment from an ordinary least squares regression of contraception adoption on assignment.

<sup>d</sup>The instrumental variables estimate is the coefficient on intervention use in a two-stage least squares regression of contraception adoption on assignment and intervention use.

<sup>e</sup>N/A: not applicable.

Discussion

Principal Findings

This pilot study demonstrates that the proposed recruitment, encouragement, and data collection procedures are feasible, but some modifications are necessary prior to conducting a full trial. Additionally, analysis of the pilot data suggests that the investigational intervention may have a positive effect on contraceptive uptake among women with an unmet need in Kenya, but a full trial is required to replicate the direction of this effect and more precisely estimate the effect size.

During a recruitment period that lasted 4 weeks, we screened 772 women for eligibility, but only enrolled 14.5% (112/772) in the study. At this rate, it would have taken another week to reach our original target sample size. While this approach was feasible in terms of time and resources, it was inefficient in two ways. First, two-thirds of women who were ineligible to enroll did not meet the basic eligibility criteria such as age, residence, and phone ownership. Screening out these women was not time intensive, but we could have eliminated some work and inconvenience to interested women by more clearly stating the criteria on the market stall signage. Second, 1 out of every 3 ineligible women was ineligible because they did not have an unmet need for family planning. To some extent, this was...
unavoidable because we did not directly recruit women with an unmet need, but rather embedded checks for eligibility in a short screening available to all women in the eligible age range. In a future trial, it may be advantageous to recruit from other subpopulations in addition to open-air markets to increase the probability that the pool of potential participants will have an unmet need. For instance, recruiting from postsecondary institutions would enable us to reach younger, unmarried women who may be sexually active but not using contraception. Postnatal clinics are another potential venue for recruitment as there is a high unmet need among new mothers in this region.

We used a randomized encouragement design to account for expected two-sided noncompliance with treatment assignment. Women assigned to the treatment group received an invitation via an SMS text message to try the intervention, and 33.9% of these women accepted the invitation, a conversion rate that appears to be consistent with SMS text message marketing conversion rates observed in industry [31]. By comparison, 1.8% of control participants tried the intervention. The encouragement led to a differential rate of intervention uptake of 32.1 percentage points, thereby making causal identification possible using assignment to treatment as an instrument.

The intervention uptake rate is important because incomplete uptake requires an inflation of sample size estimates that are based on fixed parameters for power, alpha, and the desired minimal detectable effect size for traditional randomized controlled trials. Another important consideration for the optimal sample size is attrition. In this study, 44.6% of enrolled participants completed the follow-up survey via an SMS text message or a phone call with a study enumerator. We did not collect detailed tracking information from participants during the recruitment process, so we could only invite participants to complete the survey via an SMS text message. In a future trial, it will be important to have the option to conduct in-person follow-up to reduce study attrition. Other studies that relied solely on SMS text message invitations as we did have encountered similar challenges [13].

A third key consideration for sample size calculations is the minimal detectable effect size. In this study, the instrumental variables estimate of the treatment effect was an increase in the likelihood of contraception uptake of 41.0 percentage points among the treatment group members who tried the intervention. This is an approximate standardized effect size of 1.1; however, this is only a point estimate, and 95% CI is wide. While the results suggest that the intervention effect may be positive, the point estimate is not measured precisely. The effect observed in this study is large relative to other SMS text message interventions for health behavior change [13,32,33], so it will be important to use a more conservative estimate to determine the optimal sample size for the full trial.

Limitations

The main limitation of this study was attrition. While attrition was not significantly associated with treatment assignment, found and unfound participants at endline differed on a few baseline characteristics. The preliminary impact analysis controls for these differences, but selection bias is a concern. Our reliance on self-reported data, while standard for a trial like this, also has the potential for bias.

As this study was conducted in only one, largely rural county in Kenya, the results may not generalize to urban or international markets. Additionally, the study was conducted at a unique and challenging time. A few days after the end of the recruitment period, Kenyans voted in a national election that was ultimately nullified by the Supreme Court. A second election took place on October 26, 2017, roughly 2 weeks after the treatment group was encouraged to try the intervention. Then in early November, a 5-month national nurse’s strike came to an end, and nurses around the country—including the bulk of the country’s family planning service providers—returned to work. In short, the pilot study was conducted during a period of uncertainty, likely distrust of SMS text message marketing amid heavy political advertising, and a significant decrease in the availability of family planning providers. Given these extenuating circumstances, we attempted to follow-up with participants approximately 4 months after the treatment group was encouraged to try the service rather than 1 month as originally planned.

Conclusions

This randomized encouragement design and study protocol is feasible but requires modifications to the recruitment, encouragement, and follow-up data collection procedures.
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Abstract

Background: Remote measurement technology refers to the use of mobile health technology to track and measure change in health status in real time as part of a person’s everyday life. With accurate measurement, remote measurement technology offers the opportunity to augment health care by providing personalized, precise, and preemptive interventions that support insight into patterns of health-related behavior and self-management. However, for successful implementation, users need to be engaged in its use.

Objective: Our objective was to systematically review the literature to update and extend the understanding of the key barriers to and facilitators of engagement with and use of remote measurement technology, to guide the development of future remote measurement technology resources.

Methods: We conducted a systematic review using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines involving original studies dating back to the last systematic review published in 2014. We included studies if they met the following entry criteria: population (people using remote measurement technology approaches to aid management of health), intervention (remote measurement technology system), comparison group (no comparison group specified), outcomes (qualitative or quantitative evaluation of the barriers to and facilitators of engagement with this system), and study design (randomized controlled trials, feasibility studies, and observational studies). We searched 5 databases (MEDLINE, IEEE Xplore, EMBASE, Web of Science, and the Cochrane Library) for articles published from January 2014 to May 2017. Articles were independently screened by 2 researchers. We extracted study characteristics and conducted a content analysis to define emerging themes to synthesize findings. Formal quality assessments were performed to address risk of bias.

Results: A total of 33 studies met inclusion criteria, employing quantitative, qualitative, or mixed-methods designs. Studies were conducted in 10 countries, included male and female participants, with ages ranging from 8 to 95 years, and included both active and passive remote monitoring systems for a diverse range of physical and mental health conditions. However, they were relatively short and had small sample sizes, and reporting of usage statistics was inconsistent. Acceptability of remote measurement technology according to the average percentage of time used (64%-86.5%) and dropout rates (0%-44%) was variable. The barriers and facilitators from the content analysis related to health status, perceived utility and value, motivation, convenience and accessibility, and usability.

Conclusions: The results of this review highlight gaps in the design of studies trialing remote measurement technology, including the use of quantitative assessment of usage and acceptability. Several processes that could facilitate engagement with this
technology have been identified and may drive the development of more person-focused remote measurement technology. However, these factors need further testing through carefully designed experimental studies.

**Trial Registration:** International Prospective Register of Systematic Reviews (PROSPERO) CRD42017060644; https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=66044 (Archived by WebCite at http://www.webcitation.org/70K4mThTr)

(J Med Internet Res 2018;20(7):e10480) doi:10.2196/10480
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mHealth; technology; engagement; systematic review; telemedicine; remote sensing technology; patient participation; review

**Introduction**

Global smartphone ownership has increased, which provides ready access to the internet, and a means of actively logging information and passively gathering big data [1]. Alongside this, a surge in the availability of wearable devices (eg, smart watches and fitness trackers) has enabled continuous and real-time collection of biosignatures and accelerometry [2]. These mobile tools, and platform infrastructures surrounding them, could provide intelligent remote measurement technology (RMT) to support health management. Direct feedback, for instance information about sleep quality, heart rate, mood, and activity, could enable users of RMT to play a more active role in managing their own health that is integrated into daily life. Similarly, feedback to health care professionals could facilitate efficient and timely decisions about treatment. Although these tools have the capacity to augment and extend health care opportunities, they also come with challenges associated with acceptability. A clear understanding of the key barriers to and facilitators of engagement for all stakeholders is an essential part of developing feasible, acceptable, and desired RMT systems.

Engagement is defined as the extent to and manner in which people actively use a resource and has been operationalized as a multistage process involving the point of engagement, a period of sustained engagement, disengagement, and reengagement [3]. Many factors may influence this engagement process at different time points. Indicators of poor engagement may include low initial uptake from the first point of contact or reduced interaction over time, in some cases leading to complete disengagement or dropout. Davis et al [4] conducted a systematic review of the feasibility and acceptability of RMT in primary care from the perspective of staff. They extracted themes from 16 studies, which included concerns regarding changes to roles and responsibilities, the need for extra resources and training, and questions about the usefulness of the data and overtreatment of patients. However, they also highlighted the benefits associated with direct patient education. They emphasized the need for target users, that is, people living with health problems, to be involved in product development and implementation, but the engagement of these target users was beyond the scope of their previous review.

The purpose of this systematic review was to update and extend the understanding of the barriers to and facilitators of engagement with RMT systems for target users. We defined RMT following Davis et al [4], and we categorized it into passive (data are obtained by on-body biosensors and built-in smartphone sensors) and active RMT (requires some interaction, such as completing short questionnaires at repeated time intervals). Passive RMT may interact with active RMT, by sensor activation prompts to perform an action. The review followed the population, intervention, comparison group, outcomes, and study design framework, to answer questions related to barriers to and facilitators of engagement with RMT systems. We achieved this through analysis of the qualitative feedback and quantitative data, such as ratings scales and usage statistics gathered from people using RMT. The aim was to extend the evidence in this area to guide the development of future RMT resources.

**Methods**

Following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines, we conducted a systematic review of studies to answer the question “What are the barriers to and facilitators of engagement with remote measurement technology?” We registered the trial with the International Prospective Register of Systematic Reviews (PROSPERO registration number CRD42017060644).

**Inclusion Criteria**

We included studies if they met the following criteria: (1) were published in English; (2) included health care RMT, defined as any mobile technology that enables monitoring of a person’s health status through a remote interface, with the data then either transmitted to a health care provider for review or to be used as a means of education for the user themselves [4]; and (3) were original studies published from January 2014 reporting the results of questionnaires, interviews, focus groups, and other indicators (eg, reasons for dropout), providing information about barriers to and facilitators of engagement with RMT systems using mHealth tools. We stipulated no diagnostic exclusions, so we included people using RMT to support any physical or mental health condition and healthy populations where interventions focused on improving general well-being.

**Search Strategy**

We searched Ovid MEDLINE, IEEE Xplore, EMBASE, Web of Science, and the Cochrane Library using the combined terms “remote” or “mobile” and “technology” or “devices,” along with “telemedicine” and “mHealth.” Multimedia Appendix 1 provides details of all search strategies. The initial search was completed in July 2016 and the process was repeated in May 2017. Two authors (SS and FM) independently screened articles by titles, abstracts, and then full texts to assess whether they...
met the inclusion criteria. The repeated screening on the second batch of articles was carried out by 2 other authors (BG and HC).

**Data Abstraction and Synthesis**

**Study Characteristics**

We extracted the following data: (1) device type and RMT system (including active and passive data); (2) population characteristics, including diagnostic categories, sample size, time using RMT, and the country in which the study was conducted; and (3) methods used to gather qualitative information on the feasibility and acceptability, grouped as follows: usage statistics, questionnaires, structured or semistructured interviews, focus groups, and descriptive feedback.

**Content Analysis**

One author (SS) read and reread the results reported in articles published from January 2014 to July 2016 to extract individual barriers and facilitators (defined as “a circumstance or obstacle that may prevent the adoption of remote measurement technology” or “make adoption easy or easier”). The coding frame was developed by 3 authors (SS, BG, and HC) using these data. It consisted of the following themes: health status, usability, convenience and accessibility, perceived utility, and motivation, with subthemes. This coding frame was then tested on a further batch of articles published from June 2016 to May 2017 (coded by authors BG and HC and discrepancies evaluated by SS). This replication test allowed for a validation and potential extension of the initial coding frame.

**Assessing Study Quality**

Methodological quality was assessed by 2 independent raters using the Mixed Methods Appraisal Tool (MMAT) [5]. The MMAT is a 21-item checklist of 5 research designs, with scores ranging from 0 to 1 in increments of 0.25. The MMAT does not provide a categorical distinction between studies of low or high quality. Interrater reliability has been reported to range from 0 to 1 in increments of 0.25. The MMAT does not provide a categorical distinction between studies of low or high quality; rather, it provides a descriptive framework of study quality. Interrater reliability has been reported to range from moderate to perfect (kappa range .53-1; Pace et al [5]).

**Results**

**Study Selection**

Of the 3187 abstracts and titles identified, 33 original articles met our inclusion criteria (see the PRISMA flow diagram in Figure 1 for a breakdown of this process). Multimedia Appendix 5 [6-38] presents study characteristics and participant demographics.

**Participants**

Studies varied in their sample size (7-365 participants), as well as the age (8-95 years) and sex of participants (30 studies included both male and female participants).

**Study Characteristics**

Studies were conducted in 10 countries: the United States (n=24), United Kingdom (n=1), Canada (n=1), Taiwan (n=1), Sweden (n=1), Poland (n=1), Australia (n=1), Switzerland (n=1), Germany (n=1), and New Zealand (n=1). Study durations ranged from 1 to 13 months, and 3 studies consisted of only a single individual or group session.

**Remote Measurement Technology Characteristics**

A total of 6 studies used passive RMT, including wearable pedometers and accelerometers, and built-in smartphone activity monitors (see Multimedia Appendix 5). Most studies used active RMT (n=17), including smartphone-based systems (eg, ecological momentary assessment, patient-reported outcome measures, and activity logs) and wireless monitoring devices (eg, blood pressure monitors and weight scales). Both active and passive RMT were used in 10 studies.

RMT systems provided feedback to users (n=17), members of the users’ health care team (n=7), or both (n=9). Feedback was provided in various forms, including visual displays (eg, graphs), report summaries, historic reporting patterns, and messages (eg, health advice and motivational feedback).

**Health Conditions**

The studies covered many health conditions, with most concentrating on 1 condition (n=17). A total of 2 studies featured more than 1 physical health diagnosis (diabetes and obesity, and multiple genetic blood disorders). Only 4 studies related to mental health conditions such as psychosis and posttraumatic stress disorder; and 2 studies included both physical and mental health conditions (eg, depression and type 2 diabetes, HIV, and substance use disorders). The remaining studies supported general health and well-being (n=7), and smoking cessation (n=1).

**Assessment of Outcomes**

In total, 27 studies employed quantitative methods to identify barriers to and facilitators of using RMT systems, including usage statistics (n=20) and questionnaires (n=19). Most questionnaires (15/19, 79%) were unvalidated measures developed for the study. Only 4 studies used validated measures, including the System Usability Scale, the Telehealth Usability Questionnaire, and the Technology Acceptance Model Questionnaire. Similarly, types of usage statistics reported varied greatly between studies. Of these 27 studies, 9 employed a mixed-methods design and asked for qualitative information (ie, from semistructured interviews and focus groups) and quantitative information from their users; 6 studies employed purely qualitative methods.
Study Quality

Of the reviewed studies, 2 obtained the maximum score of 1 on the MMAT [6,7], with the remaining studies scoring 0.75 (n=13), 0.5 (n=11), or 0.25 (n=7). Higher ratings were prohibited for a range of reasons, including a lack of adequately reported information regarding researchers’ influence on the qualitative findings and their generalizability, description of sampling method, and method of analysis.

Quantitative Measures: Engagement and Adherence

Of the 5 studies that reported on the average number of times the RMT system was used, 3 reported the total number of interactions and 2 reported the number of days that people interacted with the app; 2 reported on the percentage of people who wore the wearable device for the whole study; and 4 set a threshold for the appropriate level of adherence (which varied between studies) and reported the percentage of people meeting these requirements. The remaining studies reported idiosyncratic usage statistics that were not comparable across studies. This variability severely limited quantified conclusions. For the few studies that reported the average percentage of time used, this ranged from 64% to 86.5% [8-10]. The average total number of interactions varied between 8.5 and 29.7 and may have depended on the type and length of the intervention [6,11,12]; the lowest level of interaction was with video content and the highest was with a person via a text message. The average numbers of interactions per week also varied between 3.5 [13] and 12 times per week [14]. The average percentage of people who wore the wearable device for the duration of the study ranged from 50% to 75% [15,16], and the percentage of people meeting a prespecified threshold for adherence varied from 41.7% to 81.8% [7,9,12,17]. Although studies reported varying degrees of attrition [10,13,18], dropout rate reporting was more frequent and ranged from 0% to 44% with a mean of 11.0% (SD 11.4). Table 1 summarizes the reasons reported for dropout. Overall, there was significant variation across studies, and there was no specific measure that is comparable across studies.
Table 1. Reasons for dropout across studies.

<table>
<thead>
<tr>
<th>Reason for dropout</th>
<th>Frequency</th>
<th>Related theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lost or stolen smartphone</td>
<td>23</td>
<td>Usability</td>
</tr>
<tr>
<td>Technical malfunction (eg, smartphone corrupted, not receiving texts, or delivery delays)</td>
<td>7</td>
<td>Usability</td>
</tr>
<tr>
<td>Exacerbation of health condition, including participants who were injured or died during the course of the study</td>
<td>6</td>
<td>Health status</td>
</tr>
<tr>
<td>Deleted app</td>
<td>3</td>
<td>Usability</td>
</tr>
<tr>
<td>App not compatible with existing smartphone</td>
<td>3</td>
<td>Convenience and accessibility</td>
</tr>
<tr>
<td>Unexpected usage patterns (eg, switched smartphone off in between answering surveys, left smartphone plugged into charger, used smartphone in airplane mode)</td>
<td>3</td>
<td>Perceived utility</td>
</tr>
<tr>
<td>Moved out of area or was discharged from hospital</td>
<td>3</td>
<td>Convenience and accessibility</td>
</tr>
<tr>
<td>Sold smartphone</td>
<td>2</td>
<td>Perceived utility</td>
</tr>
<tr>
<td>Changed mobile phone or service plan</td>
<td>2</td>
<td>Convenience and accessibility</td>
</tr>
<tr>
<td>Practical technical difficulties (eg, not being able to download the app)</td>
<td>2</td>
<td>Usability</td>
</tr>
<tr>
<td>Broken smartphone</td>
<td>1</td>
<td>Usability</td>
</tr>
<tr>
<td>Inconsistent wireless network</td>
<td>1</td>
<td>Convenience and accessibility</td>
</tr>
<tr>
<td>App consumed too much battery</td>
<td>1</td>
<td>Usability</td>
</tr>
<tr>
<td>System too slow</td>
<td>1</td>
<td>Usability</td>
</tr>
<tr>
<td>Unspecified reason</td>
<td>11</td>
<td>Not applicable</td>
</tr>
</tbody>
</table>

Qualitative Analysis: Themes of Barriers and Facilitators

We divided themes into 5 major categories that made up a coding frame for structuring the minor themes. The two batches of articles (2014-2015 and 2016-2017) yielded subthemes that fitted within the same coding frame, with all major themes represented across the two time periods providing evidence of validity. No new themes arose in the later studies. The following section describes the findings for each major theme, with barriers and facilitators in italics. Multimedia Appendix 2 and Multimedia Appendix 3 display the categorization of subthemes for active RMT and passive RMT (including combinations of active and passive RMT), respectively.

Health Status

Exacerbations in health conditions, such as a chronic heart or respiratory condition, or episodes of being acutely unwell, such as experiencing a sickle cell crisis, have been reported to disrupt engagement and RMT use [6,10,18]. This disruption was related to a change in environment (hospital rather than own home) [6,18], as well as the acute exacerbation of health problems. Other longer-term health-related barriers to engagement in RMT included difficulties due to poor vision [19]. This was discussed in the context of older age; however, this was not tested directly.

Usability

Technical malfunctions were by far the most widely reported barriers, with 11 studies reporting ways in which these factors affected usability of the RMT systems [6,10,17,20-27]. This included not receiving notifications or receiving them at the wrong time, disappearance of the app, freezing of the system, losing power or restarting without warning, and difficulties connecting remote (wearable and other smart technology) devices with apps. Studies reported that this led to participant withdrawal [6], data loss [17,23,24], or significantly fewer data entries (eg, by 35%) [10]. Ben-Zeev et al [8] reported that clarity of information enhanced usability and facilitated engagement. In their study, 90% of participants reported that they thought they could learn to use the app very quickly, but no data were provided to suggest that these self-reports were valid. For other studies, difficulties inputting information into apps was a reason for discontinuing [15]. This may have depended on the type of data, length of time that participants were required to log data, or the value that people placed on the feedback, but a theme around engagement being potentially facilitated by clear and simple tasks emerged.

Where technical malfunctions and complexities in terms of usability arose, practical support was sometimes necessary. Some studies reported that problems such as “creating user accounts, answering intake question and navigating content due to unexpected behavior of keyboards, scroll bars, buttons, and other interface widgets” could be addressed with minor adjustments [22], although the authors provided no data on changes that had improved engagement. Engelhard et al [9] reported that where technical difficulties arose all could be solved by a phone call with the study coordinator; these authors offered no data to back up this claim.

In addition to technical functionality and clarity of information, we grouped other subthemes under the broader theme of usability. Speed of the system was a potential influence on engagement, with 1 participant withdrawing from a study due to frustrations with the slowness of the system [6]. Use of larger devices (smart tablets vs smartphones) in 1 study resulted in significantly more diary entries (by 30%) [10]. Given that this
difference emerged between 2 groups, it is unclear whether this arose from individual preferences or that larger devices led to better engagement. However, in another study that compared within-group differences, only 20% (10/51) of participants aged between 50 and 94 years were reported to be capable of using a smartphone, as opposed to a larger smart tablet for data entry and active monitoring; of these 10 people, only 3 considered the smaller device easy to use [28]. Loss or damaged device was a clear barrier to usability and participation, mentioned in 4 studies [8,13,15,26]. Further disruptions to response collection due to changes in service plans such that participants could no longer receive text messages [17] or excessive consumption of the smartphone battery [29] were mentioned as a barrier to data entry completion in another study [10].

Convenience and Accessibility

Compatibility with one’s existing routine, including the ability to use your own devices, appeared as a subtheme. Ding et al [29] reported that 2 participants withdrew because the app was unable to function on their personal smartphone. Peng et al [30] stated that, even though the app functioned correctly, participants did not necessarily use it if other strategies, such as paper logbooks, already satisfied their needs. What is not clear from this study is at what point participants disengaged: immediately or after a trial period? Convenience was limited when there were restrictions on the placement of the wearable device—for example, participants had to carry their smartphone in their pocket [31]. However, resulting data loss was not reported. Systems that provided opportunities for passive or automatic data collection were endorsed as being more convenient where this approach met the objectives of RMT [32], but the impact on adherence was not a focus of the study.

Where users were required to actively engage with data collection (active RMT), the presence of notifications facilitated engagement [14,20]. These notifications became less important once the monitoring had become part of the participant’s daily routine [14]. Surveys were much more likely to be completed if users were prompted with a notification. For instance, 93.5% of check-in surveys were completed following a notification rather than being self-initiated [12]. But other systems seemed to be able to produce high engagement even from self-initiated reports without prompts. For instance, a study by Ben-Zeev and colleagues achieved 62.5% adherence to data collected on mood, sleep, medication use, and psychosis symptoms [8]. But notifications can also be a barrier when they are not received at the right time; Cushing et al [20] and Juengst et al [23] and other studies reported that participants requested the ability to postpone responses to notifications so they might answer them at a convenient time [33], but there is no evidence that when this was done there was an improvement in engagement.

Other major barriers were related to participants’ access to resources such as websites and videos due to a poor internet connection or lack of a Wi-Fi connection, and use of old computer systems [10,11,15]. This caused difficulties with specific processes such as setting up resources [21], with 2 participants withdrawing due to difficulties in acquiring a consistent wireless service [14]. Other problems with accessibility included poor telephone network coverage, which caused delays in receiving text messages [15] and, in 1 case, resulted in 39% of participants missing training sessions [7].

Lack of familiarity with and knowledge about how to use technology, such as websites, smartphone apps, and wearable devices, was reported as a challenge with using RMT systems and a source of frustration for participants [21,26]. But the impact on engagement was not quantified. Forgetfulness was raised as interfering with the individual’s ability to access passwords, complete questionnaires, wear their device, and sync their wearable device to their smartphone [10,16,21,26], but this was not quantified. Digital literacy and other practical barriers were overcome through offering instructions and support from the study coordinator [9,28]. Research into the type of support necessary to increase engagement was lacking and may be a subject for future reviews.

Other barriers within this theme included RMT systems not being adequately tailored to the disability status of individual participants. In the study of Engelhard et al [9], some participants felt that questions were irrelevant to them and did not want to continue reporting symptoms that showed no sign of change. The authors suggested integrating adaptive patient-reported outcome measures. Cultural relevance of study support materials was also reported to enhance engagement [25]; however, this was a qualitative study that provided no evidence of how it enhanced engagement.

Perceived Utility

Perceived Rewards

The results of 4 studies demonstrated a positive and motivating effect of feedback [11,32,34,35]. Buchem et al [34] reported that 50% of participants felt motivated by virtual rewards such as badges (ie, an indicator of accomplishment, skill, quality, or interest that can be earned). Dale et al [11] reported that 67% of participants liked receiving motivational texts from the RMT system. The results were less clear in the remaining studies, but some participants reported a benefit associated with learning about their real-time activity [32] and talking about app data with a study coordinator [35].

Further incentives that were suggested to increase motivation to engage included social sharing and comparison [16,32,36] or gaming features, including monetary rewards [20]. Another aspect reported to be “enjoyable” in 1 study was the receiving the training instructions, which was seen to be an important contributor toward increased engagement [34].

Perceived Costs

Financial costs were a clear barrier to engagement in 2 studies. Ho et al [36] found that 56% of their sample, based on their current income, would have struggled to afford a program that required payment of a large initial sum, followed by smaller regular payments. Naslund et al [16] reported that commercially available, wearable tracking devices alone were seen to be expensive and difficult to obtain for individuals with a low income. Some participants who were provided with devices that were perceived to be expensive were found to sell or pawn them [13].
Privacy concerns were also reported in 1 study, in which a participant disengaged and switched their mobile phone to airplane mode due to concerns about being tracked [13]. This study investigated an RMT system for people with psychosis and was the only study to raise concerns about privacy as the reason for disengagement. Disengagement was, however, raised in relation to other issues such as feeling uncertain about the user benefits and the reliability or accuracy of the data being recorded [15,28].

Motivation

The value of the RMT system appeared to be affected by people’s intrinsic motivation to learn and sustain engagement. The impact of perceived rewards on motivation has already been mentioned, but these studies did not quantify this effect or report the impact across time. One additional study highlighted that, over time, active RMT became burdensome, and this affected 1 participant’s motivation to engage [30]. Others reported that boredom had a negative impact on engagement [32]. The magnitude of this negative impact was not measured and discussed. Extrinsic motivation and reception from others (eg, clinicians) also affected use, with participants reporting a reluctance to try mHealth technologies if their doctor did not recommend it [30]. However, this finding was reported in the context of a hypothetical scenario rather than in a trial of an actual RMT.

Relationship Between Adherence and Themes

Dropout is a clear indicator of problems with engagement. Reasons for dropout spanned several of the qualitative themes, with problems related to usability of the wearable device and the smartphones apps being the most frequent. Convenience and accessibility was the second most frequent theme. The study that reported the greatest percentage of dropouts included one of the largest samples (n=342) and followed people with a diagnosis of psychosis for 6 months. Studies that reported no dropouts or the odd person dropping out were much smaller (ranging from 8 to 51 participants), and dropout may not be possible to understand here, as the sample might have been highly selective. There was no significant relationship between the percentage of people who dropped out and the length of the intervention in days (r sub 29 = .19, P = .31).

A total of 10 studies reported on the impact of variables on adherence in terms of compliance and use of an mHealth device over time. The themes included health status, with greater physical disability [9] and mental health problems (symptoms of posttraumatic stress disorder) [17] being associated with better engagement (ie, participants exceeded usage requirements and provided more responses, respectively), but rehospitalization being a barrier to engagement [13,18]. Issues to do with usability was the second most common category, with technical difficulties accounting for poorer compliance (eg, missed assessments) [10,23], and use of larger mobile tablet, as compared with a smartphone, being significantly higher [10,28]. Confidence in one’s ability to maintain an exercise regimen appeared to influence use of mHealth technology, with age appearing to moderate use [10,28]. Lower household income, higher level of education, and male sex have been found to be facilitators for mHealth technology use [9,28,34].

Discussion

Factors Driving Engagement

Many of the factors discovered are consistent with the engagement attributes previously reported by O’Brien and Toms [3] in their model for engagement with technology. They described a dynamic model, where engagement is a continual cycle of engagement, disengagement, and reengagement that persists over time. While they described many factors that drive engagement with technology in general, RMT to manage health outcomes is a specific and unique technology, in which health-related symptoms and potential moderators offered by health care providers should be considered. Building on this work and using themes from this review, we present a model of the most prominent influences on RMT engagement, including key facilitators (Figure 2).

Engagement in our model is moderated by health status, usability, convenience and accessibility, perceived utility, and motivation to engage. Engagement may be at its strongest when the user is able to use the technology, perceives the technology to be useful, and wants to use the technology.

Health Status

Of particular importance to RMT systems for management of health outcomes is the health status of the user. Health status will inevitably have an impact on what constitutes a usable, convenient, accessible, or valuable feature of an RMT system. As an example, being unwell and outside of one’s usual environment or routine (eg, in the hospital) led to disruptions in engagement and dropout [6,10,18]. However, some evidence suggests that people who were experiencing a higher level of problems (eg, greater physical or mental disability) engaged better [9,17]. While health severity and need for support may increase one’s motivation to participate, factors such as health condition and disability status, including typical or fluctuating symptoms, should always be considered in the design and implementation of RMT systems for management of health outcomes.

Usability

At the heart of this proposed model is usability. There may be individual differences that moderate usability, including variables such as age, past experience with technology, and exacerbations in health conditions and disability status, as well as the influence of how the system is designed. Problems with usability were the most common reasons for dropout from the studies. There is evidence that older adults were harder to engage [19,28,37]. This was partly because some were unfamiliar with using mHealth tools such as smartphone and wearable devices or did not feel motivated to learn new skills, but also because the devices were of unsuitable size to accommodate changing needs (eg, larger, more legible font sizes). Where content is presented clearly, such as in a smartphone app, and adequate support (actions or resources designed to help users work through challenges posed by the system) is offered, engagement seems to be facilitated [8].
However, the specific parameters for this support are unknown and need further research with clearly quantifiable outcomes. In addition, involvement of user experience methods is important for the development of usable mHealth tools for RMT systems in the future, with coproduction and user-centered design processes to validate choices [39].

**Convenience and Accessibility**

The need to be able to integrate the RMT system into a user’s normal routine was clear. Participants preferred tools that fit in with daily routines and tools that have already been adopted, with some disengaging and dropping out if unacceptable alternatives were offered. Personalization and demonstrating flexibility, in terms of taking into account the specific disabilities and needs of clinical groups, may be key in the design of usable RMT systems. This may include individual goal setting of dates and times for study activities, opting in or out of certain tracking activities (eg, reducing intrusiveness), or accommodating for health-related differing abilities. It may be important to note that forgetfulness emerged as a key barrier to engagement, which may suggest that the cognitive burden placed on individuals to remember to complete RMT schedules, in these studies, was too great. The value of notifications and reminders to carry out tasks has been demonstrated through usage statistics. That said, the magnitude of the effect varied between studies, with 1 study demonstrating a much bigger impact of notifications. This suggests that other factors moderate the likelihood of self-initiated engagement. Prompts have been mentioned to help aid memory, but there was some suggestion that the timing of these strategies may be important [17] and that there may be individual differences in preferences, with notifications that are too frequent being experienced as intrusive [32], thereby increasing cognitive burden. However, the studies did not manipulate these factors in an experimental design to test their impact, and this needs further research. Additional practical problems, such as poor Wi-Fi access, mobile data and network coverage, or compatible devices proved prohibitive to engagement [14,15,21]. Individual adaptation is exemplified by the size of devices. In some studies participants wanted smaller, more portable devices [31], and in other studies participants expressed the desire to have bigger monitors to be able to see their health data and complete the surveys more easily [19]. Balancing these goals may be a challenge for the development of future resources and may require coproduction with users to determine what is acceptable given a specific context. Some flexibility may be possible, for example, the use of responsive app designs that scale to the device being used. However, with the likelihood of large individual variation, this will be a major challenge for implementing RMT. Further research is needed to better quantify the magnitude of other potential facilitators that may help to overcome the barriers associated with convenience and accessibility.

**Perceived Utility**

We propose that increasing the rewards of using RMT increases the overall perceived value of the system in the face of some potential costs. Costs included financial costs of purchasing equipment, as well as concerns about privacy and reliability or accuracy of the data collected. As a strategy for increasing rewards associated with RMT systems, feedback is generally accepted, tolerated, and, in some cases, actively sought by users of RMT systems. In this context, feedback is considered to be additional information that participants receive from an RMT system about their health, their participation, or the larger...
program from which users and participants can derive value. This could include health information, rates of participation or adherence, metrics defined in goal-setting exercises, positive reinforcements, or general information about the study or their health condition. It was commonly reported that participants would like to receive more feedback [17,22,26], with some concluding that future efforts to improve long-term engagement should include positive reinforcements [10]. There is some emerging evidence for a role of social comparison and of incentives through gamified competition and monetary rewards on maintaining engagement. What is not yet known is what is the most effective method of providing feedback and incentives, and it may be important to note that perceptions of reward may differ between individuals. People with more severe health problems may be more likely to engage with RMT. This may be linked to perceived utility, as people with worse health status may perceive greater potential benefit to using the RMT.

**Motivation**

Motivation was a smaller but important category emerging from the analysis of the results of previous studies using RMT systems for the management of health outcomes. Without motivation, participants may not engage with the initial process of learning how to use a new system, and this category is inextricably linked to all other factors discussed previously. Even if users are familiar with mHealth tools such as smartphones and wearable devices, they may need additional motivation to integrate a new set of behaviors, such as responding to surveys. Lack of motivation is therefore a fundamental barrier to engagement. The factors presented thus far should be considered not just at the initiation of the study, but also as engagement is managed over time, because perceptions of the technology’s value or usability may change with prolonged use (eg, if expectations are not met). Therefore, we recommend steps to increase, or mitigate decreased, motivation with an RMT system to maintain motivation, and therefore engagement, over time.

**Limitations of Previous Research and Future Recommendations**

Facilitators identified include convenience and accessibility, perceived utility, and motivation, but these factors are drawn from of pool of studies that varied greatly in terms of their quality. In addition, we conceptualized engagement as a process that should include disengagement and reengagement when required, but most findings reported in the studies included in this review relate to moderators of initial and sustained engagement. Although in our model we tentatively propose a feedback loop between the point of disengagement and the same barriers and facilitators affecting initial and sustained engagement, it is possible that factors affecting reengagement may be different, and this was not the focus of the studies. Future research should focus on the entire engagement process and quantify the impact of specific variables on engagement in terms of observable changes in usage statistics in rigorous experimental design. Some examples might be looking at the impact of different types of support (automated messages vs personalized messages vs direct human support) on the number of interactions and overall time spent using a smartphone app or wearable device. The impact of different types of feedback (immediate vs delayed vs no feedback) and data visualization or communication methods (graphs vs text messages vs discussion with a study coordinator) or environment (hospital vs home-based use) also need to be explicitly tested. Careful experimental manipulation is missing from the literature to date and, to be able to compare across these conditions, quantitative measures and usage statistics also require more standardization. A similar conclusion has also been drawn when considering adherence [40]. As a minimum, the number of interactions with apps (both total interactions and numbers of days) and time spent wearing devices relative to the length of the trial needs to be collected.

It is not enough for software developers to consider their systems in isolation from the individuals who may be using them. One of the main ways to develop engaged systems is to begin with codesign with those individuals who will be using the system. This is especially important for those involved in providing RMT for improving health. Before RMT systems are tested, there needs to be an iterative design process that explores acceptability, such as following the principles of user-centered design [41,42]. The feedback gathered may be qualitative, and some of this exploratory work has been conducted and forms the basis of the model we present in this paper. However, this work needs to lead into quantitative assessment as described above.

**Conclusions**

The themes discovered in this review emerged across two different time periods providing validity information, but this evidence suggests that we are continuing to make the same mistakes. There is a great potential for RMT systems to augment and extend health care, but there remain clear challenges that still need to be overcome. Two suggestions are, first, to improve how we measure the impact of modifiable variables on engagement in order to understand the magnitude of effects. Second, several studies suggest working with the target users directly to coproduce systems that are acceptable and feasible to use over long periods of time. Our model indicates the interrelationship between key facilitators on the one hand, and the person and RMT factors on the other, that could act as a prototype for the development of RMT in the future.
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Abstract

Background: Mood disorders are common and associated with significant morbidity and mortality. Better tools are needed for their diagnosis and treatment. Deeper phenotypic understanding of these disorders is integral to the development of such tools. This study is the first effort to use passively collected mobile phone keyboard activity to build deep digital phenotypes of depression and mania.

Objective: The objective of our study was to investigate the relationship between mobile phone keyboard activity and mood disturbance in subjects with bipolar disorders and to demonstrate the feasibility of using passively collected mobile phone keyboard metadata features to predict manic and depressive signs and symptoms as measured via clinician-administered rating scales.

Methods: Using a within-subject design of 8 weeks, subjects were provided a mobile phone loaded with a customized keyboard that passively collected keystroke metadata. Subjects were administered the Hamilton Depression Rating Scale (HDRS) and Young Mania Rating Scale (YMRS) weekly. Linear mixed-effects models were created to predict HDRS and YMRS scores. The total number of keystrokes was 626,641, with a weekly average of 9791 (7861), and that of accelerometer readings was 6,660,890, with a weekly average 104,076 (68,912).

Results: A statistically significant mixed-effects regression model for the prediction of HDRS-17 item scores was created: conditional $R^2=.63$, $P=.01$. A mixed-effects regression model for YMRS scores showed the variance accounted for by random effect was zero, and so an ordinary least squares linear regression model was created: $R^2=.34$, $P=.001$. Multiple significant variables were demonstrated for each measure.

Conclusions: Mood states in bipolar disorder appear to correlate with specific changes in mobile phone usage. The creation of these models provides evidence for the feasibility of using passively collected keyboard metadata to detect and monitor mood disturbances.

(J Med Internet Res 2018;20(7):e241) doi:10.2196/jmir.9775
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Introduction

The burden of mental illness is high. It has been estimated that mental illness accounts for 32% of years lived with disability around the world [1]. Bipolar disorder is a serious mental illness characterized by recurrent episodes of depression and mood elevation [2] and is associated with high rates of functional impairment, decreased quality of life, and increased rates of mortality from comorbid medical conditions [3]. Given these costs, it is imperative that we deepen our understanding of this disorder to promote accurate diagnosis and effective treatment.

The ubiquity of mobile phones, smartphones in particular, presents a new opportunity in the study of mental illness. An estimated 64% of adults in the United States own a mobile phone and use it for a variety of tasks, including phone calls, Web browsing, and social media; however, the most widely and frequently used feature on mobile phones is short message service text messaging [4]. These devices can be employed as platforms for the unobtrusive collection of myriad data that can be used in the study of psychopathology. Ecological momentary assessment is a methodology that aims to collect data using repeated measures in real time (or near real time), in people’s natural environment [5]. When applied to the use of digital technologies such as mobile phones, this methodology can be used to create digital phenotypes defined as the set of observable behaviors resulting from the interaction between human disease and people’s use of digital technologies [6].

Because recurring mood episodes are a defining characteristic of bipolar disorder, we posited that it is an ideal illness for a pilot study investigating the relationship between mobile phone keyboard activity and the correlates of these episodes, such as changes in cognitive function, psychomotor activity, social behavior, and diurnal activity patterns. We elected to focus on keystroke dynamics because features using text input (eg, texting and Web browsing) are among the most commonly used features in mobile phones and because we hypothesized that keystroke dynamics provide a sufficiently dense space from which to extract relevant features that could be used to predict the severity of depression and mania.

Methods

Participants

Study subjects were members of the Prechter Longitudinal Study of Bipolar Disorder, a naturalistic, longitudinal study based in the University of Michigan [7]. This cohort includes subjects with bipolar disorder, other psychiatric illnesses, and healthy controls; however, only those with bipolar disorder were recruited into this study. Subjects were recruited into this study by email or phone invitation. The inclusion criteria included being a current Android mobile phone user, asserting familiarity with the Android operating system, having no gross impairments in fine motor abilities, sufficient vision to use a mobile phone keyboard, and self-reporting of frequent mood fluctuations or having longitudinal data from the longitudinal study suggesting that they experience frequent mood symptoms (ie, endorsed frequent mood symptoms on bimonthly self-report measures of mood or categorized as rapid cycling).

We initially included 19 subjects with a bipolar spectrum disorder as per the Diagnostic and Statistical Manual of Mental Disorders-Fourth Edition (Text Revision) criteria [8] (11 with bipolar I, 7 with bipolar II, and 1 with bipolar not otherwise specified); of these subjects, 1 never activated the app and 2 deleted the app early in the study. Of the remaining 16 subjects, participation varied in terms of the number of weeks that had any keyboard activity, with an average of 4.69 (3.05) weeks. Because of concerns about adherence, data analysis was restricted to subjects who provided data for at least 4 weeks. This resulted in 9 subjects: 5 with bipolar I and 4 with bipolar II. Of these, 8 subjects met the criteria for rapid cycling (ie, 4 or more mood episodes per year), and all subjects with bipolar II had recurrent depressive episodes. Of these 9 subjects, 7 showed keyboard activity for at least 6 weeks. The total usable data from these subjects included 626,641 keystrokes and 6,660,890 accelerometer readings.

Mobile Keyboard

A custom keyboard called “BiAffect” was developed for the Android operating system that replaced the default keyboard and collected metadata consisting of keystroke entry date and time and accelerometer displacement. It uploaded these data using secure encrypted protocols to the study server hosted at the University of Illinois at Chicago. Accelerometer data collection was initiated by keystroke entry and continued for 5 seconds afterward. Individual character data outside of the backspace key and space bar were not collected, anonymizing the entry. The keyboard was designed to appear similar to the standard Android keyboard (Figure 1).

Data Collection

For 8 weeks, subjects were provided a Samsung Galaxy Note 4 smartphone that they were instructed to use as their primary phone during the study period. Subjects were encouraged to use their current phone number and subscriber identification module card; with the exception of 1 subject, all subjects did so. During the study period, trained staff at the University of Michigan administered the Structure Interview Guide for the Hamilton Depression Rating Scale (HDRS) [9] and Young Mania Rating Scale (YMRS) [10] once a week via phone interviews.

Statistical Analyses

Subject demographics are described in Table 1. The YMRS results showed a right-tailed skew $\gamma_1=1.14$ [11], so a log transformation was performed on the YMRS scores by taking the natural log of the sum of the YMRS scores and 1 $\gamma_1=-0.44$.

In order to identify the possible relationships between subject demographics and phone usage, Spearman correlations were calculated between subjects’ total key counts and their age and education.

Mixed-effects linear models were created correlating keyboard metadata collected from the week prior to the administration of the HDRS (17-item) and YMRS mood rating scores. Missing data were handled with pairwise deletion. Features extracted from the metadata were modeled as fixed effects. Observations were grouped by subject, with each subject having his or her own random intercept for his or her mood ratings.
Figure 1. Screenshot of the BiAffect keyboard (keyboard design derived from AnySoftKeyboard by Menny Evan-Danan and licensed under Apache License 2.0.).

Table 1. Subject characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>48.67 (9.63)</td>
</tr>
<tr>
<td><strong>Female gender, n (%)</strong></td>
<td>8 (89)</td>
</tr>
<tr>
<td><strong>Years of education, mean (SD)</strong></td>
<td>14.00 (2.12)</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Bipolar I</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Bipolar I with rapid cycling</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Bipolar II, recurrent depressive episodes, with rapid cycling</td>
<td>4 (44)</td>
</tr>
<tr>
<td><strong>Number of keystrokes, mean (SD)</strong></td>
<td>69,627 (57,477)</td>
</tr>
<tr>
<td><strong>Number of accelerometer readings, mean (SD)</strong></td>
<td>740,099 (47,165)</td>
</tr>
<tr>
<td><strong>Weeks of activity, mean (SD)</strong></td>
<td>7.70 (0.70)</td>
</tr>
<tr>
<td><strong>Initial HDRS-17 item, mean (SD)</strong></td>
<td>11.90 (6.17)</td>
</tr>
<tr>
<td><strong>Final HDRS-17 item, mean (SD)</strong></td>
<td>11.11 (5.49)</td>
</tr>
<tr>
<td><strong>Initial YMRS(^b), mean (SD)</strong></td>
<td>7.56 (5.00)</td>
</tr>
<tr>
<td><strong>Final YMRS, mean (SD)</strong></td>
<td>6.67 (4.03)</td>
</tr>
</tbody>
</table>

\(^a\)HDRS: Hamilton Depression Rating Scale.
\(^b\)YMRS: Young Mania Rating Scale.
Overall significance was assessed by using likelihood ratio tests comparing the null models that consisted of just the subject-level effect with full models consisting of the subject-level effect and metadata features. Because the mixed-effects model for the YMRS scores showed that the random effect was accounting for none of the variance of the YMRS scores, a fixed-effects ordinary least squares model was created instead (mixed-effects model log likelihood \(-64.621\), Akaiake Information Criterion 149.24, Bayesian Information Criterion 170.83; fixed-effects ordinary least squares model: log likelihood \(-64.621\), Akaiake Information Criterion 147.24, Bayesian Information Criterion 166.67). For the HDRS model, conditional and marginal \(R^2\) values were calculated using the method specified by Nakagawa and Schielzeth [12], as implemented in the R package piecewiseSEM [13]. Using this method, the conditional \(R^2\) is equal to the proportion of variance explained by both the fixed and random effects, and the marginal \(R^2\) is equal to the proportion of the variance explained by the fixed effects alone. The \(P\) values of the model coefficients were calculated using Wald chi-square tests, as implemented in the R package car [14] for the HDRS model. For the YMRS model, overall significance was tested using an F-test and individual coefficient significance was determined with t-tests.

The fixed-effect variables included the average interkey typing delay, the average accelerometer displacement, the backspace and autocorrect rates (ie, the total number of each divided by the total number of keystrokes), the average length of each typing session in seconds, the total number of typing sessions, and the cosine similarity between each week’s keypress activity and the total keypress activity of the study period (described further below). All aggregate variables were calculated for the week preceding each mood assessment. A session was defined as beginning with a keypress that occurs after 5 or more seconds have elapsed since the last keypress and ending when 5 or more seconds have elapsed between keypresses.

Models were created using the software package lme4 [15] for the R software environment version 3.3.3 [16].

**Predictor Variables**

The predictor variables were chosen based on the hypothesis that they map to key cognitive and behavioral domains affected by mania and depression. Table 2 provides definitions of each variable, and each domain and their corresponding variables are discussed in turn below.

**Psychomotor Activity**

As per the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), changes in psychomotor functioning are criteria for both major depressive and manic episodes [2]. Psychomotor activity is also a component of the clinician’s ratings within HDRS and YMRS. We hypothesized that psychomotor activity (agitation and retardation) manifests in the accelerometer displacement and the average interkey delay. We predicted that increasing levels of psychomotor agitation lead to subjects holding their phones less stably, thus resulting in higher accelerometer displacement values. In the case of average interkey delay, it can be argued that increased levels of psychomotor agitation could lead to either a lower or higher delay. In the case of the former, higher levels of agitation would lead to a general speeding up of behaviors, including typing; however, it is also possible that while more agitation may lead to an increase in the amount of activity, the ability to effectively type will be impaired, leading to a higher interkey delay and possibly more use of backspace and autocorrect. In contrast, psychomotor retardation was hypothesized to manifest as a higher average delay.

**Social Activity**

The BiAffect app did not capture the context of keyboard activity; however, we hypothesized that increases in keyboard activity are likely associated with increased social activity consisting of both texting and social media usage and that more activity would be associated with higher YMRS scores and lower HDRS scores. There are mixed data on the role of social media use and depression, with some studies showing decreases [17] and others reporting increases in social media usage in both high school [18] and college [19] students.

**Cognition**

Impairments in attention and concentration are seen in both depressive and manic episodes, as described in the DSM-5 and previous studies [2]. Impulsivity and deficits in error correction have also been identified as features seen in manic episodes [20]. Variables that characterize concentration and cognition were hypothesized to include the average interkey delay, the backspace rate, and the autocorrect rate. It was hypothesized

<table>
<thead>
<tr>
<th>Predictor variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average interkey delay</td>
<td>The average time between keystrokes measured in seconds</td>
</tr>
<tr>
<td>Backspace ratio</td>
<td>Number of backspace keypresses divided by total keypresses</td>
</tr>
<tr>
<td>Autocorrect rate</td>
<td>Number of autocorrect events divided by total keypresses</td>
</tr>
<tr>
<td>Circadian baseline similarity</td>
<td>The cosine-based similarity between the hourly distribution of keypresses/week and the hourly distribution for the study period</td>
</tr>
<tr>
<td>Average accelerometer displacement</td>
<td>Square root of sum of squares of accelerometer displacement along each coordinate (x, y, z) averaged over the week (average of√x^2+y^2+z^2)</td>
</tr>
<tr>
<td>Average session length</td>
<td>Length of sessions in seconds averaged over the week</td>
</tr>
<tr>
<td>Session count</td>
<td>Number of sessions: A session begins when a keypress is initiated and ≥5 s has elapsed since the last key was pressed. A session ends when ≥5 s has elapsed since the last key was pressed.</td>
</tr>
</tbody>
</table>

---
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that increased backspace rates indicated increased error correction and increased autocorrect rates indicated decreased error detection. Impaired concentration was hypothesized to manifest as increased interkey delay.

**Diurnal Activity Patterns**

Changes in sleep patterns are characteristic of both depressive and manic episodes. In the case of depression, this may take the form of insomnia or hypersomnia, whereas in the case of mania, there is typically a decreased need for sleep [2]. We expected that such changes in sleeping patterns would manifest as changes in phone typing activity. To characterize such changes, we created a cosine-based similarity feature of keypress activity. Cosine-based similarity is a frequently used technique in the field of machine learning and predictive algorithms to characterize the similarity between entities [21,22]. In our implementation, the distribution of keypress activity for a given week was defined as vector of 24 dimensions, with each dimension corresponding to an hour of the day. The value of the vector in each dimension was set equal to the number of keypresses in that hour. We then calculated the cosine of the angle between each week’s vector and the vector representing activity for the entire study period. In this way, the more dissimilar a given week’s pattern of activity was compared to the total activity, the lower the value of the cosine would be. It was hypothesized that more dissimilar weeks would correspond to higher HDRS and YMRS scores.

### Results

**Predictor Variable Summary Statistics**
Summary statistics for each predictor variable are presented in Table 3.

**Total Key Press Activity and Subject Demographics**
No statistically significant correlations were found between total key counts and subjects’ age ($S=139.16, P=.68$) and education levels ($S=144.41, P=.60$).

**Prediction of Depression Symptoms**
Likelihood ratio testing comparing the null model that consisted of just the subject-level random effect to the full model showed that the full model had superior fit ($\chi^2=17.6, P=.01$; see Tables 4 and 5). The marginal $R^2$ (ie, the proportion of the variance explained by the metadata features) was 0.41, and the conditional $R^2$ (ie, the proportion of the variance explained by both the subject-level effect and the metadata features) was .63. Accelerometer displacement ($P=.002$), average interkey delay ($P=.02$), session count ($P=.003$), and the autocorrect rate ($P=.004$) were found to be positively correlated with the HDRS scores.

**Prediction of Hypomania or Mania Symptoms**
A multiple linear regression model was created that accounted for 34% of the variance of the natural logarithm of YMRS scores (multiple $R^2=.34$, $F_{7,56}=4.08$, root mean square error=.66, $P=.001$; Table 5). Accelerometer displacement ($P=.003$) was found to be positively correlated with YMRS scores, and the backspace rate ($P=.01$) was found to be negatively correlated.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mean (SD)</th>
<th>Min</th>
<th>Max</th>
<th>Average number of observations per subject per week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accelerometer displacement (m/s$^2$)</td>
<td>9.56 (0.22)</td>
<td>9.07</td>
<td>9.99</td>
<td>104,076</td>
</tr>
<tr>
<td>Average interkey delay (s)</td>
<td>0.69 (0.36)</td>
<td>0.30</td>
<td>1.95</td>
<td>9780</td>
</tr>
<tr>
<td>Backspace rate</td>
<td>0.093 (0.050)</td>
<td>0.0070</td>
<td>0.27</td>
<td>982$^a$</td>
</tr>
<tr>
<td>Autocorrect rate</td>
<td>0.10 (0.033)</td>
<td>0.011</td>
<td>0.14</td>
<td>1021$^a$</td>
</tr>
<tr>
<td>Average session length (s)</td>
<td>19.63 (6.12)</td>
<td>6.90</td>
<td>31.51</td>
<td></td>
</tr>
<tr>
<td>Session count</td>
<td>241.13 (159.33)</td>
<td>9</td>
<td>804</td>
<td></td>
</tr>
<tr>
<td>Circadian baseline similarity</td>
<td>0.77 (0.17)</td>
<td>0.14</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>HDRS$^b$ 17-item</td>
<td>11.83 (6.29)</td>
<td>0</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>YMRS$^c$</td>
<td>5.64 (4.87)</td>
<td>0</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Natural log of YMRS</td>
<td>1.60 (0.82)</td>
<td>0</td>
<td>3.045</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Average number of backspace or autocorrect events.

$^b$HDRS: Hamilton Depression Rating Scale.

$^c$YMRS: Young Mania Rating Scale.
Table 4. Fixed effects estimates of regression models.

<table>
<thead>
<tr>
<th>Scaled predictors</th>
<th>17-item Hamilton Depression Rating Scale</th>
<th>Natural log of Young Mania Rating Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear mixed-effects (95% CI)</td>
<td>Ordinary least squares (95% CI)</td>
</tr>
<tr>
<td></td>
<td>$P$ value</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Average accelerometer displacement</td>
<td>3.20 (1.20 to 5.21)</td>
<td>0.39 (0.15 to 0.64)</td>
</tr>
<tr>
<td>Average interkey delay</td>
<td>2.88 (0.42 to 5.35)</td>
<td>0.13 (−0.19 to 0.44)</td>
</tr>
<tr>
<td>Backspace ratio</td>
<td>−0.01 (−1.53 to 1.52)</td>
<td>−0.30 (−0.53 to −0.070)</td>
</tr>
<tr>
<td>Autocorrect rate</td>
<td>2.67 (0.87 to 4.47)</td>
<td>0.06 (−0.17 to 0.29)</td>
</tr>
<tr>
<td>Average session length</td>
<td>−1.16 (−2.71 to 0.39)</td>
<td>−0.04 (−0.24 to 0.16)</td>
</tr>
<tr>
<td>Session count</td>
<td>2.18 (0.77 to 3.56)</td>
<td>−0.04 (−0.28 to 0.19)</td>
</tr>
<tr>
<td>Circadian baseline similarity</td>
<td>0.34 (−1.07 to 1.75)</td>
<td>0.03 (−0.22 to 0.27)</td>
</tr>
<tr>
<td>Constant</td>
<td>11.77 (9.80 to 13.74)</td>
<td>1.60 (1.43 to 1.78)</td>
</tr>
</tbody>
</table>

Table 5. Summary of regression results.

<table>
<thead>
<tr>
<th>Scaled predictors</th>
<th>17-item Hamilton Depression Rating Scale</th>
<th>Natural log of Young Mania Rating Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear mixed-effects</td>
<td>Ordinary least squares</td>
</tr>
<tr>
<td>Observations</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Multiple $R^2$</td>
<td>—</td>
<td>.34</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>—</td>
<td>.26</td>
</tr>
<tr>
<td>Conditional $R^2$</td>
<td>.63</td>
<td>—</td>
</tr>
<tr>
<td>Marginal $R^2$</td>
<td>.41</td>
<td>—</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−179.65</td>
<td>—</td>
</tr>
<tr>
<td>Residual standard error</td>
<td>—</td>
<td>.71$^a$</td>
</tr>
<tr>
<td>Chi-square statistic or F statistic</td>
<td>17.6$^b$</td>
<td>4.1$^c$</td>
</tr>
</tbody>
</table>

$^a df=56$

$^b X^2, P=.014.$

$^c F_{7,56}, P=.0011.$

**Discussion**

**Principal Findings**

Using only passively collected metadata, keystroke activity predicted both depressive and manic symptoms. The model to predict depression scores demonstrated greater explanatory capacity as shown by the larger proportion of variance explained by the model and the larger number of significant predictors.

**Psychomotor Activity**

Increased accelerometer activity was found to be positively correlated with both depression and mania scores. One possible explanation for the positive correlation with both scores is that the subjects in our study had more mildly agitated or irritable forms of depression or depression with mixed features rather than forms exhibiting psychomotor retardation.

**Social Activity**

In contrast to our hypothesis that decreased sessions would be predictive of higher depression, the overall number of sessions was actually positively correlated with depression. This may be a reflection of the dynamic between loneliness and withdrawal. Sessions from a phone can be seen as lower risk and can also include passive use of social media, such as viewing but not posting, enabling a feeling of connection and withdrawal. At least one study has demonstrated an association between increased usage of the internet more generally and depressive symptoms [23]. It is also worth noting that while the session count was positively correlated, the average session length was negatively correlated (although this predictor did not reach statistical significance, $P=.15$), suggesting that patterns of activity may be more relevant than the overall volume of activity.

**Cognition**

Impairments in executive function have been demonstrated more in individuals with bipolar disorder in depressed, manic, and euthymic states than in healthy controls [20], although it has also been shown that executive functioning may be especially impacted during manic states [24,25]. Interestingly, our depression and mania symptom models diverge in their relationships with respect to what we theorized would be the key features related to cognition: backspace and autocorrect rates. The increase in autocorrect rate with depression symptoms seems relatively straightforward. Here, the ability to concentrate
becomes impaired in more depressed states, and therefore, the rate of typing errors increases. What is less clear is why the backspace rate would be negatively correlated with mania symptoms without a concomitant positive correlation with the autocorrect rate. One possibility is that the lower backspace usage seen with higher mania scores reflects a phenomenon of less self-monitoring or impaired response inhibition with errors. Those with elevated mania do not trigger the autocorrect mechanism because their inputs are generally correctly spelled but often grammatically or semantically inappropriate words, fitting the profile of someone who keeps deleting what they type because it was impulsively entered.

**Diurnal Activity Patterns**

Because sleep disturbance is such a prominent aspect of mood disturbance, we were surprised that measurements that aimed to reflect diurnal variations in activity were not predictive of depressive or mania symptoms. With the assumption that the distribution for the entire observation period would approximate the subject’s baseline, we expected that lower values of similarity would be correlated with higher depression and mania scores. The cosine similarity values did not reach statistical significance in both models. One possible explanation for this is that the period of observation was not long enough to establish actual baselines in the sense of encompassing activity through a variety of mood states, including euthymia, and that the distribution for the entire observation period for many subjects corresponded to a single mood state. Another important consideration is that while diurnal patterns of phone activity may be related to sleep, they are not identical.

**Limitations and Future Directions**

The limitations of this study include its sample size (relative to the model’s complexity), sample characteristics that are probably not representative of a general population (ie, mostly women who have a high frequency of episodes), and the constraint of having subjects using study-issued phones. A larger study in which participants use their own phones is warranted in order to determine the generalizability of these findings. More data may also enable the creation of more sophisticated models with higher rates of prediction accuracy and reliability.

Unfortunately, there were fewer predictors of mania scores, and overall, this prediction was less accurate. Prediction of acute changes in mania may have stronger clinical implications, given the reduced tendency to seek treatment in mania generally. We suspect that primary reasons for the decreased prediction of mania are that our sample contained generally low mania scores and that both mania and hypomania elevations are often short and sporadically observed relative to longer and more stable episodes of depression. Rather than demonstrating correlates of mania per se, the mania model presented here might represent correlates of mixed or agitated depression.

**Comparison with Prior Work**

Prior studies have investigated the potential utility of various aspects of mobile phone activity as a means to diagnose mood states. Early studies focused on demonstrating the practicality of collecting self-reports of mood using mobile phones from patients [26,27]. While this approach may increase the facility with which such data are collected, it is still subject to the biases associated with self-reported data, potentially leading to spurious results [28]. More recent studies have focused on the validation of passive data collection methods and yielded encouraging results. Passive data features that have been demonstrated to correlate with mood ratings include physical movement [29,30], amount of phone usage [30], and frequency of calls and text messages with personal contacts [31].

The use of keystroke dynamics as a means to detect the emotion or mood of users is an active area of research in the field of affective computing, with most studies to date investigating the use of desktop keyboards [32]; however, there have been at least two studies that have examined the use of mobile phone keyboard dynamics as means to recognize user emotion. The first study was a 2-week pilot study based on the activity of a single user on Twitter, wherein the user was instructed to write a Tweet whenever he or she experienced certain emotions and to record the emotion from a preset selection of options. Using a Bayesian Network classifier, the investigators were able to achieve an overall classification accuracy of 67.52%, with the most important feature being typing speed [33]. The second study consisted of a larger sample of 22 subjects and was conducted over 3 weeks. It also presented users with a preset selection of options for emotions; although, in contrast to the first study, keyboard activity was recorded over all applications and the users were prompted to input their emotional state on a regular basis. Using a random forest model, the investigators were able to achieve an average classification accuracy of 84%, with the most important typing dynamic feature being typing speed [34].

Although the aforementioned studies measuring mobile phone keystroke dynamics sought to predict emotion rather than mood, we find the relative importance of typing speed as an important feature across their studies as well as our own to be of note. To the best of our knowledge, our study is the first effort to use passively collected mobile phone keyboard metadata features to predict mood disturbances in a clinical sample using clinically relevant measures.

**Conclusions**

Passively collected mobile phone keystroke dynamics may be a useful and important method to identify incipient mood processes in persons with bipolar disorder. The facility with which such data may be used to infer the presence and severity of mood disturbances may enable clinical providers to intervene earlier in their patients’ mood episodes, as well as increase the number of patients a single provider can effectively manage. Models such as those presented here may also lead to a deeper understanding of these disorders by revealing novel behavioral traits associated with them.
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Abstract

Background: Timely understanding of public perceptions allows public health agencies to provide up-to-date responses to health crises such as infectious diseases outbreaks. Social media such as Twitter provide an unprecedented way for the prompt assessment of the large-scale public response.

Objective: The aims of this study were to develop a scheme for a comprehensive public perception analysis of a measles outbreak based on Twitter data and demonstrate the superiority of the convolutional neural network (CNN) models (compared with conventional machine learning methods) on measles outbreak-related tweets classification tasks with a relatively small and highly unbalanced gold standard training set.

Methods: We first designed a comprehensive scheme for the analysis of public perception of measles based on tweets, including 3 dimensions: discussion themes, emotions expressed, and attitude toward vaccination. All 1,154,156 tweets containing the word “measles” posted between December 1, 2014, and April 30, 2015, were purchased and downloaded from DiscoverText.com. Two expert annotators curated a gold standard of 1151 tweets (approximately 0.1% of all tweets) based on the 3-dimensional scheme. Next, a tweet classification system based on the CNN framework was developed. We compared the performance of the CNN models to those of 4 conventional machine learning models and another neural network model. We also compared the impact of different word embeddings configurations for the CNN models: (1) Stanford GloVe embedding trained on billions of tweets in the general domain, (2) measles-specific embedding trained on our 1 million measles related tweets, and (3) a combination of the 2 embeddings.

Results: Cohen kappa intercoder reliability values for the annotation were: 0.78, 0.72, and 0.80 on the 3 dimensions, respectively. Class distributions within the gold standard were highly unbalanced for all dimensions. The CNN models performed better on all classification tasks than k-nearest neighbors, naïve Bayes, support vector machines, or random forest. Detailed comparison between support vector machines and the CNN models showed that the major contributor to the overall superiority of the CNN models is the improvement on recall, especially for classes with low occurrence. The CNN model with the 2 embedding combination led to better performance on discussion themes and emotions expressed (microaveraging F1 scores of 0.7811 and 0.8592, respectively), while the CNN model with Stanford embedding achieved best performance on attitude toward vaccination (microaveraging F1 score of 0.8642).

Conclusions: The proposed scheme can successfully classify the public’s opinions and emotions in multiple dimensions, which would facilitate the timely understanding of public perceptions during the outbreak of an infectious disease. Compared with conventional machine learning methods, our CNN models showed superiority on measles-related tweet classification tasks with a relatively small and highly unbalanced gold standard. With the success of these tasks, our proposed scheme and CNN-based...
tweets classification system is expected to be useful for the analysis of tweets about other infectious diseases such as influenza and Ebola.

(J Med Internet Res 2018;20(7):e236) doi:10.2196/jmir.9413
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Introduction

Nearly 40 million cases of measles, caused by a highly contagious virus, lead to over 300,000 deaths worldwide every year [1]. In the United States, measles was officially declared to be eliminated in 2000 thanks to the successful nationwide administration of a 2-dose vaccination program [2]. However, recent years have seen the reemergence of measles outbreaks in the United States. The most recent large-scale measles outbreak occurred in early 2015 with a high concentration of cases in California [3]. Researchers believe that increasing rates of vaccination refusal and undervaccination have made the public more vulnerable to this potentially deadly disease [4].

During an outbreak of an infectious disease such as measles, responsible public health agencies need to send out timely messages to the public during different stages of the crisis [5]. For instance, the Centers for Disease Control and Prevention (CDC) has adopted a 5-stage model of crisis and emergency risk communication, including precrisis, initial event, maintenance, resolution, and evaluation [5]. Prompt understanding of the public’s perceptions will allow public health agencies to respond to people’s attitudes, emotions, and needs in real time instead of relying on a predetermined timeline based on stages. Using traditional methods such as surveys to study public perceptions during an infectious disease outbreak is both costly and time-consuming [4,6].

Social media have been increasingly used by the general public, patients, and health professionals to communicate about health-related issues [7]. Researchers have studied social media content for drug adverse events detection [8,9], assessment of public opinion about health-related issues such as vaccination [10-13], and infectious disease outbreak surveillance [6,14,15].

Twitter, one of the largest public social media in the world, provides unique insights into how the public responds to an infectious disease outbreak as users, in real time, share information about the outbreak, talk about their personal experiences, argue over the necessity and safety of vaccination, and express a wide range of emotions. Examining Twitter content can provide an immediate assessment of the public’s response and will allow public health professionals to adapt their messages to communicate with the public more effectively.

Many studies have used Twitter to assess various public health topics. However, most of the studies thus far have focused on analyzing the frequency of postings rather than on understanding post contents [16]. There is an increasing need to develop automatic and scalable approaches for the accurate understanding of the high volume of Twitter posts. Recent advances in machine learning and natural language processing (NLP) technologies allow for the stringent analysis of large amounts of Twitter posts. However, compared to texts in other domains, Twitter text has very distinctive characteristics such as very short text, unique Twitter language and structures, etc. For some health-related topics, there also exists the unbalanced class distribution issue (certain classes are much more frequent than other classes), which can further erode the performance of NLP models [10,13]. To improve performance on health-related Twitter datasets, substantial time and effort on feature engineering [10,17,18] is needed for conventional machine-learning algorithms, including support vector machines (SVMs), k-nearest neighbors (KNNs), etc.

Compared to conventional machine learning algorithms, neural network models are advantageous because they have saved significant time on task-specific features engineering, achieved higher performance, and are scalable to large applications [19]. Some recent works applied neural network models to social media to understand public perceptions and behaviors. For instance, Lima et al [20] investigated the use of a multilayer perceptron neural network to classify personality from Twitter. Huynh et al [21] and Coco et al [22] proposed a deep neural network model to identify adverse drug reactions from Twitter data. Kendra [23] used a 5-layer neural network to characterize the discussion about antibiotics on Twitter. Bian et al [24] applied a convolutional neural network model to perform sentiment analysis on layperson’s tweets. Zhao et al [25] proposed a semisupervised deep learning for influenza epidemic simulation. However, to our best knowledge, little work has been done to study public perceptions of infectious diseases and vaccinations on Twitter using neural network models.

Methods

Data Collection

All tweets including the word “measles” posted between December 1, 2014, and April 30, 2015, were purchased and downloaded from DiscoverText.com. This time frame was chosen because the unidentified Patient Zero of this outbreak visited the Disneyland theme park in California in December 2014. The first few suspected cases of measles were reported on January 5, 2015, and the last case was reported on March 2, 2015. CDC officially declared the outbreak to be over on April 17, 2015 [26]. A total of 1,154,156 tweets were collected. The number of tweets collected during the time frame can be seen in Figure 1.
Gold Standard Annotation
In order to understand measles-related contents on Twitter comprehensively, we created an annotation scheme containing 3 dimensions: discussion themes, emotions expressed, and attitude toward vaccination. The coding schemes discussion themes and emotions expressed were adapted based on Chew and Eysenbach [6], while the coding scheme attitude toward vaccination was created by the authors inductively. For discussion themes, 5 themes were identified: resources (news update about the outbreak, medical information about prevention, treatment, symptoms of measles), personal experience (direct or indirect experiences about measles), personal opinions and interests, questions, and other (unrelated to measles). Emotions expressed was categorized into 5 types: humor or sarcasm, positive emotion (relief and downplayed risk), anger, concern, and not applicable. The data collection was based on the keyword measles; however, debate about vaccines emerged in a large percentage of tweets collected. Hence, we took this opportunity to measure how public opinion changed over time during a measles outbreak. Attitude toward vaccination was categorized into 3 groups: pro (provaccination), against (antivaccination), and not applicable (no attitude). See Figure 2 for a visual representation of the 3 dimensions and categories within each dimension.

Two coders manually coded 0.1% of all tweets selected through systematic sampling. The first tweet was identified using a random number generator. After this, every 1000th tweet was selected in the sample. The Cohen kappa intercoder reliability values for the 3 dimensions were 0.78, 0.72, 0.80, respectively. Afterward, the 2 coders discussed their results to resolve discrepancies.

Neural Network Classification System
Data Cleaning
The vocabulary used on Twitter is very different from the general English vocabulary. User names, URLs, and hashtags need to be normalized. We first replaced tokens containing all capital letters with the lowercase of the token with string "<ALLCAPS>". Then all URLs were replaced with string "<URL>". Twitter user names (eg, @twitter) were then replaced with string "<USER>". All numbers were replaced with string "<NUMBER>". All hashtags were separated into tokens by uppercase letters (eg, we replace “#VaccineWork” with “<HASHTAG> Vaccine Work”). Afterwards, all tweets were converted to lowercase. Our tweets preprocessing process was based on the Stanford GloVe tweets preprocessing script [27]. An example illustrating the tweet preprocessing step is shown below:

Raw tweet text: “RT @KTLA: #BREAKING: At least 9 measles cases linked to visits to @Disneyland from Dec. 15-20 http://t.co/1GRlwFhPgv http://t.co/3Nl15jmqAE”

Cleaned tweet text: “rt <allcaps> <user>: breaking: at least <number> measles cases linked to visits to <user> from dec. <number> <number> <url> <url>”

Convolutional Neural Networks
Commonly used in various computer vision tasks [28], convolutional neural networks (CNNs) have demonstrated excellent performance in the NLP field, including different text classification tasks [29-32]. We extended the classic CNN framework for sentence classification proposed by Kim [29] by using combination generic Twitter embedding and target domain Twitter embedding [33]. Details of our CNN system architecture can be seen in Figure 3. We cleaned the tweets following the data cleaning step. Then each token of the tweets was mapped to 2 high-dimension representations through 2 word embeddings: generic tweets embedding and target domain tweets embedding. Both embeddings were fine-tuned during the training process.
We used 3 filters of size 3, 4, and 5 to generate the convolutional layer on each embedding. The feature maps generated by filters from each embedding were concatenated and fed to the pooling layer. We adopted max-pooling strategy with a dropout rate at 0.5 on the pooling layer. The output layer consisted of different classes for each dimension. This CNN system was built based on the Python and Tensorflow libraries [34].

**Tweets Word Vector Embedding**

For generic tweets embedding, we used pretrained GloVe tweets embedding from Stanford. GloVe is an unsupervised learning algorithm developed by Pennington et al [35] to obtain vector representations for words. GloVe tweets word vectors were trained on 2 billion tweets and 27 billion tokens [35] and have been widely used in different Twitter-related NLP tasks [31,36,37]. For target domain embedding, we trained a tweets embedding from our own measles-related tweets corpus (1,154,156 tweets) using the same GloVe algorithm. We tested different numbers of embedding dimensions in our preexperiments. The tweets word embedding in dimension 200 achieved the best performance for our tasks.

**Experiments**

For the CNN-based framework, we performed the following experiments: (1) use of pretrained GloVe tweets embedding only, (2) use of tweets measles embedding only, and (3) use of a combination of the pretrained GloVe tweets embedding and measles tweets embedding. For the use of 1 embedding only, we just used 1 channel of the proposed framework. We chose 4 popular machine learning models for comparison as our baselines: KNN [38], naive Bayes [39], SVM [40], and random forest [41]. For SVM, a radial basis function kernel was used. We followed the same tweet cleaning steps and extracted n-grams as the feature for these traditional machine learning models. The Waikato Environment for Knowledge Analysis library was used to train and test these models [42]. We also evaluated the bidirectional long short-term memory (Bi-LSTM), which has achieved state-of-the-art performance in many...
classification and sequence labeling tasks [43,44], for tweets classifications. The input of the Bi-LSTM is the pretrained GloVe tweets embedding (dimension: 200). We conducted these experiments on all 3 dimensions for public perceptions on measles.

System Evaluation

We leveraged a 10-fold cross-validation to evaluate the performances of these models for each classification task. Standard metrics including precision, recall, and F1 score were calculated for each class. We also calculated the microaveraging F score and macroaveraging F score to evaluate their performance on each classification task. For microaveraged score, we summed up all the individual true positives, false positives, and false negatives. For macroaveraged score, we took the average of the F1 score of different categories.

Ethical Approval

This study received institutional review board approval from the Committee for the Protection of Human Subjects at the University of Texas Health Science Center at Houston. The reference number is HSC-SBMI-16-0291.

Results

Gold Standard Description

In total, 1151 tweets were annotated. Class distributions were highly unbalanced for all 3 tasks (Table 1). In terms of discussion themes, nearly two-thirds (718/1151, 62.38%) of tweets were categorized as resources (i.e., outbreak update or medical information about measles). Less than one-third (344/1151, 29.89%) of the tweets were about users’ personal opinions and interests. Only 1.82% (21/1151) of the tweets discussed personal experience with measles, and 1.73% (20/1151) asked questions. For emotions expressed, 79.84% (919/1151) of tweets were categorized as expressing concern. Humor or sarcasm was found in 9.47% (109/1151) of the tweets. Positive emotion and anger were found in 3.38% (39/1151) and 3.04% (35/1151) of the tweets, respectively. Finally, in terms of attitude toward vaccination, the majority of the tweets (913/1151, 79.32%) did not express any opinion about vaccination, 17.55% (202/1151) of tweets were pro-vaccination and 3.13% (36/1151) were anti-vaccination.

Overall Comparison of Convolutional Neural Network Models With Conventional Models

Comparison of the performances of CNN models and 4 machine learning models on the 3 dimensions can be seen in Table 2. As shown, CNN-based models have better performance than other conventional machine learning models or the Bi-LSTM model. The CNN model with the combination of 2 embeddings achieved the best performance on emotions expressed and the highest macroaveraging F score on discussion themes. The CNN model with Stanford embedding had the highest microaveraging F score on discussion themes and achieved the best performance on attitude toward vaccination. The CNN with measles embedding achieved relatively high microaveraging F score on emotions expressed and attitude toward vaccination. The Bi-LSTM model had the worst performance among neural network models, probably due to the limited size of training data.

Table 1. Class distribution in the gold standard for 3 dimensions.

<table>
<thead>
<tr>
<th>Dimension and class</th>
<th>Tweets, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discussion themes</strong></td>
<td></td>
</tr>
<tr>
<td>Resource</td>
<td>718 (62.4)</td>
</tr>
<tr>
<td>Personal experience</td>
<td>21 (1.8)</td>
</tr>
<tr>
<td>Personal opinions and interest</td>
<td>344 (29.9)</td>
</tr>
<tr>
<td>Question</td>
<td>20 (1.7)</td>
</tr>
<tr>
<td>Other</td>
<td>48 (4.2)</td>
</tr>
<tr>
<td><strong>Emotions expressed</strong></td>
<td></td>
</tr>
<tr>
<td>Humor or sarcasm</td>
<td>109 (9.5)</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>39 (3.4)</td>
</tr>
<tr>
<td>Anger</td>
<td>35 (3.0)</td>
</tr>
<tr>
<td>Concern</td>
<td>919 (79.8)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>49 (4.3)</td>
</tr>
<tr>
<td><strong>Attitude toward vaccination</strong></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td>202 (17.6)</td>
</tr>
<tr>
<td>Against</td>
<td>36 (3.1)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>913 (79.3)</td>
</tr>
</tbody>
</table>
Table 2. Ten-fold cross-validation results of neural network models and 4 conventional machine learning models on 3 dimensions. Italics indicate best performance in that class.

<table>
<thead>
<tr>
<th>Model</th>
<th>Microaveraging F score</th>
<th>Macroaveraging F score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discussion themes</td>
<td>Emotions expressed</td>
</tr>
<tr>
<td>KNN</td>
<td>0.5143</td>
<td>0.6977</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.6811</td>
<td>0.7767</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.7350</td>
<td>0.8393</td>
</tr>
<tr>
<td>SVM</td>
<td>0.7696</td>
<td>0.8365</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>0.7315</td>
<td>0.8271</td>
</tr>
<tr>
<td>CNN_M</td>
<td>0.7533</td>
<td>0.8480</td>
</tr>
<tr>
<td>CNN_S</td>
<td>0.7897</td>
<td>0.8575</td>
</tr>
<tr>
<td>CNN_M+S</td>
<td>0.7811</td>
<td>0.8592</td>
</tr>
</tbody>
</table>

aKNN: k-nearest neighbor.
bSVM: support vector machines.
cBi-LSTM: bidirectional long-term memory.
dCNN_M: convolutional neural network using the measles tweet embedding.
eCNN_S: convolutional neural network using the pretrained GloVe tweet embedding from Stanford.
fCNN_M+S: convolutional neural network using the combination of pretrained GloVe tweet embedding and measles tweet embedding.

As shown in Table 2, among the conventional machine learning models, SVM generally performed the best on all 3 dimensions. In order to further compare the performances of CNN models on each class and try to improve the overall performance, we then calculated and compared the precision, recall, and F score of SVM, the CNN model with Stanford GloVe tweet embedding only, and the CNN model with the combination of generic and target domain embedding.

Detailed Comparison of Convolutional Neural Network Models With Support Vector Machines on 3 Dimensions

Table 3 shows the comparison of SVM and CNN models on discussion themes. For precision score, the CNN with GloVe tweet embedding achieved better performance on classes with larger numbers of tweets (resources and personal opinions and interest). The CNN with the combination of 2 embeddings achieved better performance on classes with very limited numbers of tweets (ie, questions). For recall score, the CNN model with either Stanford embedding or the combination of 2 embeddings greatly improved the recall of the classes with relatively fewer tweets such as personal opinions and interests and questions, while SVM had slightly better performance on resources. The improvement of recall score greatly contributed to the improvement on the F score. Unfortunately, for the class personal experience, none of the models could identify any tweets correctly.

The comparison of SVM and the CNN models on emotions expressed can be seen in Table 4. CNN models achieved higher precision scores on classes with fewer cases, including anger and not applicable, while SVM performed better on humor or sarcasm. For recall and F1 score, CNN models with either Stanford embedding or the combination of 2 embeddings performed well on all classes. In general, the CNN with the combination of 2 embeddings had better performance for more categories than the CNN with Stanford embedding only.

For dimension 3, attitude toward vaccination, the overall comparison between the CNN models and SVM can be seen in Table 5. Both CNN models outperformed SVM in most of the categories, and the CNN model with Stanford embedding achieved better performance in most of the categories. Specifically, for precision score, SVM performed better on class pro, while the CNN models did better on class against and not applicable. The CNN with the combination of 2 embeddings achieved the highest precision score on against. In terms of recall, the CNN models performed much better on the classes with very small numbers of tweets (ie, pro and against), while SVM did better on the class not applicable. As for F1 score, the CNN with Stanford embedding performed the best, and SVM performed the worst on all 3 classes.
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Table 3. Detailed precision, recall, and F score of each class for discussion themes. Italics indicate best performance in that class.

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>Recall</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>F1 score</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource (n=718)</td>
<td>0.7907</td>
<td>0.8119</td>
<td>0.8172</td>
<td>0.9471</td>
<td>0.9318</td>
<td>0.9401</td>
<td>0.8619</td>
<td>0.8677</td>
<td>0.8744</td>
</tr>
<tr>
<td>Personal experience</td>
<td>0.7021</td>
<td>0.6984</td>
<td>0.7231</td>
<td>0.5773</td>
<td>0.6192</td>
<td>0.6453</td>
<td>0.6336</td>
<td>0.6564</td>
<td>0.6820</td>
</tr>
<tr>
<td>Personal opinions and interest (n=344)</td>
<td>0.8750</td>
<td>0.8421</td>
<td>0.8571</td>
<td>0.1458</td>
<td>0.3333</td>
<td>0.2500</td>
<td>0.2500</td>
<td>0.4776</td>
<td>0.3871</td>
</tr>
</tbody>
</table>


aSVM: support vector machines.
bCNN_M+S: convolutional neural network using the combination of pretrained GloVe tweets embedding and measles tweets embedding.
cCNN_S: convolutional neural network using the pretrained GloVe tweets embedding from Stanford.

Table 4. Detailed precision, recall and F scores of each class for emotions expressed. Italics indicate best performance in that class.

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>Recall</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>F1 score</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humor or sarcasm (n=109)</td>
<td>1</td>
<td>0.9388</td>
<td>0.8909</td>
<td>0.3486</td>
<td>0.4220</td>
<td>0.4495</td>
<td>0.5170</td>
<td>0.5823</td>
<td>0.5976</td>
</tr>
<tr>
<td>Positive emotion (n=39)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.0513</td>
<td>0.1538</td>
<td>0.1282</td>
<td>0.0967</td>
<td>0.2667</td>
<td>0.2273</td>
</tr>
<tr>
<td>Anger (n=35)</td>
<td>0</td>
<td>1</td>
<td>0.6667</td>
<td>0</td>
<td>0.0286</td>
<td>0.0571</td>
<td>0</td>
<td>0.0556</td>
<td>0.1053</td>
</tr>
<tr>
<td>Concern (n=919)</td>
<td>0.8312</td>
<td>0.8538</td>
<td>0.8550</td>
<td>0.9069</td>
<td>0.9978</td>
<td>0.9946</td>
<td>0.9069</td>
<td>0.9202</td>
<td>0.9195</td>
</tr>
<tr>
<td>Not applicable (n=49)</td>
<td>0.7500</td>
<td>0.9048</td>
<td>0.8947</td>
<td>0.2105</td>
<td>0.3878</td>
<td>0.3469</td>
<td>0.2105</td>
<td>0.5429</td>
<td>0.5000</td>
</tr>
</tbody>
</table>


aSVM: support vector machines.
bCNN_M+S: convolutional neural network using the combination of pretrained GloVe tweets embedding and measles tweets embedding.
cCNN_S: convolutional neural network using the pretrained GloVe tweets embedding from Stanford.

Table 5. Detailed precision, recall, and F score of each class for attitude toward vaccination. Italics indicate best performance in that class.

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>Recall</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
<th>F1 score</th>
<th>CNN_M+S</th>
<th>CNN_S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro (n=202)</td>
<td>0.7917</td>
<td>0.6458</td>
<td>0.7554</td>
<td>0.1919</td>
<td>0.3069</td>
<td>0.5198</td>
<td>0.3089</td>
<td>0.4161</td>
<td>0.6158</td>
</tr>
<tr>
<td>Against (n=36)</td>
<td>0.6667</td>
<td>1</td>
<td>0.8571</td>
<td>0.0556</td>
<td>0.1667</td>
<td>0.1667</td>
<td>0.1026</td>
<td>0.2857</td>
<td>0.2791</td>
</tr>
<tr>
<td>Not applicable (n=913)</td>
<td>0.8228</td>
<td>0.8408</td>
<td>0.8794</td>
<td>0.9890</td>
<td>0.9660</td>
<td>0.9682</td>
<td>0.8982</td>
<td>0.8991</td>
<td>0.9216</td>
</tr>
</tbody>
</table>


dSVM: support vector machines.
eCNN_M+S: convolutional neural network using the combination of pretrained GloVe tweets embedding and measles tweets embedding.
fCNN_S: convolutional neural network using the pretrained GloVe tweets embedding from Stanford.

Discussion

Principal Contributions

This study makes 2 primary contributions. First, we designed and implemented a comprehensive scheme for the public perception analysis of measles-related tweets, including discussion themes, emotions expressed, and attitude toward vaccination. We manually curated a gold standard set that contains 1151 tweets annotated according the scheme. The tweets were sampled from all measles-related tweets during the most recent measles outbreak in the United States in 2015. Based on the annotation results, we believe the scheme can successfully classify the public’s opinions and emotions. Second, we designed and implemented CNN models on the classification tasks of measles-related tweets and investigated their performance compared to traditional machine learning models through a comprehensive comparison on the small-scale tweets corpus with highly unbalanced class distribution.

Principal Findings

In classifying measles-related tweets in terms of discussion themes, emotions expressed, and attitude toward vaccination, different classifiers were better suited for different tasks. However, the CNN models achieved better overall performance on all 3 tasks compared to conventional machine learning.
authors. A detailed comparison of the CNN models and SVM showed that the CNN models were able to improve performance on nearly all classes for all 3 dimensions. The major contributor to the overall performance boost is the improvement on recall, especially for the classes with fewer cases than average. The CNN model with the combinations of 2 embeddings led to better performance on discussion themes and emotions expressed, while the CNN model with Stanford embedding achieved best performance on attitude toward vaccination. A common obstacle of deep neural network-based models is the need for a large training dataset. However, for a disease-related tweets classification task like ours, the results show that CNN models can perform better than conventional machine learning models even on a training dataset with only 1151 labeled tweets.

Limitations and Future Directions
Although the CNN models can greatly increase the performance for most of the classes with few cases, for some minor classes with extremely low numbers of cases such as personal experience in discussion themes, the CNN models are just as powerless as conventional models. Further examination of the prediction results shows that many tweets in the minor classes were incorrectly classified into major classes. For example, the tweets in personal experience were either classified as resources or personal opinions and interest. For against in attitude toward vaccination, the majority of the tweets were classified as not applicable, which takes up to 79% of the labeled data. The highly unbalanced class distribution is a major challenge for both conventional machine learning methods and neural network methods. Since the current gold standard training set is relatively small, we plan to collect and annotate more related tweets (especially the tweets belonging to smaller classes) to build a larger labeled dataset. We believe performance could be improved by using a larger labeled training dataset.

Future research could take a few directions. Additional hyperparameter tuning (ie, activation functions selection, pooling strategies) can also improve the performance on the disease-related tweets classification tasks. In addition, although the Bi-LSTM model doesn’t work well on our tasks (probably due to the limited training data size), other recurrent neural network-based frameworks such as attentive Bi-LSTM [45] may lead to better performance, especially as the size of the training data increases. The improved models can be used to automatically predict the labels of the measles tweets, which will facilitate the analysis of large-scale public perceptions about measles as well as other infectious diseases. Some unsupervised machine learning methods can also be used to explore the major discussion topics from the measles-related tweets dataset, such as topic modeling methods [46,47], as it can save the effort of annotation.

Conclusion
Timely understanding of public perceptions during the outbreak of an infectious disease such as measles will allow public health agencies to adapt their messages to address the needs, concerns, and emotions of the public. In order to understand the contents of Twitter text regarding measles and vaccination, we designed a classification scheme that contains discussion themes, emotions expressed, and attitude toward vaccination for measles-related tweets. A gold standard containing 1151 tweets was collected and manually annotated according to the classification scheme. CNN models have been evaluated to classify tweets into different classes for different tasks. A comparative study was done to evaluate the performance of CNN models in comparison to 4 conventional machine learning models as well as a Bi-LSTM model. The CNN models had improved performance on classification of themes, emotions, and attitude from the highly unbalanced measles-related tweets dataset. The CNN models presented in the paper can be applied on large-scale tweets datasets. Our proposed scheme and CNN-based tweets classification system for the public perception analysis on Twitter toward measles disease can be used for other infectious diseases such as influenza and Ebola.
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Abstract

Background: Cloud computing is an innovative paradigm that provides users with on-demand access to a shared pool of configurable computing resources such as servers, storage, and applications. Researchers claim that information technology (IT) services delivered via the cloud computing paradigm (ie, cloud computing services) provide major benefits for health care. However, due to a mismatch between our conceptual understanding of cloud computing for health care and the actual phenomenon in practice, the meaningful use of it for the health care industry cannot always be ensured. Although some studies have tried to conceptualize cloud computing or interpret this phenomenon for health care settings, they have mainly relied on its interpretation in a common context or have been heavily based on a general understanding of traditional health IT artifacts, leading to an insufficient or unspecific conceptual understanding of cloud computing for health care.

Objective: We aim to generate insights into the concept of cloud computing for health IT research. We propose a taxonomy that can serve as a fundamental mechanism for organizing knowledge about cloud computing services in health care organizations to gain a deepened, specific understanding of cloud computing in health care. With the taxonomy, we focus on conceptualizing the relevant properties of cloud computing for service delivery to health care organizations and highlighting their specific meanings for health care.

Methods: We employed a 2-stage approach in developing a taxonomy of cloud computing services for health care organizations. We conducted a structured literature review and 24 semistructured expert interviews in stage 1, drawing on data from theory and practice. In stage 2, we applied a systematic approach and relied on data from stage 1 to develop and evaluate the taxonomy using 14 iterations.

Results: Our taxonomy is composed of 8 dimensions and 28 characteristics that are relevant for cloud computing services in health care organizations. By applying the taxonomy to classify existing cloud computing services identified from the literature and expert interviews, which also serves as a part of the taxonomy, we identified 7 specificities of cloud computing in health care. These specificities challenge what we have learned about cloud computing in general contexts or in traditional health IT from the previous literature. The summarized specificities suggest research opportunities and exemplary research questions for future health IT research on cloud computing.

Conclusions: By relying on perspectives from a taxonomy for cloud computing services for health care organizations, this study provides a solid conceptual cornerstone for cloud computing in health care. Moreover, the identified specificities of cloud computing and the related future research opportunities will serve as a valuable roadmap to facilitate more research into cloud computing in health care.

(J Med Internet Res 2018;20(7):e10041) doi:10.2196/10041
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Introduction

Background and Objective

Cloud computing (CC) is an innovative paradigm that provides users with on-demand access to a shared pool of configurable computing resources such as servers, storage, and applications [1]. CC possesses unique features (ie, on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured services) that are argued to enhance traditional in-house health information technology (IT) approaches in health care organizations (eg, hospitals and clinics). Researchers claim that IT services delivered via the CC paradigm provide major benefits for health care, including improved flexibility in the use of IT resources [2], high availability of IT infrastructure to address ever-changing health IT demands [3], and low upfront investments and IT maintenance costs for the use of health IT [4]. Surprisingly, the benefits promised by using CC often do not hold in practice: it has, for example, been reported that the use of cloud computing services (CCSs) is tied to implementation and preparation activities that impede the flexibility of CC [5], the promised availability of cloud-based IT infrastructures also cannot always be ensured (eg, sometimes the maximal attainable IT resources are strictly predefined) [6], and the use of CCSs is not guaranteed to yield the expected economic advantages for users in health care (eg, due to unexpected high upfront costs) [7,8]. There is therefore a mismatch between our conceptual understanding and the accepted meaning of CC for health care (ie, the value and/or consequences of using CC) in practice. Such a mismatch not only hampers the meaningful use of CC in the health care industry (ie, CC should provide constructive support) [9] but also could lead to countereffects for health care. As reported in a recent case, performance of an electronic health record system enabled by CC in a United Kingdom hospital diverged from initial expectations and led to countereffects, resulting in a £200 million (US $262 million) project failure and the hospital’s inability to deliver key services on a large scale [10,11].

Although the topic of CC in health care has been widely discussed in the literature, existing publications mainly focus on development of single CC applications or platforms in health care [12-16] and development of security mechanisms for the use of CC [17-21]. Although some studies have tried to conceptualize CC or interpret this phenomenon for health care settings [4,22,23], they are heavily based on a general understanding of traditional health IT artifacts or mainly rely on the interpretation of CC in a common context, which leads to an insufficient or unspecified conceptual understanding of CC for health care. CC is an IT innovation for the health care industry that differs from traditional health IT approaches; in addition, when conceptualizing the topic of CC in health care, it is essential to seriously consider the health care context. The health care industry is markedly different from the commonly understood context and interpretation of CC [24]. Thus, this more general CC context is not necessarily adequate for health care. To this end, past research suggests that a nonspecific grasp of the CC concept in research and practice, irrespective of the intricacies of the health care sector, might be a major reason for why few successful implementations of CCSs in health care exist [25].

In this research, we rethink the meaning of CC for health care. By relying on existing CCSs in practice, we aim at generating insights into this phenomenon for health IT research. Our research focuses on the following research questions (RQs):

RQ1: What are the relevant properties of CC for service delivery to health care?

RQ2: What are the specific meanings of these properties for health care?

To address the research questions, we drew on data from a structured literature review and 24 expert interviews to develop a taxonomy of CCSs for health care organizations. Taxonomies are a form of classification [26] that are widely used to understand IT concepts in health care [27,28]. We expect to use this taxonomy to organize existing knowledge about CC in health care to fulfill our research purpose. In particular, we relied on the taxonomy to understand CC’s key service delivery properties for health care organizations (RQ1) and thereby conceptualized CC for health care settings. By classifying 50 CCSs for health care organizations that we identified from both the literature and interviews using the taxonomy, we derived specificities of CC for health care (RQ2) that subverted and, therefore, challenged our understanding of CC in a common context or from a traditional health IT perspective. Our study conceptualizes CC specifically for health care. More importantly, we derived concrete research directions based on our conceptualization of CC to facilitate research on CC in health care.

Cloud Computing Knowledge in Health Care

CC is an innovation for health care organizations. In the health care industry, 3 types of innovations can be observed: (1) innovation focusing on the manner in which consumers access health care and fund the related services; (2) innovation applying technology to improve products, services, or care; and (3) innovation generating new business models [29]. CC is an innovation of applying (information) technology in health care organizations (type 2) that is in sharp contrast to traditional health IT approaches. CC provides 3 different service models—software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS)—all of which are Web-based [1]. CC can therefore deliver fundamental IT resources such as processing, storage (IaaS), and platforms together with programming languages, tools, and/or libraries that support users to develop and/or deploy software (PaaS). CC can also provide ready-to-use software applications (SaaS), which run on the cloud infrastructure, to health care organizations.

CC relies on different deployment models to provide IT services. First, in a public cloud, the infrastructure of CCSs is provided for open use by the general public. Second, the infrastructure
of a private or community cloud is provisioned for the exclusive use by a single organization or a specific group of organizations, respectively. Third, a hybrid cloud is a combination of 2 or more of the aforementioned deployment models. Whereas public clouds exist off the premises of cloud users, private and community clouds may exist on or off premises.

Our research aimed at organizing knowledge about CC and conceptualizing CC in health care. We employed the concept of knowledge about innovations by Rogers [30] as a means to interpret the knowledge about CC in health care and guide the taxonomy development. We chose it because Rogers’ concept of knowledge is one of the few established concepts in research that can specify an IT artifact by observing it as an innovation, which is appropriate for CC as an innovation in health care. Moreover, Rogers’ knowledge about innovations serves as a basic concept in his diffusion of innovations theory. Although we did not specifically address issues regarding CC’s diffusion, we aimed for a specific understanding of an innovation (in health care), which is consistent with Rogers’ ultimate purpose for this concept in the diffusion of innovations theory.

According to Rogers, 3 different types of knowledge are relevant for an insightful understanding of an innovation: (1) awareness knowledge comprises information about the existence of an innovation, (2) how-to knowledge describes how the innovation can be applied, and (3) principle knowledge explains the approach in which an innovation works. In this research, we targeted how-to and principle knowledge to understand the term knowledge. This is because most are aware of the term “cloud computing” [31]. Our research focused on the properties of CCSs that describe how CC can be used in health care organizations (how-to knowledge) and the ways in which CCSs support health care organizations (principle knowledge).

Methods

Overview

We employed a 2-stage approach to develop a taxonomy of CCSs for health care organizations. As illustrated in Figure 1, we conducted a structured literature review and 24 semistructured expert interviews in stage 1, drawing on data from theory and practice. In stage 2, we employed the views of how-to and principle knowledge, applied the method used by Nickerson et al [32], and developed a taxonomy of CCSs for health care organizations. The taxonomy development method integrates the evaluation of the taxonomy into its development process such that no further a posteriori evaluation of the taxonomy was required.

Literature Review

To obtain data for the development of our taxonomy, we followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses framework [33] and performed a review of the literature on CC in health care organizations. We searched literature databases to identify research articles addressing the topic of CC in health care organizations. Figure 2 presents a schematic of our approach, which includes the literature databases and the search string employed. It must be emphasized that we iteratively developed our search string. We tested broader keywords (eg, “eHealth,” “health IT”) but decided to employ more specific keywords that target health care organizations for the final search string because our taxonomy specifically focused on health care organizations. Moreover, we found that the broader keywords did not result in many additional relevant articles but increased noise, which diminished the quality of the literature review. We performed keyword, title, and abstract searches and ultimately full-text reviews. Next, 2 researchers independently screened the identified articles. The articles were first screened using keywords, titles, and abstract searches and then using the full texts. We excluded articles that were not published within the last 10 years (not up to date: the term CC was not readily used until 2007), not in English, not peer-reviewed, or did not address the topic of CC in health care organizations (off-topic). A total of 66 articles remained after the screening.

Figure 1. Research methods overview. Asterisk refers to taxonomy evaluation by means of the ending conditions. CC: cloud computing, CCS: cloud computing service.
Once the screening was complete, we analyzed the remaining articles and identified 17 additional articles that were off-topic but could not have been excluded without an in-depth full-text assessment. This process resulted in a final sample of 49 eligible articles that were assessed in detail. With the assessment, we aimed to understand the concept of CC in health care organization contexts from a research perspective. Moreover, we attempted to identify concrete CCSs for health care organizations in addition to their characteristics from the literature. Accordingly, we classified the literature into 2 categories: conceptual and empirical. The conceptual category covered articles providing general conceptual statements about CC in health care and articles proposing CCSs that have not been deployed in practice. The empirical category contained articles describing concrete CCSs for health care organizations. This occurred because the applied taxonomy development method employed both a deductive approach (development based on data from the conceptual category) and an inductive approach (development by observing objects that need to be classified, namely, data from the empirical category) [32]. Of the 49 eligible articles, 24 were classified as conceptual and 25 as empirical. Articles that describe general features of CC and apply them to concrete CCSs were classified as special cases of the empirical category. Two researchers separately analyzed the articles. Each relevant statement was extracted and converted into 1 or more pieces of code representing a property of CCSs for health care organizations. Codes created by both researchers were compared and aggregated resulting in a master list containing codes encapsulating the properties of CCSs. It must be emphasized that 25 concrete CCSs for health care organizations were identified from the literature. A description of these CCSs can be found in Multimedia Appendix 1.

Expert Interviews
To gather knowledge that could inform the development of the taxonomy from practice, we conducted 24 semistructured expert interviews, as listed in Table 1. We applied a purposeful sampling strategy that focused on selecting individuals who are especially knowledgeable about a phenomenon of interest to recruit interviewees [34]. We included only experts who were engaged in IT activities in health care organizations and who had used, provided, or knew about concrete CCSs for health care organizations. After 24 interviews, we reached data saturation and stopped recruiting additional interviewees. The first 12 interviewees listed in Table 1 focus on the Chinese health care cloud market, and the rest focus on the German market. We selected these countries because they are the main cloud players in Asia and Western Europe, which are among the regions with the highest market share in the overall [35] and the health care cloud markets [36]. Moreover, the cloud markets in China and Germany are complementary to each other: whereas CCSs for health care organizations in Germany are restricted to European cloud providers due to data protection regulations by the European Union, CCSs in China rely on large health IT players (eg, IBM, Cisco, and Microsoft) mainly from the United States supplemented by Chinese domestic providers [37]. Thus, we were able to gain insights into knowledge about CC in health care from a wide spectrum of practices. The interviewees came from 18 different organizations and had an average of 15 years of work experience.

Figure 2. Flow diagram of inclusion/exclusion and literature analysis.

- Literature search
  - Search string: (cloud OR “software as a service” OR software-as-a-service OR SaaS OR “platform as a service” OR platform-as-a-service OR PaaS OR “infrastructure as a service” OR infrastructure-as-a-service OR IaaS) AND (hospital* OR clinic* OR inpatient OR in-patient)
  - Databases: ACM, AISel, EBSCoHost, Emerald Insight, IEEE Xplore, Proquest, PubMed, ScienceDirect
  - Limits: Searches within title, abstract, and keywords
- Search results combined (n=3334)
- Articles screened on basis of title, abstract, and keywords
- Included (n=210)
- Articles screened on basis of full text
- Articles assessed (n=66)
- Relevant articles (n=49)
- Duplicates removed (n=828)
- Excluded (n=3124)
  - Not up to date: 532
  - Not in English: 50
  - Not peer-reviewed: 1799
  - Off-topic: 743
- Excluded (n=144)
  - Not peer-reviewed: 8
  - Off-topic: 136
- Excluded (n=17)
  - Off-topic: 17
Our interview guide was structured into 3 topics, as shown in Multimedia Appendix 2. Topic 1 addressed the interviewee’s organization, work activities, and professional experience. Topic 2 focused on the interviewee’s (conceptual) understanding of CC in health care. In topic 3, interviewees were asked to enumerate and describe all concrete CCSs in health care organizations with which they were familiar. The interviews lasted between 30 and 90 minutes, with an average of 51.33 minutes. All interviews were audio recorded and transcribed afterwards.

Two researchers separately analyzed the transcripts. For the same reasons as in the literature analysis, the interview analysis focused on not only the conceptual understanding of CC in health care but also concrete examples of CCSs, including their properties. Thus, we classified the interview data obtained from topic 2 of the interview guide in the conceptual category, whereas the interview data obtained from topic 3 fell into the empirical category. Both researchers employed the same coding technique used in the literature analysis to analyze the interview data. Consequently, we obtained a list of codes representing a conceptual view of CC in health care for the conceptual category and a list of codes representing properties of concrete CCSs in health care organizations for the empirical category. In total, 25 CCSs for health care organizations were identified from the interviews, which are presented together with the 25 CCSs identified from the literature in Multimedia Appendix 1.

### Taxonomy Development

For the taxonomy development, we chose the method proposed by Nickerson et al [32], which provides a systematic taxonomy development approach for IT objects and is well acknowledged in the domain of health IT [38,39]. According to Nickerson et al [32], a taxonomy is a set of dimensions in which each dimension consists of more than 1 characteristic. In taxonomy development, several iterations are used to determine dimensions and characteristics. After each iteration, predefined ending conditions are employed to evaluate the taxonomy: if not all ending conditions can be fulfilled, the taxonomy development continues with the next iteration. In each iteration, researchers can choose between an inductive and deductive approach. A deductive approach is based on theoretical knowledge about the objects that need to be classified; an inductive approach is

<table>
<thead>
<tr>
<th>ID</th>
<th>Job title</th>
<th>Experience in health IT (years)</th>
<th>Work organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>i01</td>
<td>Chief information officer</td>
<td>8</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i02</td>
<td>Chief of information center</td>
<td>18</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i03</td>
<td>Project manager</td>
<td>12</td>
<td>International health IT provider</td>
</tr>
<tr>
<td>i04</td>
<td>Staff of new media department</td>
<td>6</td>
<td>Specialized hospital in China</td>
</tr>
<tr>
<td>i05</td>
<td>Chief of IT department</td>
<td>15</td>
<td>District clinic in China</td>
</tr>
<tr>
<td>i06</td>
<td>Chief executive officer</td>
<td>16</td>
<td>Chinese health IT provider for dental clinics</td>
</tr>
<tr>
<td>i07</td>
<td>Senior IT staff</td>
<td>12</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i08</td>
<td>IT supervisor</td>
<td>17</td>
<td>Chinese governmental organization for the strategic development of public hospitals</td>
</tr>
<tr>
<td>i09</td>
<td>Chief of information center</td>
<td>11</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i10</td>
<td>Senior IT staff</td>
<td>9</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i11</td>
<td>Vice director</td>
<td>12</td>
<td>District hospital in China</td>
</tr>
<tr>
<td>i12</td>
<td>Head of IT</td>
<td>6</td>
<td>General hospital in China</td>
</tr>
<tr>
<td>i13</td>
<td>Chief marketing officer</td>
<td>33</td>
<td>Health IT provider for the German market</td>
</tr>
<tr>
<td>i14</td>
<td>Staff of research and development department</td>
<td>30</td>
<td>Health IT provider for the German market</td>
</tr>
<tr>
<td>i15</td>
<td>Head of IT applications</td>
<td>20</td>
<td>University clinic in Germany</td>
</tr>
<tr>
<td>i16</td>
<td>Technology officer</td>
<td>10</td>
<td>Health IT provider for the German market</td>
</tr>
<tr>
<td>i17</td>
<td>Head of IT development</td>
<td>6</td>
<td>German local health IT provider</td>
</tr>
<tr>
<td>i18</td>
<td>Health IT developer</td>
<td>6</td>
<td>German local health IT provider</td>
</tr>
<tr>
<td>i19</td>
<td>Senior manager</td>
<td>19</td>
<td>German local health IT provider</td>
</tr>
<tr>
<td>i20</td>
<td>Head of IT</td>
<td>17</td>
<td>University clinic in Germany</td>
</tr>
<tr>
<td>i21</td>
<td>IT staff</td>
<td>10</td>
<td>University clinic in Germany</td>
</tr>
<tr>
<td>i22</td>
<td>IT team leader</td>
<td>19</td>
<td>University clinic in Germany</td>
</tr>
<tr>
<td>i23</td>
<td>Chief information officer</td>
<td>12</td>
<td>District hospital in Germany</td>
</tr>
<tr>
<td>i24</td>
<td>Head of IT infrastructure</td>
<td>31</td>
<td>University clinic in Germany</td>
</tr>
</tbody>
</table>

*a*: IT: information technology.
based on observing and analyzing a sample of the objects. For the deductive approach, we applied all data about CC from the conceptual category (see Figure 1). For the inductive approach, we employed data from the empirical category for all 50 identified CCSs in health care organizations.

Before developing a taxonomy, researchers must define a meta-characteristic and ending conditions. The meta-characteristic guides the choice of dimensions and characteristics in the taxonomy. As a result, each dimension or characteristic of the taxonomy is a logical consequence of the meta-characteristic. Our taxonomy builds on 2 relevant knowledge types of CCSs to define the meta-characteristic: how-to and principle knowledge. We defined “service delivery properties of CCSs for health care organizations” as our meta-characteristic that covers how CCSs can be used by health care organizations (how-to knowledge) and describes the approaches in which CCSs support them (principle knowledge). Both knowledge types serve as the conceptual orientation of the taxonomy as a whole. For the ending conditions, we adopted all of the objective and subjective ending conditions from Nickerson et al [32]. The subjective ending conditions also serve as criteria to evaluate the sufficiency of the taxonomy.

For each iteration, we randomly chose a developmental approach (ie, inductive or deductive). Based on the chosen approach, we randomly selected data from our data pool accordingly (ie, understanding of CC from the conceptual category for a deductive approach and concrete CCSs and their properties from the empirical category for an inductive approach). The amount of data was adjusted such that each iteration could be performed in a reasonable time frame (45 to 60 minutes).

For an iteration using the deductive approach, we first examined codes about CC to identify and summarize new characteristics and/or dimensions. We determined whether each potential new characteristic or dimension derived from a code could be considered a logical consequence of the meta-characteristic and whether there was a concrete CCS in our empirical category that could be classified into this characteristic/dimension. If both criteria were fulfilled, the new characteristic/dimension was added to the existing taxonomy. For an iteration using the inductive approach, we first examined and compared the properties of the selected CCSs from the empirical category. We attempted to derive common characteristics of the chosen CCSs by comparing their codes. If the identified characteristics were new, we attempted to assign them to existing dimensions (as characteristics) if possible. Otherwise, we grouped the characteristics, inspected their conformity with the meta-characteristic, and defined them as new dimensions for the taxonomy, if necessary. After each iteration, we applied the predefined ending conditions to evaluate our taxonomy. For an inductive approach, we additionally classified all CCSs that were analyzed using the (preliminary) taxonomy, as required by Nickerson et al [32]. After 14 iterations, we met all ending conditions and thus stopped the taxonomy development. Multimedia Appendix 3 summarizes these iterations and the data we applied to each. Because all identified CCSs for health care organizations (n=50) were analyzed in our research (ie, an objective ending condition), these CCSs were classified by the taxonomy. The final classification result serves as a part of the taxonomy.

Results

Dimensions and Characteristics

Our taxonomy of CCSs for health care organizations is composed of 8 dimensions and 28 characteristics (see Table 2 for overview). The first 4 dimensions (service form, deployment model, targeted cloud advantage, and timeliness) represent principle knowledge, which is related to the inherent mechanisms and principles of a CCS and describes the approaches in which CC supports health care organizations. The remaining 4 dimensions address concrete methods to implement (ie, how to use) CCSs for health care and represent how-to knowledge.

The service form and deployment model dimensions are consistent with the service and deployment models of CC, respectively [1]. They clarify the most basic operational principles of CCSs for health care organizations, which relate to principle knowledge. The dimension service form contains 3 characteristics: infrastructure, platform, and software, which refer to IaaS, PaaS, and SaaS of CC, respectively. The deployment model dimension indicates whether CCSs are deployed using a public, community, or private cloud. Because a hybrid cloud is, by definition, composed of 2 or more of the aforementioned deployment models, we do not define hybrid as an independent characteristic of the deployment model. Instead, our taxonomy represents a CCS with a hybrid deployment model by using 2 or more of the characteristics defined above.

The targeted cloud advantage dimension describes the concrete cloud properties from which a health care organization can benefit. This dimension highlights the effects of using CCSs and is also considered a type of principle knowledge. Scalability refers to the advantage of a CCS that extends its IT resources (eg, storage, processing, and memory) to overcome a health care organization’s IT resource scarcity or support resource-intensive tasks. Elasticity represents a CCS’s capability to dynamically allocate available resources based on users’ demands and thus optimize resource use for all users. Ubiquity indicates that users can access the CCS from any location. Cost efficiency emphasizes the cost advantage brought by CCSs. Shareability refers to the ability of CCSs to enable the efficient exchange and sharing of data between different users, whereas interoperability denotes the ability of a CCS to smoothly integrate and operate with disparate systems and machines. Security allows health care organizations to take advantage of cloud providers’ advanced data security mechanisms or technologies.

Timeliness assesses how quickly CC is able to deliver services and related data to health care organizations (real time vs not real time) and thus relates to principle knowledge. We define a CCS as real time if it is ready to process or transfer data at any time, such that the computational results and requested data are immediately available.
Table 2. Taxonomy of cloud computing services for health care organizations.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Principle knowledge</strong></td>
<td></td>
</tr>
<tr>
<td>Service form</td>
<td>Software, platform, infrastructure</td>
</tr>
<tr>
<td>Deployment model</td>
<td>Public, private, community</td>
</tr>
<tr>
<td>Targeted cloud advantage</td>
<td>Scalability, elasticity, ubiquity, cost efficiency, shareability, interoperability, security</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Real time, not real time</td>
</tr>
<tr>
<td><strong>How-to knowledge</strong></td>
<td></td>
</tr>
<tr>
<td>Supported task</td>
<td>Clinical, administrative, strategy, research</td>
</tr>
<tr>
<td>User</td>
<td>Patient, medical staff, family member</td>
</tr>
<tr>
<td>Service delivery device</td>
<td>Independent, adapted, specialized</td>
</tr>
<tr>
<td>Patient data involvement</td>
<td>Internal, external, no involvement</td>
</tr>
</tbody>
</table>

The supported task dimension specifies the areas in which health care organizations use CCSs. This dimension highlights the manner in which CC supports health care and is deemed a type of how-to knowledge. Supported task includes 4 characteristics: clinical, administrative, strategic, and research. Clinical refers to medical activities in health care organizations that are directly associated with patient diagnosis and treatment. Administrative denotes management or support tasks in health care organizations, such as patient registration, admission, and discharge. Strategic represents tasks performed by management teams in health care organizations, such as strategic planning decisions, human resources management, and performance evaluations. Research represents all activities that are related to medical research.

The user dimension relates to how-to knowledge and aggregates the possible user types of CCSs. This dimension differentiates between a patient who receives medical treatment at a health care organization, the medical staff (health care professionals as well as administrators), and the family members of the patient.

Service delivery device refers to how-to knowledge because this dimension represents the types of client devices used to access the CCS. A CCS with an independent characteristic allows users to access services using any computer or mobile device. Adapted specifies that a CCS is compatible with different types of devices but operates more efficiently on a certain group of devices (eg, mobile phones or tablets) via technical adaptation to those devices (eg, developing specialized applications for tablets or compressing data to accelerate data transfer for mobile phones). Specialized represents those CCSs that can be accessed by only 1 or several designated groups of devices, such as authorized tablet computers, workstations in health care organizations, or specific medical devices.

Finally, the patient data involvement dimension, which also relates to how-to knowledge, explains how patient-related data are used to deliver services. Internal indicates that a CCS uses patient data that are internally available to the health care organization for IT service delivery. External refers to a situation in which a CCS uses patient data collected from external sources, such as outside medical professionals or the patients themselves. No involvement indicates that a CCS does not have access to patient data and thus does not use such data in IT service delivery.

Classification and Evaluation

After completing all taxonomy development iterations, we classified all 50 CCSs that we identified during stage 1. Multimedia Appendix 4 presents the final classification results. In this section, we provide an example of how our taxonomy can be used to classify CCSs for health care organizations. This example examines a hospital decision support system for bed-patient assignments (see C22, Multimedia Appendix 1). Because this CCS addresses patient administration and assists hospital leadership in measuring and benchmarking hospital operations, it supports both administrative and strategic tasks. The CCS is delivered in the form of a software application and is hosted in a public cloud environment. The targeted cloud advantage is scalability because the hospital benefits from CC’s computing resources to analyze large quantities of data based on complex mathematical models. The CCS does not operate in real time (not real time). It is used by medical staff and is not device-specific (independent). Finally, the patient data processed by the CCS are internal.

Our taxonomy fulfills all predefined ending conditions after 14 development iterations. In particular, the fulfillment of 5 subjective ending conditions indicates high sufficiency of the taxonomy. We summarized these subjective ending conditions and provide a justification for the fulfillment of each condition in Multimedia Appendix 5. Notably, the subjective ending conditions describe the essential features of the derived taxonomy.

Discussion

Principal Findings

Specific Meanings of Cloud Computing for Health Care and Research Opportunities

By observing the taxonomy, which includes the classification results of CCSs for health care organizations, we obtained specific implications of CCSs for health care.
Table 3. Specificities of cloud computing for health care.

<table>
<thead>
<tr>
<th>Number</th>
<th>Specificity</th>
<th>Previous understanding</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CC&lt;sup&gt;a&lt;/sup&gt; relies on SaaS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>PaaS&lt;sup&gt;c&lt;/sup&gt; and IaaS&lt;sup&gt;d&lt;/sup&gt; in general are as relevant as SaaS</td>
<td>Type 1&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>CC increases data security and interoperability</td>
<td>Low data security and interoperability as CC’s downside</td>
<td>Type 1</td>
</tr>
<tr>
<td>3</td>
<td>If any, CC only brings economic benefits in the long term</td>
<td>Reduced costs by using CC in general</td>
<td>Type 1</td>
</tr>
<tr>
<td>4</td>
<td>CC focuses on clinical tasks</td>
<td>Health IT&lt;sup&gt;f&lt;/sup&gt; traditionally supports more management areas</td>
<td>Type 2&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>5</td>
<td>CC supports patient-centeredness</td>
<td>Health IT products are traditionally heavily physician-centered</td>
<td>Type 2</td>
</tr>
<tr>
<td>6</td>
<td>CC increases service mobility and flexibility</td>
<td>Health IT traditionally suffers from inflexible service access</td>
<td>Type 2</td>
</tr>
<tr>
<td>7</td>
<td>CC facilitates collaboration in clinical areas</td>
<td>Insufficient capabilities of traditional health IT to support collaboration</td>
<td>Type 2</td>
</tr>
</tbody>
</table>

<sup>a</sup>CC: cloud computing.

<sup>b</sup>SaaS: software as a service.

<sup>c</sup>PaaS: platform as a service.

<sup>d</sup>IaaS: infrastructure as a service.

<sup>e</sup>The specificity challenges what we have learned about CC in a general context.

<sup>f</sup>IT: information technology.

<sup>g</sup>The specificity challenges what we have learned about traditional health IT.

As demonstrated in Table 3, these implications offer 2 types of challenges to our previous understanding of CC in health care: they challenge what we have learned about CC in a general context (type 1) and in published traditional health IT studies (type 2). We employed the term “specificities” to summarize these implications, thereby highlighting the specific meanings of CC for health care. More importantly, as shown in Figure 3, the summarized specificities suggest research opportunities with exemplary research questions, facilitating future research about this relevant phenomenon in health IT.

### Specificity 1: Cloud Computing in Health Care Relies on Software as a Service

Previous studies show that in a common context, PaaS and IaaS are as relevant as SaaS in the cloud market [40]; however, this result is challenged by CC in the context of health care (type 1). We found that 92% (46/50) of the CSSs deliver services in the form of SaaS (dimension service form). The identified research articles and the interviewees even applied the term “X as a service,” such as “hospital information system as a service” [41] or “documentation as a service” (i17), to emphasize the importance of such CCSs, although by their nature they belong to SaaS. This is possibly because health care organizations expect to exploit the advantages of SaaS to the greatest extent and in a timely manner.

For hospitals, cloud almost only means software as a service because many hospitals want to use (them as) off-the-shelf products. ...SaaS products that support medical areas are especially welcome because hospitals always expect to get immediate improvement from the cloud in their core business. [Interviewee i03]

The lack of PaaS and IaaS in health care organizations indicates an insufficient state of CC in health care, which was confirmed by several interviewees (i07-i08, i10, i17-i19). For PaaS, our taxonomy shows only one CCS (C06), although several interviewees noted the urgent need for industry-specific PaaS.

*We want to develop our own SaaS, but there is just no specific PaaS for health care organizations. General PaaS are not enough.* [Interviewee i07]

The need for PaaS in health care is not only because PaaS in general provides ready-to-use technical support for programmers but also because it has the potential to provide solutions to effectively fulfill industry-specific IT requirements. This is, for example, explained by an interviewee who was involved in developing a CCS for a hospital.

*There were so many complex things we had to consider for hospitals. We kept wasting time on unnecessary meetings to find technical solutions. I dream of having a PaaS that could support us. ...Of course, there is more. ...Compliance is also a main topic. Hospitals ask over and over again whether our software is compliant with this or that. ...Example HIPAA: If the PaaS we use is compliant with HIPAA, then we can tell them: Yes, our software is HIPAA-compliant.* [Interviewee i17]

Further industry-specific IT requirements that can potentially be supported by a health care PaaS—constant demand on cutting-edge technologies, high health IT agility (to meet changing medical requirements), the need for different domain-specific medical data structures, and support for industrial joint implementation activities (eg, between government and hospital)—were also mentioned by the interviewees.

For IaaS, previous research studies [42] and our interviewees both emphasized the strategic meaning (i08) of IT infrastructure (ie, critical information infrastructure) for the health care industry and consequently the extremely high importance of IaaS (i20) for health care organizations. We identified only a limited number of IaaS (n=3) used for general administration of health care organizations (C28, C37) or data storage (C38), which hardly fulfills all health care organization IT infrastructure requirements.

http://www.jmir.org/2018/7/e10041/
Figure 3. Research opportunities for cloud computing in health care. CC: cloud computing, CCS: cloud computing service, IaaS: infrastructure as a service, IT: information technology, PaaS: platform as a service.
Future research could focus on exploring the lack of PaaS and IaaS for health care. As revealed by our interview data, there is a particular need for research studies that systematically investigate specific requirements for health care that cannot be covered by PaaS and IaaS in a common context and thus a need to design and develop industry-specific PaaS and IaaS.

**Specificity 2: Cloud Computing Brings More Data Security and Interoperability to Health Care**

Previous studies have raised concerns about security and privacy as the Achilles heel of CC [43], which are main barriers for the adoption of health IT artifacts [44,45]. These concerns might be more severe for public clouds, whose infrastructures are accessible by many different users [46]. However, the dimension deployment model indicates that more than half of the investigated CCSs are based on public clouds, especially given that almost all of these CCSs involved patient data (dimension: patient data involvement) that were sensitive and entailed security or privacy issues. To this end, providing a high level of data security was regarded as a targeted cloud advantage in 10 of the identified CCSs, of which 6 were deployed on public clouds. This challenges our understanding of CC in a general context (type 1). Additionally, interoperability may also impede the adoption of CC in a general context [47]. For health care, however, our taxonomy demonstrates that increased interoperability is a benefit of CC. Security and interoperability are traditionally the most intractable challenges in health IT, and industry standards concerning IT security and interoperability in health care are evolving [9]. Cloud providers can devote resources to the implementation of industry standards or best practices that many hospitals cannot afford [4]. CC can thereby address security and interoperability issues in a more effective manner, which was confirmed by the interviewed experts (i03-i04, i06-i07, i10, i13-i14, i16-i18, i21).

**CC is safe. The problem is how to make people believe that.** [Interviewee i13]

**Data security, interoperability...these are pluses. Speaking of data security, using paper is also not safe, if you insist on saying a cloud is not safe.** [Interviewee i21]

As highlighted in Figure 3, future research could investigate the role of security and interoperability in cloud adoption studies and focus on the adopter’s awareness or perception of increased data security and interoperability from CC in health care settings. Moreover, researchers could focus on exploring the factors (such as security and interoperability) that have industry-specific impacts on cloud adoption in health care, in contrast to a general context.

**Specificity 3: Cloud Computing Brings Economic Benefits to Health Care Organizations, if Any, Only in the Long Term**

It is surprising that CC offered economic advantages (cost efficiency) for only 11 of the 50 CCSs. In a general context, the use of CC is heavily motivated by short-term economic interests [48]. Research relying on this general understanding of CC claimed the low costs were the principle advantage of CC in health care [4]. Our research challenges the understanding of CC in a general context (type 1) by revealing that when using CCSs, many health care organizations frequently must transfer large volumes of data to and from the cloud (eg, medical images [49]). This can cause data transfer bottlenecks due to the obsolete (network) infrastructures currently in place at many health care organizations—a typical industry-specific IT issue (i02, i08, i15). Thus, CC might still require significant short-term investments in health care organizations’ network resources, internet bandwidth, or other relevant infrastructures. It is therefore not surprising that the interviewees were not convinced of the potential financial advantages of using CC in health care (i01-i05, i07, i10, i17). They (i01-i02, i10) even noted that additional expenses for CC, such as consulting fees, could increase health care organizations’ expenses. However, our interviewees reported that in the long term, CC will reduce their general IT maintenance work (i02, i24) and help them avoid possible IT reinvestments (i22). Future research could therefore focus on (re)examining and explaining the economic results of using CCSs in health care organizations. Moreover, researchers could focus on CC business processes or investment strategies in health care settings that enhance the short-term benefits for health care organizations.

**Specificity 4: Cloud Computing Mainly Focuses on Clinical Tasks (by Leveraging High Scalability)**

We recognize that most of the identified CCSs (36 of 50) support clinical tasks in health care organizations (dimension: supported task). This observation challenges previous studies about traditional health IT (type 2), which have concluded that health care organizations primarily focus on the use of IT applications for administrative, strategic, or functional functions rather than clinical activities [50]. These findings reflect an urgent need to use CC to remedy the deficiencies of traditional health IT in the context of health care organizations’ clinical activities, as revealed by our literature review [51].

**In clinical practice, even ordinary data analysis occasionally overwhelms traditional health IT with large volumes of data and complex analytical algorithms.** [Interviewee i16]

CC can address this problem with highly scalable IT resources and is therefore considered a “powerful weapon for IT tasks in the clinical area” (Interviewee i03).

This viewpoint is supported by our taxonomy, as more than 70% (23/32) of the CCSs possessed high scalability as one of their advantages (dimension: targeted cloud advantage), with a focus on clinical areas. For research opportunities, we suggest researchers concentrate on CC that supports research tasks in health care because both the literature [52] and our interviewees (eg, i18) reveal that research activities in health care depend even more on highly scalable IT resources to address large amounts of data, which is currently managed only in a small number of identified CCSs (n=6).

**Specificity 5: Cloud Computing Supports Patient-Centeredness**

A conservative but still well-recognized view of health IT is that medical staff are the main users of health IT applications [53,54], and many existing health IT applications are heavily...
physician-centered. However, the evidence from our taxonomy challenges this view (type 2) and implies a high potential of CC to realize patient-centeredness—a promising future direction for health IT [55]. Regarding the user dimension, we noticed that 8 identified CCSs included patients as their users, which is a premise of patient-centered health IT services. Among them, 7 CCSs were patient-centered (C05, C07, C10, C26, C29, C32, C34), as they possessed 3 essential attributes of patient-centered health IT: patient-focused, patient-active, and patient-empowered [56]. Additionally, several interviewees (i02, i07-i08, i11) noted that CC innovatively involves patient family members to realize patient-centeredness, as did 2 identified CCSs (C26, C29). An interviewee, whose hospital deploys a medical appointment CCS for patients, had this to say:

Senior, the disabled, or someone who doesn’t like technologies also needs to use appointment services, so we decided to involve their relatives. Although we have to have more users and processes now, I believe CC can offer the necessary computer resources. It’s a good thing, and I think this might be a reason to have more CCSs. [Interviewee i02]

We even have some patients who don’t use the Internet at all. Their children could help them...only in this way can we ensure that each patient truly benefits from our services. [Interviewee i08]

Despite the potential of CC to support patient-centeredness, only a limited number of patient-centered CCSs were identified in this study. Future research could therefore focus on examining how CC supports patient-centeredness and on designing further CCSs that support it.

**Specificity 6: Cloud Computing Increases Service Mobility and Flexibility**

We found that 42% (21/50) of the identified CCSs adapt themselves to or are specialized for certain devices for service delivery (dimension: service delivery device). For CCSs that support clinical tasks, this rate is even higher (16/36, 45%). In general, a barrier impeding the use of health IT is the alteration of users’ traditional workflow paradigm [57]. For health IT that supports clinical functions, physicians who are forced to adapt health care delivery processes to technologies are often unwilling to use it. Our taxonomy reveals that almost 80% (16/21) of the CCSs that were adapted to user devices, such as mobile phones and tablet PCs or other specialized medical devices, targeted service ubiquity (dimension: targeted cloud advantage) and thus the mobility and flexibility of IT service delivery (type 2). Existing health IT research concluded that these devices are inherently subjected to limited computing capacity and are criticized as unsuitable for complex tasks, such as clinical work [58]. However, our research shows that more than one-third (8/21) of the CCSs that were adapted to user devices enjoyed the benefit of resource scalability (dimension: targeted cloud advantage). Thus, as emphasized by our interviewees, CC can effectively “offset the [traditional] limitations of mobile devices or other small devices. It can increase the use of innovative devices in health care” (Interviewee i07). Future research could explore how CC overcomes the limitations of mobile or small devices in health care, which is a relevant but underinvestigated topic in health IT [58].

**Specificity 7: Cloud Computing Facilitates Collaboration in Clinical Settings.**

Our taxonomy demonstrates that most of the CCSs (46/50) involved the use of patient data (dimension: patient data involvement). One major expected purpose of involving patient data in health IT is to employ the data as a means to link users or systems in different clinical areas and thereby facilitate their collaboration [59]. However, research generally highlights a lack of sufficient health IT applications that support collaboration [60]. Our taxonomy challenges this (type 2) and reveals that CC has the potential to address this issue, as 21 of the 46 CCSs (that involve patient data and support clinical areas) possessed shareability or interoperability as an advantage (dimension: targeted cloud advantage) and had improved collaboration between users or systems as one of their main purposes. However, these CCSs are not without limitations. Only a small fraction of these CCSs (6/21) involved patient data from external sources (dimension: patient data involved). Including patient data from different sources is the basis of collaboration in clinical activities [51]. Our interviewees (i02, i05, i08, i11, i15) noted that including patient data from external sources (eg, external medical professionals or patients themselves) is relevant for improving collaboration in clinical processes because “no hospitals can depend only on themselves. They need continual cooperation with, at least, patients” (Interviewee i02).

The interviewees remarked that CCSs in health care organizations that have a collaboration purpose mostly focus on internal data exchanges (which was also revealed by our taxonomy), although they believed that CC has the potential to also facilitate collaboration with external parties. The timeliness dimension is another indicator for collaboration because it addresses how intensively data exchanges occur. However, for the 21 CCSs that supported clinical areas and possessed the shareability or interoperability characteristics, we found that only 8 enabled real-time data exchanges. Real time is crucial for effective data exchanges and the resulting collaboration in clinical processes (i05-i06, i08, i11, i18).

**Collaboration [based on data exchanges] should not only take place but also be in a real-time manner. A delay of important data for even a few minutes could be fatal for clinical activities.** [Interviewee i08]

Future research should therefore strive to improve CCSs for collaboration in clinical activities due to the currently (still) insufficient state of CCSs (as well as general health IT [51,60]) for supporting collaboration. Moreover, researchers could also investigate how CC supports collaboration in areas other than clinical settings in health care.

**Contributions**

For health IT research, our contributions are threefold. First, we suggest a taxonomy that structures the knowledge of CCSs (ie, CCS properties) for health care organizations. In particular, our taxonomy targets principle and how-to knowledge to
systematically conceptualize the concept of CC for health care settings. Unlike previous research that heavily relied on CC literature from common contexts or on traditional understandings of health IT, our study analyzed CC’s industry-specific properties not only from the health IT literature but also from practice. Thus, the derived dimensions and characteristics of the taxonomy highlight the aspects of CC that are most relevant to health care. We thereby contribute to closing the gap between an insufficient conceptual understanding of CC and the actual phenomenon in practice for health care. Second, our taxonomy suggests 7 specificities that subvert and thus challenge our previous understanding of CC in a general context or of traditional health IT. These specificities advance the understanding of CC in health care. Third, we derived concrete research opportunities for health IT (see Multimedia Appendix 6 for a summary). As presented at the beginning, health IT researchers have been interested in the development of single CC applications or data security topics. For both topics, we provide suggestions that guide future research (eg, to focus on developing CCSs that enable collaboration in health care) or even create new opportunities and directions (eg, to focus on inherently increased, instead of decreased, IT security in health care by using CC). In addition, we noticed that research topics on CC are by nature broad and diverse, which should not be limited to the development of CC applications and IT security, as in current health care settings, but can include more areas such as its business perspective [61,62], its adoption (by organizations) [63,64], user awareness and acceptance [65,66], and its certification [67-69]. The proposed research directions in this study are a step toward facilitating research on CC in health care settings.

For health IT practice, the derived taxonomy can be applied to investigate CCSs for health care organizations on 2 different levels. On a macro level, the classification of available CCSs in a certain health IT market using the taxonomy can serve as an indicator of the current state of these CCSs. Cloud providers or policy makers could, for example, suggest new CCSs that address possible market gaps (eg, PaaS for hospitals). On a micro level, health care organizations could apply the taxonomy to understand an individual CCS. In particular, by combining the characteristics from the dimensions that a CCS possesses, health care organizations could specify each CCS’s profile as demonstrated, for example, by the hospital decision support system for bed-patient assignments, as referred to in the Results section. By finding matches as well as mismatches between the CCS’s profile and their own organizational needs, health care organizations could screen and identify CCSs that would be useful to them and thereby increase the meaningful use of CC.

Limitations and Conclusions
A main limitation of this research is that our data focused on health care organizations that are hospitals and clinics, as implied by the literature review search string and by the interview questions. This is because hospitals and clinics are not only the backbone of the health care industry [70] but also representative IT consumers in health care [71]. We therefore expected that a taxonomy derived from hospitals and clinics would provide more generally valid insights into CC for health care settings. Research that focuses on CC in more specific health care settings (eg, nursing homes) could employ our taxonomy as a starting point. We suggest that such research use the proposed dimensions and characteristics as a checklist to investigate CC. If required, adjustments along the taxonomy’s dimensions and/or characteristics can be easily carried out [32], resulting in more specific taxonomies that are useful for certain health care settings. Future research should also broaden the perspective on the topic of CC to cover further health care settings by using, for example, more general search strings for literature reviews (eg, including terms such as “health IT” and “eHealth”) or by designing interview topics that cover CCSs in other health care areas.

Our work relied on data from 24 expert interviews, which does not necessarily guarantee that all CCSs for health care organizations from practice were discovered. However, the selection of our interviewees ensured a wide spectrum of knowledge about CC in health care in Asia, Western Europe, and the United States, which represent the main CC health care markets. Future research could also include niche CC markets to further verify and improve our taxonomy.

Although the term “cloud computing” has existed since 2007, the phenomenon of CC in health care remains in its infancy and calls for research on this phenomenon have emerged [4,25]. By relying on perspectives from a taxonomy for CCSs for health care organizations, we provide a solid conceptual cornerstone for research about CC in health care; moreover, the suggested specificities of CC for health care and the related future research opportunities will serve as a valuable roadmap.
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Abstract

Background: As eye tracking-based assessment of cognition becomes more widely used in older adults, particularly those at risk for dementia, reliable and scalable methods to collect high-quality data are required. Eye tracking-based cognitive tests that utilize device-embedded cameras have the potential to reach large numbers of people as a screening tool for preclinical cognitive decline. However, to fully validate this approach, more empirical evidence about the comparability of eyetracking-based paradigms to existing cognitive batteries is needed.

Objective: Using a population of clinically normal older adults, we examined the relationship between a 30-minute Visual Paired Comparison (VPC) recognition memory task and cognitive composite indices sensitive to a subtle decline in domains associated with Alzheimer disease. Additionally, the scoring accuracy between software used with a commercial grade eye tracking camera at 60 frames per second (FPS) and a manually scored procedure used with a laptop-embedded web camera (3 FPS) on the VPC task was compared, as well as the relationship between VPC task performance and domain-specific cognitive function.

Methods: A group of 49 clinically normal older adults completed a 30-min VPC recognition memory task with simultaneous recording of eye movements by a commercial-grade eye-tracking camera and a laptop-embedded camera. Relationships between webcam VPC performance and the Preclinical Alzheimer Cognitive Composite (PACC) and National Institutes of Health Toolbox Cognitive Battery (NIHTB-CB) were examined. Inter-rater reliability for manually scored tests was analyzed using Krippendorff’s kappa formula, and we used Spearman’s Rho correlations to investigate the relationship between VPC performance scores with both cameras. We also examined the relationship between VPC performance with the device-embedded camera and domain-specific cognitive function.

Results: Modest relationships were seen between mean VPC novelty preference and the PACC (r=.39, P=.007) and NIHTB-CB (r=.35, P=.03) composite scores, and additional individual neurocognitive task scores including letter fluency (r=.33, P=.02), category fluency (r=.36, P=.01), and Trail Making Test A (r=-.40, P=.006). Robust relationships were observed between the 60 FPS eye tracker and 3 FPS webcam on both trial-level VPC novelty preference (r=.82, P<.001) and overall mean VPC novelty preference (r=.92 P<.001). Inter-rater agreement of manually scored web camera data was high (kappa=.84).
Conclusions: In a sample of clinically normal older adults, performance on a 30-minute VPC task correlated modestly with computerized and paper-pencil based cognitive composites that serve as preclinical Alzheimer disease cognitive indices. The strength of these relationships did not differ between camera devices. We suggest that using a device-embedded camera is a reliable and valid way to assess performance on VPC tasks accurately and that these tasks correlate with existing cognitive composites.

(J Med Internet Res 2018;20(7):e11143) doi:10.2196/11143
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Introduction
Alzheimer disease (AD) and other forms of dementia, broadly characterized by declines in mental ability severe enough to interfere with daily life, pose serious challenges to patients, caregivers, and healthcare systems worldwide. As populations age, the global prevalence of dementia is expected to triple to 132 million between 2015 and 2050 [1]. In the United States (US) alone, the costs of AD are projected to grow by 400% from US $186 billion in 2018 to US $750 billion in 2050 as the number of people with dementia increases from 5.5 million to 13.8 million [2]. Alzheimer disease can go undetected for long periods of time because the disease has a prolonged preclinical phase, during which neuronal and neurobiological changes can occur for years or decades before noticeable symptoms appear. Early detection of AD during the preclinical phase has the potential to decrease medical and long-term care costs by as much as US $7 trillion in the US [2]. Detection of preclinical AD can enable people to seek treatment earlier, address modifiable risk factors, and potentially slow the progression of the disease, ultimately preserving cognitive function and reducing population health care costs [1,2].

Current detection methods for preclinical AD include the use of biomarkers, such as neuroimaging and cerebrospinal fluid tests for amyloid-β and tau proteins [3,4]. Increasingly, cognitive assessment composites targeting relevant cognitive domains sensitive to AD pathologies, such as the Preclinical Alzheimer’s Cognitive Composite (PACC) [5] and National Institutes of Health Toolbox Cognitive Battery (NIHTB-CB) [6,7], have shown efficacy in stratifying preclinical AD populations. However, there are drawbacks to both detection methods that ultimately limit their feasibility for screening large populations. For example, biomarker tests are expensive and invasive, cognitive batteries require trained staff for standardized administration, and both methods restrict access by requiring people to travel to a clinic.

Another method for detecting presymptomatic cognitive decline is through the use of eye tracking systems that assess eye movement behavior [8]. For example, eye tracking–based tasks that assess saccade patterns can be used to detect mild cognitive impairment (MCI) and AD [9,10]. Saccades, or small rapid movement of the eyes between fixations of relevant stimuli, can be examined within certain task paradigms to quantify inhibitory control. Another eye tracking–based task of particular interest is the visual paired-comparison (VPC) task, which has been shown to reliably detect early signs of cognitive decline in older adults before symptoms are present [11,12]. Visual paired-comparison tasks are a well-established method for detecting memory dysfunction in humans and other primates, from infancy through adulthood [11-18].

Commercial-grade eye-tracking cameras have traditionally been used to collect VPC data. These high frame rate cameras can capture a variety of complex visual features, including saccades, smooth pursuit (consistent tracking movements of the eyes), and fixation distributions (eyes focusing on particular areas or items), which can all be assessed for abnormal patterns indicative of a variety of pathologies [19,20]. Data can either be analyzed automatically with software provided by the manufacturer or inspected manually by researchers who have experience evaluating eye-tracking metrics. However, the use of commercial eye trackers as a cognitive health screening tool has limitations, much like biomarker tests and traditional cognitive assessments. Eye-tracking devices are expensive, complicated to use, and are not widely available in clinical settings. To effectively reach the growing number of individuals at risk for cognitive decline, preclinical AD screening tests that are both reliable and scalable, such as VPC tests that utilize ubiquitous device-embedded webcams (eg, mobile phones, tablets, laptops), need to be validated and implemented.

Emerging research indicates that when used for cognitive tests sensitive to early signs of decline, embedded webcams in laptops and mobile devices produce data of similar quality to that collected by commercial-grade cameras [21]. It remains to be determined if scoring accuracy will be maintained for a longer (30 minutes) version of the test. The 30-minute VPC task has been shown to reliably predict future declines in cognitive status among clinically normal individuals and individuals with amnestic MCI, a subtype of MCI with focal deficits in learning and memory performance [12]. The validation of accurate scoring methods for the embedded camera version of the test and its relationship to paper-pencil and computerized cognitive composites would add considerable value to the task as an asset to a clinician’s assessment repertoire.

The purpose of this study is (1) to investigate the relationships between performance on a 30-minute webcam-based digital VPC task and two cognitive composite indices sensitive to subtle impairment in AD-relevant cognitive domains, (2) to examine the relationship between performance on the VPC task with a device-embedded camera and domain-specific cognitive scores, and (3) to investigate the accuracy of human-coded gaze positions on a thirty-minute VPC using a laptop-embedded camera when compared to an automatically scored gold standard high frame rate eye-tracking camera.
Methods

Participants and Procedures
All subjects underwent informed consent procedures approved by the Partners Human Research Committee, the Institutional Review Board for Brigham and Women’s Hospital and Massachusetts General Hospital. A total of 49 clinically normal, community-dwelling older adults were recruited from a cohort of volunteers interested in participating in research studies at the Center for Alzheimer Research and Treatment at Brigham and Women’s Hospital and the Massachusetts Alzheimer Disease Research Center at Massachusetts General Hospital. Subjects were excluded if they had a history of alcoholism, drug abuse, head trauma, or current serious medical or psychiatric illnesses. All subjects above the age of 50 years and within age-specified norms on the Telephone Interview of Cognitive Status [22] were eligible for the study. No prior computer or iPad knowledge was required to participate. Subjects attended 1 clinic visit, during which they completed paper-pencil based cognitive tasks including the PACC, the NIHTB-CB, and the Neurotrack 30-minute VPC eye-tracking assessment. Eye-tracking data for the 30-minute VPC task was collected simultaneously by a commercial-grade eye tracker and a laptop-embedded camera.

Cognitive Composites
The PACC is a paper-pencil cognitive composite that includes 2 tasks of episodic memory, a task of speeded executive functioning, and a global cognitive screen. The Logical Memory-delayed recall score and the Free and Cued Selective Reminding Test total score comprised the episodic memory tests, with the Wechsler Adult Intelligence Scale-Revised Digit Symbol Coding Test total score representing the speeded executive functioning measure, and the Mini-Mental State Exam total score serving as the global cognitive screen [23].

Additionally, a measure of attention and processing speed (Trail Making Test A) and 2 measures of executive functioning (letter and verbal fluency) were administered. All tests were z-transformed using the performance means and standard deviations of clinically normal older adults (n=256, age range: 61-90 years) [24,25]. All four z-transformed variables were averaged together to produce a PACC composite score, with higher scores indicating better performance.

The NIHTB-CB is a computerized cognitive composite comprised of the Picture Vocabulary Test (PVT), the Flanker Inhibitory Control and Attention Test (Flanker), the Dimensional Change Card Sort Test (DCCS), the Pattern Comparison Processing Speed Test (PCPST), and the Picture Sequence Memory Test (PSMT) [7]. The PVT is a measure of receptive vocabulary, requiring participants to select from 4 images the 1 closest to the meaning of an orally presented word. The Flanker is a measure of cognitive control, requiring participants to focus on a stimulus surrounded by 4 identical stimuli around the target and having them select the direction in which the target stimulus is pointing. The DCCS is a measure of executive control, requiring participants to shift set matching a target visual stimulus to stimuli by shape or color. The PCPST is a measure of processing speed, requiring participants to rapidly match an object by shape or color. The PSMT is a measure of visual episodic memory, requiring participants to re-create the order of a set of images over 2 test trials [7]. The Flanker, PCPST, DCCS, and PSMT were scored per NIHTB-CB guidelines, and overall performance was quantified by a theta score, calculated by combining all of the scores on the individual tasks.

Visual Paired-Comparison Test Construction
A 30-minute VPC task developed by Neurotrack Technologies Inc (Redwood City, CA) was used in this study. VPC tasks quantify how the test subject splits attention between familiar and novel visual stimuli, with a familiarization phase preceding a testing phase. During the familiarization phase, subjects were presented with pairs of identical visual stimuli for a fixed period (5 seconds). During the test phase, which follows a delay of either 2 seconds or 2 minutes to assess immediate and delayed recognition memory, subjects were presented with additional pairs of visual stimuli, including 1 from the familiarization phase (familiar stimulus) and 1 novel stimulus. The ratio of time a subject spends gazing at the novel stimulus relative to the total viewing time produces a novelty preference (NP) score, with higher scores representing better declarative memory function and lower scores indicating impaired function [11,26,27].

System Components
Eye movements during the VPC task were simultaneously recorded with a commercial-grade Tobii X2-60 eye tracker camera system (Tobii AB, Stockholm, Sweden) and an embedded web camera on a 13-inch Apple MacBook Air laptop (Apple, Cupertino, CA). The Tobii camera sampled at 60 Hz, with corneal and pupil centers determining the gaze angle. Eye data were recorded using the Tobii SDK and API software. Participants were seated approximately 27 inches from the 13-inch laptop monitor that displayed the visual stimuli. The Apple MacBook Air laptop processor was a 1.4 GHz Intel Core i5 with 4 GB 1,600 MHz DDR3 memory and a 1,536 MB Intel HD Graphics 5,000 Graphics card. Video resolution of the laptop during test recording was 640 by 480.

Calibration Validation and Gaze Position
Explanations regarding the validation of camera calibration, data acquisition, and fixation filters for device-embedded cameras have previously been reported [21]. Briefly, before the start of the VPC task, subjects were instructed to watch a blue dot travel around the screen. Acting as a coordinate system, the top left of the screen represented (0, 0) and the bottom right of the screen represented (1, 1). The calibration ball traveled a predetermined path: (0.5, 0.5), (0.1, 0.1), (0.1, 0.9), (0.9, 0.9), (0.5, 0.5), (0.9, 0.1), (0.5, 0.1), (0.1, 0.5), (0.5, 0.5), pausing at each of the above points for approximately 2 seconds. Calibration validation of the device-embedded camera was determined by three human coders evaluating the individual frames of the calibration-phase video. Coding of the calibration phase video was repeated if individual accuracy of correctly coded calibration frames was below 90%. Calibration data were used to generate individualized models to predict gaze location and duration but were not incorporated into the experimental
procedure. Calibration validation of the commercial grade eye-tracking camera was determined by multiple accuracy metrics produced by the Tobii X2-60 SDK/API software.

Using the Tobii Pro Analytics software development kit default Tobii Pro Studio settings, we utilized the Active Display Coordinate System and the User Coordinate System to determine gaze location. Each data point consisted of an estimated gaze point for both the left and right eye. For each data point, the midpoint of the 2 gaze points was used as the definitive gaze estimate. Test trials were automatically excluded if more than 4s of data was missing due to the Tobii failing to find the eyes of the subject. In a previous study, Zola and colleagues used an Applied Science Laboratories eye tracker that recorded gaze data at 120 Hz (120 frames per second) [12]. To replicate the cluster-based algorithm used by Zola et al [12], a fixation filter to process the raw Tobii data was developed [21]. Three researchers with expertise in eye-tracking behavior and the Tobii X2-60 eye tracker system independently inspected all test trials to ensure the quality of test data. Test trials flagged for aberrant gaze paths (eg, gaze clustering, erratic saccades) were discussed corporately, and a consensus decision was made to retain or discard the trial in question.

In addition to the commercial eye tracker, subjects were simultaneously recorded with a device embedded camera during the calibration and test phases. A high definition Flash video recorder recorded the subject, and the resulting Flash video (FLV) footage was streamed to Neurotrack’s Wowza Amazon Web Services instance. Metadata, such as calibration phase timing and timing of task image presentation, was injected into the FLV video to ensure correspondence between frames of the video and events of the test.

Scoring

Performance on preferential looking VPC tasks is quantified as novelty preference. In the present study, novelty preference was defined as the percentage of time the participant spent looking at the novel image compared with the familiar image. For each test trial, NP was calculated as (time viewing novel image) divided by (total time viewing either image). Mean novelty preference for each of the 20 test trials yielded the overall novelty preference score. Using the commercial grade eye-tracking camera, a rectangular area of interest perimeter slightly larger than each image was defined. Gaze time on each image was calculated based on the total gaze fixation time recorded by the Tobii X2-60 software.

For the device-embedded camera data, individual processed video frames were evaluated on a frame by frame basis down-sampled to 3 frames per second (FPS) by 3 independent human coders to determine whether the subject was looking to the left, right, or neither side of the screen. Coding of the “neither” option was intended for frames when the participant was blinking, or when the image was of poor enough quality that the iris was indistinguishable from the rest of the eye. For each image, the majority decision was taken by the individual ratings. The NP score for each trial was the percentage of frames that the participant was rated as looking at the novel side (no. of “novel” frames) divided by (total no. of “novel” frames + no. of “familiar” frames).

Visual Paired-Comparison Data Analysis

Analyses of VPC test data were conducted with IBM SPSS version 24.0 using non-parametric statistical procedures due to the non-normal distribution of VPC test performance. Inter-rater agreement of web camera data scoring was assessed using Krippendorff’s kappa calculation [28]. Relationships between the Tobii X2-60 eye-tracking camera (60 FPS) and the laptop embedded camera (3 FPS) were assessed using Spearman’s Rho correlations. Relationships between VPC task performance, paper-pencil based neuropsychological tasks and computerized neuropsychological tasks were assessed using two-tailed Spearman’s Rho correlations. There were no relationships between age, gender or education on the VPC task or individual paper-pencil based neuropsychological tasks. Performance on computerized neuropsychological tasks on the NIHTB-CB was assessed based on standardized scores. The Cohen standard was used to determine the strength of these relationships with correlation coefficients of .10 as weak, .30 as moderate, and .50 and above as strong [29]. The strength of inter-rater reliability kappa statistic was determined with reliability of .40 to .59 as weak, .60 to .79 as moderate, and .80 to .90 as strong.

Results

Participant Characteristics

Subjects were all cognitively normal community-dwelling older adults. The age range of the study cohort was 54-97 years and the level of education ranged from 12-20 years. (Table 1).

Table 1. Characteristics of the study cohort of cognitively normal older adults.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=49)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>69 (8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (57)</td>
</tr>
<tr>
<td>Male</td>
<td>21 (43)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>16 (3)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>European-American</td>
<td>31 (63)</td>
</tr>
<tr>
<td>African American</td>
<td>18 (37)</td>
</tr>
</tbody>
</table>


Table 2. Correlations between visual paired comparison task performance by camera type and cognitive assessments.

<table>
<thead>
<tr>
<th>Cognitive assessment</th>
<th>Tobii X2-60 P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Laptop-embedded Camera</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Fisher r to z transformation (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACC&lt;sup&gt;d&lt;/sup&gt; Composite</td>
<td>.43</td>
<td>.005&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.39</td>
<td>.007&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.20</td>
<td>.21</td>
<td>.13</td>
<td>.40</td>
</tr>
<tr>
<td>LM-DR&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.30</td>
<td>.06</td>
<td>.25</td>
<td>.09</td>
</tr>
<tr>
<td>FCSET&lt;sup&gt;g&lt;/sup&gt;</td>
<td>−.05</td>
<td>.75</td>
<td>.22</td>
<td>.15</td>
</tr>
<tr>
<td>Digit Symbol Coding</td>
<td>.48</td>
<td>.001&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.32</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Letter Fluency</td>
<td>.44</td>
<td>.004&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.33</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>.43</td>
<td>.005&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.36</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trails A</td>
<td>−.45</td>
<td>.003&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−.40</td>
<td>.006&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>NIHTB-CB&lt;sup&gt;b&lt;/sup&gt; Composite</td>
<td>.32</td>
<td>.049&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.35</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>PVT&lt;sup&gt;i&lt;/sup&gt;</td>
<td>.28</td>
<td>.09</td>
<td>.28</td>
<td>.07</td>
</tr>
<tr>
<td>PSMT&lt;sup&gt;j&lt;/sup&gt;</td>
<td>.39</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.33</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Flanker</td>
<td>−.006</td>
<td>.97</td>
<td>.22</td>
<td>.16</td>
</tr>
<tr>
<td>DCCS&lt;sup&gt;k&lt;/sup&gt;</td>
<td>.29</td>
<td>.07</td>
<td>.37</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Determined by Spearman correlations and two-tailed Fisher r to z correlation comparisons.
<sup>b</sup>P<.01.
<sup>c</sup>P<.05.
<sup>d</sup>PACC: Preclinical Alzheimer's Cognitive Composite.
<sup>e</sup>MMSE: Mini-Mental State Exam.
<sup>f</sup>LM-DR: Logical Memory-delayed recall.
<sup>g</sup>FCSET: Free and Cued Selective Reminding Test.
<sup>h</sup>NIHTB-CB: National Institute of Health Toolbox Cognitive Battery.
<sup>i</sup>PVT: Picture Vocabulary Test.
<sup>j</sup>PSMT: Picture Sequence Memory Test.
<sup>k</sup>DCCS: Dimensional Change Card Sort.

Correlations Between Visual Paired-Comparison Data and Cognitive Composites

To further investigate the data from the commercial-grade eye-tracking camera and the laptop-embedded camera, we compared the strength of the correlations between the Tobii X2-60 VPC and the PACC and NIHTB-CB composites with the strength of the correlations between the laptop embedded camera and the PACC and NIHTB-CB composites. Fisher r to z transformation revealed no significant differences in the strength of correlation between each modality of data acquisition (P>.10; Table 2).

Associations Between Visual Paired-Comparison Data and Cognitive Domains

Performance on the NIHTB-CB was moderately correlated with scores on the PACC (r=.51, P<.001), which is in line with what has been published previously [6]. We also examined the correlation between VPC task performance with device-embedded camera data and cognitive test batteries. Analyses found modest relationships between VPC task performance and the PACC (r=.39, P=.007) and the NIHTB-CB (r=.35, P=.03) across 46 subjects. Three subjects were excluded from the analysis due to insufficient data quality.

We then analyzed the correlations between VPC performance and domain-specific cognitive functions (Table 2). Significant relationships were observed on digit symbol coding (r=.32, P=.03), Trails A (r=.40, P=.006), letter fluency (r=0.33, P=.02), and category fluency (r=0.36, P=.01). A trend relationship was seen on Logical Memory Delayed Recall (r=.25, P=.09). On the NIHTB-CB, significant relationships were observed on PSMT (r=.33, P=.03) and DCCS (r=.37, P=.02), with a trend relationship for PVT (r=.28, P=.07).

Visual Paired-Comparison Data Scoring Correlations

Analysis of the relationship between data from the commercial grade eye-tracker and the device-embedded web camera revealed strong positive associations overall. Spearman’s Rho correlation was .91 (n=44, P<.001) among study participants (Figure 1).
Next, we compared the relationship between data from the commercial grade eye tracker camera and the laptop-embedded camera for each of the 20 test trials per participant. Analyses revealed robust associations between each camera type across test trials, with a Spearman’s Rho correlation of .82 (n=841, P<.001; Figure 2). Inter-rater reliability of scoring the laptop embedded camera data using Krippendorff’s kappa formula revealed a strong agreement between the three human raters for each of the 15 frames across each of the 20 test trials (kappa=.84).

**Discussion**

The primary focus of this study was to examine the relationships between VPC performance and traditional cognitive assessments known to be sensitive to signs of early cognitive dysfunction. Previous studies have shown differential performance on the 30-minute VPC task between various cognitive subgroups [11], as well as the predictive value of the task in identifying individuals who will progress from normal cognitive function to amnestic MCI (aMCI) or from aMCI to AD within three years of the assessment [12]. However, these previous studies only collected data with commercial-grade eye trackers and did not investigate the correlation between VPC performance and cognitive composite scores. Our results demonstrate convergent validity between a 30-minute VPC eye-tracking task and both the PACC and NIHTB-CB batteries. This investigation presents the first data demonstrating modest to moderate correlations between VPC task performance using device-embedded cameras and scores on gold standard cognitive composites, suggesting these eye-tracking-based tests can provide complementary support to conventional cognitive composites for detecting early cognitive changes.

We also discovered that the observed correlations between VPC performance and cognitive battery scores were driven by particular cognitive domains. Specifically, VPC performance correlated the highest with measures of processing speed, executive function, and visual episodic memory. While a trend association was seen on a measure of verbal episodic memory, the exclusively visual nature of the VPC task would be expected to drive a stronger relationship with other measures of visual...
episodic memory. VPC task performance has previously been shown to be associated with processing speed [30], which accounts for a large proportion of variance across cognitive tasks, including executive functioning [31].

The last major focus of this study was to explore the relationship between VPC performance data collected by distinct camera types. To our knowledge, this is the first study to measure the correlations between VPC task data collected from both commercial-grade and device-embedded cameras for a 30-minute VPC task. Commercial-grade eye-tracking technologies have been shown to detect abnormal eye movements across a number of clinical populations, including people with schizophrenia [32], autism [33], ADHD [34], multiple sclerosis [35], and cognitive decline [36]. These high frame rate cameras typically collect an abundance of data on eye movement behavior, including saccades, gaze fixation and duration, smooth pursuit, and other metrics that can provide valuable insights for certain cognitive processes [19,20]. However, these devices are used primarily in research settings due to their complexity and high cost, so the need exists for an alternative eye-tracking system that is feasible for more widespread use. This study demonstrates that data collected from webcams at 30 FPS that is subsequently down-sampled to 3 FPS can provide clinically relevant insights into cognitive function. As such, the robust datasets collected by commercial-grade (ie, 60 FPS) cameras are not always necessary for certain assessments, such as VPC tasks.

Research on methods for the recording and analyzing eye movements from device-embedded web cameras continues to grow [37-44], demonstrating the utility of real-time online systems and offline recording systems. Perhaps the most significant advantage of built-in web cameras is their lack of geographical restriction to collect eye feature data on large samples sizes. For example, open source eye-tracking software, such as WebGazer.js [45] can be deployed across most major web browsers to provide insight into the eye movements of website visitors. The widespread reach of device-embedded cameras has the potential to greatly increase access to eye-tracking-based cognitive assessments across geographically dispersed populations, as people can take the tests anytime in their own homes.

These results further demonstrate that both commercial-grade eye trackers and device-embedded cameras can produce robust data of sufficient quality for analyzing VPC task performance. High correlations existed between VPC performance using commercial-grade devices and device-embedded cameras at both the overall and trial level, suggesting that webcams represent a consistent, scalable, and reliable method for VPC data collection. These findings align with results from a previous study, in which we demonstrated strong associations between manually scored data from a device-embedded camera and automatically scored data from a commercial-grade eye tracker for an abbreviated 5-minute version of the VPC task [21]. The growing evidence base supporting the comparability of VPC data between commercial-grade and embedded cameras is an important development for the field of remote cognitive assessments.

The scalability and lower cost of the webcam-based VPC task holds the potential to greatly increase screening rates for early signs of cognitive decline, which will be an important component of caring for ever-growing aging populations worldwide in the coming decades. While the gold standard PACC and NIHTB-CB cognitive assessments are reliable for detecting preclinical cognitive decline, they are also limited in their scalability, much like commercial-grade eye-tracking devices. The cognitive composites must be taken in person, to ensure standardized administration by a trained professional who can guide participants through the various sets of instructions. Conversely, the webcam-enabled VPC task is better suited for widespread adoption because it is reliable, language-agnostic, requires little to no instruction and minimal equipment, and can be administered and completed anywhere. The VPC task using eye-tracking data collected from web cameras is a potential complement to traditional test batteries for cognitive decline. The further integration and development of these scalable tasks by companies like Neurotrack Technologies, Inc, (Redwood City, CA) will greatly increase the availability of these assessments.

This study has a few limitations. For one, the small study sample comprised of clinically normal older adults restricts the generalizability of the results to broader populations. However, we were able to recruit a diverse group of participants and will strive to do so in larger studies in the future to maximize the external validity of the results. Also, the collection of the webcam-based VPC data within a clinic setting is not ideal for approximating in-home performance, but the validation of webcam-based data in a research setting is a necessary precursor to remote data collection.

These results set the stage for many future directions. We demonstrated here that manual scoring of the webcam-based VPC task had high inter-rater reliability, indicating that this method of data quantification produces consistent results across different scorers. The future development of an automated scoring system for device-embedded camera data would be extremely valuable, allowing for faster scoring and deployment on a larger scale. Additionally, although outside of the scope of this study, future studies will need to examine the test-retest reliability of the webcam-based VPC tests to ensure high internal validity.

In conclusion, this study showed strong convergence in data accuracy between commercial-grade eye tracking cameras and device-embedded cameras on a 30-min VPC task. Results demonstrated modest to moderate correlations on 30-minute VPC task performance using device-embedded cameras and performance on gold standard digital and paper-pencil cognitive composites. Eye tracking through device-embedded cameras can provide efficient and scalable evaluation of cognitive performance and support the growing number of individuals at risk for cognitive decline.
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Abstract

Background: Online access to computerized medical records has the potential to improve convenience, satisfaction, and care for patients, and to facilitate more efficient organization and delivery of care.

Objective: The objective of this review is to explore the use and impact of having online access to computerized medical records and services for patients with type 2 diabetes mellitus in primary care.

Methods: Multiple international databases including Medline, Embase, CINAHL, PsycINFO and the Cochrane Library were searched between 2004 and 2016. No limitations were placed on study design, though we applied detailed inclusion and exclusion criteria to each study. Thematic analysis was used to synthesize the evidence. The Mixed Methods Appraisal Toolkit was used to appraise study quality.

Results: A search identified 917 studies, of which 28 were included. Five themes were identified: (1) disparities in uptake by age, gender, ethnicity, educational attainment, and number of comorbidities, with young men in full-time employment using these services most; (2) improved health outcomes: glycemic control was improved, but blood pressure results were mixed; (3) self-management support from improved self-care and shared management occurred especially soon after diagnosis and when complications emerged. There was a generally positive effect on physician-patient relationships; (4) accessibility: patients valued more convenient access when online access to computerized medical records and services work; and (5) technical challenges, barriers to use, and system features that impacted patient and physician use. The Mixed Methods Appraisal Toolkit rated 3 studies as 100%, 19 studies as 75%, 4 studies as 50%, and 1 study scored only 25%.

Conclusions: Patients valued online access to computerized medical records and services, although in its current state of development it may increase disparities. Online access to computerized medical records appears to be safe and is associated with improved glycemic control, but there was a lack of rigorous evidence in terms of positive health outcomes for other complications, such as blood pressure. Patients remain concerned about how these systems work, the rules, and timeliness of using these systems.

(J Med Internet Res 2018;20(7):e235) doi:10.2196/jmir.7858
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Introduction

Worldwide, in 2015, 415 million adults aged 20 to 79 years were estimated to have diabetes; and this figure is expected to rise to 642 million by 2040 [1]. The most common type of diabetes is type 2 (type 2 diabetes mellitus, T2DM) and the number of T2DM patients in the UK is steadily growing [2]. Currently, there are 3.2 million people with T2DM, and by 2025 this figure is estimated to reach 5 million [3,4]. A further 630,000 people are predicted to have undiagnosed T2DM [5]. The impact of T2DM is considerable, with the expenditure for treating this condition—and its complications—currently costing the National Health Service £8.8 billion a year, which is over 8% of its annual budget. This expenditure is expected to rise to £15.1 billion by 2035 [6].

Online access to medical records has the potential to support patient-centered care, to improve convenience for patients, and to improve patient satisfaction. Empowering patients by giving them greater access to their medical records and to link online services may, not only assist in self-management of their conditions, but also facilitate organization and delivery of care [7,8]. However, use of these technologies by patients is also a burden for health care providers and there are concerns about privacy and confidentiality [9,10]. Progress has been made in the US health system [11,12], with organizations such as Kaiser Permanente accruing 2 million members who signed up for online services such as appointment bookings, viewing of test results, and emails [13]. However, progress in this regard has been more limited elsewhere in the world.

National systems provide online patient portals separate from their health providers computerized medical records (CMRs) have not been successful in both France and the UK. The French system, Dossier Medical Personnel, was established in 2004 and is a secure CMR system enabling patients direct access to their personal health records. However, by 2013 only 0.31% of the population had opened an account [14]. The English system, “HealthSpace” [15,16], had similarly limited successes with only 0.13% (2913 of the invited 2,442,215) actually signing up and activating their advanced account [16]. Additionally, health professionals in the UK also remain concerned about security, privacy [17-21], and legal constraints [22] of such systems.

In the UK, policy has changed to one which promotes patient access to their medical records via their primary care provider’s CMR system [23]. This access also includes patient online services such as booking appointments, viewing test results, and ordering of prescription refills (repeat prescriptions) [24]. However, email access, which is often part of the provision of such services, is not currently planned.

The aim of this review is to explore the use and impact of having online access to CMR and services for patients with T2DM in primary care.

The objectives are:

- To identify users and nonusers of patient online access to CMRs and services for adults with T2DM (and their caregivers).
- To identify the impact of patients having online access to their CMRs and services in relation to T2DM health outcomes.
- To describe how patient online access to CMRs and services impacts disease management, health delivery, and service access for patients with T2DM.
- To identify any technical challenges, barriers to use and system features which may impact on patients’ uptake and use of online access to CMRs and services.

In identifying these factors, we intend to enhance knowledge of who, why (for what reasons), and when patients use or do not use online access to CMRs and services to manage their diabetes. This is important if we are to identify potential gaps in new service delivery methods; and critical if we are to design innovative services that bridge gaps in current care and design services which are accessible to all.

Methods

Review Structure

We used a standard methodological approach to conduct a systematic review, as used in our previous studies [25,26]. The evidence sourced in the different stages of this review is displayed using a Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) flow diagram (Figure 1) [27]. The review aims were structured in a systematic way, using the elements of a clinical question including population, intervention, comparator, and outcome (PICO) [28]. The population (P) included were adults with T2DM and their caregivers, these either being a family member, neighbor, or friend responsible for looking after a person; the intervention (I) was any aspect of online record or service use, the comparator (C) was nonusers of online records or services, and the outcomes (O) were potential impact of online record use or services on the individual (health outcomes), the organization (integration into services), or service technology (current practice information technology [IT] frameworks).

Search Strategy

Generic and disease-specific searches were developed and run across 9 bibliographic databases focusing on online access to CMR and services from 2004 to October 2016. To ensure evidence was as relevant and up-to-date as possible searches were repeated across databases (EBSCO platform) at the end of the review period. The following databases were searched: MEDLINE, Embase, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsycINFO, Cochrane database, Cochrane Effective Practice and Organization of Care Group (EPOC), Database of Abstracts of Reviews of Effects (DARE), and the King’s Fund. A search for unpublished material was conducted using the database OpenGrey. Search strings were tailored to each database according to either Medical Subject Heading (MeSH) or index terms and keywords in the title or abstract. Boolean search functions were used (“AND,” “OR,” and “NOT”). An example MEDLINE search string can be seen in Multimedia Appendix 1.
Inclusion and Exclusion Criteria

Comprehensive inclusion and exclusion criteria were applied to the study, as outlined below.

The inclusion criteria for the found studies were as follows:

- Research focusing on patients and caregivers who have online access to CMRs and online services (which may also include disease-specific portals) via their primary care provider
- Research focusing on patients with T2DM
- Adult patients and their caregiver aged 18 years and over
- All study designs including observational and experimental studies, systematic reviews, and pilot studies which report data.
- Within the date range of 2004-2016

The exclusion criteria for the found studies were as follows:

- When online access to CMR was used by health care staff or researchers only with no patient access
- Studies focusing on the delivery of general health information or education only (information giving) with no online access to CMR by patients
- Studies focusing on the deployment or implementation of new CMR systems in primary care
- Online access to CMR by health care organizations which use data for quality monitoring purposes (ie, Quality and Outcomes Framework [5] only, and do not include any form of patient or carer online access
- A translated copy of article was unavailable
- Research protocols, editorials, or commentary articles were excluded
Screening

The total number of papers identified was 9970, and of these 3971 were duplicate articles. Over six thousand (6011) titles or abstracts were screened by three authors (FM, MR, and NSAH) for articles matching the inclusion and exclusion criteria. After this process, 92 papers remained for inclusion in the review. These papers were subject to full-text review to see if they entirely fulfilled the inclusion criteria. Any disagreement regarding possible inclusion was resolved by discussing the full-text versions. After full-text review, 28 articles were retained for in-depth analysis. The reference lists of these selected articles were also hand searched for other relevant papers matching the eligibility criteria. Search results and the decisions made regarding inclusion or exclusion of each study were stored using Endnote (v7.4).

Data Extraction

A data extraction tool (DEF) was designed by the team to extract relevant information across studies, using Excel. The DEF was initially based on previous designs developed by the first author. The extracted data included the study aims, objectives, population, country of origin, study design, outcomes measures and comparators, methods of analysis used, findings, and study implications. Where possible, all relevant statistical information was also extracted. Data extraction was undertaken independently by two authors (MR and NSH) and checked by FM to ensure consistency and reliability of data being extracted.

Quality Appraisal

Data quality was appraised using the Mixed Methods Appraisal Tool (MMAT), an instrument designed to assess the quality of qualitative, quantitative and mixed methods articles [29,30]. The MMAT has five domains each linked to a specific study design; with each domain containing 4 questions. The MMAT has scaled scoring (ie, 25%, 50%, 75%, and 100%). Each article was appraised independently by an author team member, and disagreements were resolved during team meetings. No articles were excluded on the basis of their MMAT score, but more disagreements were resolved during team meetings. No articles were appraised independently by an author team member, and checkered by NSH and checked by FM to ensure consistency and reliability of data being extracted.

Data Analysis

Thematic analysis was used to identify themes from the evidence. The analysis was guided by the framework offered by Mayring [31]. This method was chosen as it is sensitive to the diverse type of evidence under study, and the large evidence base. A systematic approach was taken throughout, including the analysis in order to minimize any lack of transparency regarding process or analysis decisions. The heterogeneity of the outcomes across the studies made meta-analysis of results impossible. Where necessary, relevant statistical information is provided for each paper; however, this data is not brought together as trial data were not sufficiently homogeneous in terms of primary outcome to provide a meaningful summary.

Results

Study Characteristics

Full data extraction, appraisal, and analysis was conducted on the 28 studies. The majority of the papers originated from the USA (21/28) [32-52], 6 studies were from Europe [53-58], and 1 was Australian [59]. The range of international evidence suggests the international significance of the topic area.

There were a variety of study designs, though the majority employed quantitative methods, using surveys (n=10) [33,35,39,40,45,47,51,54-56] or randomized controlled trials (RCTs, n=5) [34,37,49,52,53]. Several qualitative studies used focus groups and interviews (n=5) [32,36,46,57,59]. Other studies included longitudinal cohort studies (n=3) [38,48,50] and audits (n=3) [41,42,43]. Only one study used a quasi-experimental design (single interrupted time series) (n=1) [44] and one interpretive review (n=1) [58]. For further information, see Multimedia Appendix 2.

We identified five themes from the studies. These were: (1) disparities in use, (2) improved health outcomes, (3) enhancing self-management support, (4) accessibility, and (5) technical challenges, barriers to use, and system features.

Disparities in Use

We found disparities based on age, level of deprivation, educational status, ethnicity, and differences in people with more comorbidities. There was greater uptake by those participants with higher income, those who reside in more affluent areas, or those with private insurance.

When considering the age of the participants, users with online access to CMRs and services tended to be younger (59 vs 62 years; P<.01) [43,54] or in the 50 to 65 years age band [41,56]. One RCT, which explored the use of an e-journal service, reported little difference in the age of enrollees and nonenrollees (48.9 vs 46.7 years; P<.001) [40]. Some studies found that online CMR users had a higher mean annual income (US $53,000 vs US $47,500; P<.01) [43], they were said to have higher paid jobs [54] and reside in affluent neighborhoods [41]. In contrast, an RCT that explored the use of an e-journal service, reported little difference in the median income between enrollees and nonenrollees (US $54,617 vs US $52,012; P<.001) [40]. Insurance status also influenced online service use, with greater uptake of e-journal use in commercially insured users than those privately insured (84.7% vs 74.7%; P<.0001) [40].

Online access to CMR and services was generally reported to be greatest for younger males [41,50,56]. One study suggested women over the age of 65 years were less likely to access services compared to men, who were reported to be more familiar with the internet through employment [41] but one RCT reported little difference in previsit e-journal use by gender at enrolment [40].

Patients who use, or request a log-in, for online CMR access and services were also likely to have a higher level of educational attainment [43,55]. Patients without a university degree (compared to college graduates; odds ratio [OR] 2.3,
Improved Health Outcomes

There was a positive association between the use of online access to CMR and services and improved glycemic control [35,37,43,47,48] and general health care management [46]. However, results for blood pressure (BP) were uncertain with some studies reporting improvements in BP outcomes [34,42,43] and other studies reporting either no change in BP outcomes [37], limited change of BP results over time [53] or there were too few patients within the study to provide a meaningful comparison of BP risk [52].

Frequent use of SM between the physician and T2DM patients allowed medication regimes to be optimized more quickly between in-person visits and was associated with improved glycemic control. HbA1c levels (7%) were 36% higher in the SM user group (with 12 or more threads of correspondence) compared to non-SM user groups (relative risk [RR] 1.36, 95% CI 1.16-1.58) when compared with nonmessaging group [35]. A retrospective longitudinal study to determine the extent to which SM is associated with better glycemic control, found that frequent use of SM in the first year was of use is likely to achieve glycemic control (HbA1c < 7% and <8%; P < 0.05) [48].

Two further studies found that using Web-based CMR was effective in improving diabetes management [37,43]. A pilot RCT found that HbA1c declined by 0.7%, (P = 0.01; 95% CI 0.2-1.3) an average of 8.2% (7/83) among intervention patients compared to 7.9%, (6/83) with usual care (UC) [37]. However, there was no difference in secondary outcome measures: systolic, diastolic blood pressure, and cholesterol levels between pilot intervention and control groups [37]. Similarly, a retrospective audit of HbA1c levels was 0.29% lower (95% CI –0.35 to –0.23; P < 0.01) after 10 days, compared to nonusers [43].

An RCT comparing clinical outcomes of patients who used a home telemedicine unit (including SM, access to medical record data) to those who receive UC found that intervention group hemoglobin improved compared to UC (0.18%; P = 0.006). Mean systolic and diastolic blood pressure level decreased in the intervention group from 142/71 mm Hg to 137/68 mm Hg. The net adjusted reduction for systolic was 3.4 mm Hg (P = 0.001) and for diastolic 1.9 mm Hg (P < 0.001) [34].

Online services such as SM and electronic health reminder letters sent via CMRs also resulted in modest improvements in the management of diabetes care. Greater self-reported use of SM to manage medical appointments were significantly associated with better glycemic control (P = 0.29; P = 0.04) [46]. Automatic electronic health reminder letters (sent via CMR) also showed modest improvement in some diabetes measures, but not all [47]. At the end of 12 months, a CMR letter was effective in achieving compliance targets for testing for HbA1c and low-density lipoprotein (LDL; or 1.24, P = 0.005; or 1.35, P = 0.03; or 1.48, P < 0.001, respectively). However, these improvements were not sustained with postintervention findings indicating a decline in LDL levels in the following 12 months (0.76, P = 0.003) and in the composite endpoint (or 0.78, P = 0.005) [47]. As such, although the proportion of HbA1c checks improved over a 12-month period, there was an overall gradual
A study to determine whether physicians who communicate with their patients using (SM and telephone calls) provide better care for patients, found the use of SM within Black or Hispanic groups were associated with improved outcome scores in HbA1c, cholesterol and blood pressure (P<.01) [42].

Enhancing Self-Management Support

Self-management support interventions included in CMR access and services facilitated shared management [36,52,57], patients sense of preparedness [40,46,52], and communication with their health care providers [42,46], including contact outside of conventional working hours [32,36].

Record access was initially reported to improve T2DM shared management and decision-making (DM) between physicians and patients [52,57]. This was reported to result in patients’ greater sense of empowerment [52]. A qualitative study showed that self-management of patients’ symptoms also improved with online services, such as access to a diabetes-specific portal [33]. The least-valued function of online services was an electronic information board for patients to share and discuss and answer questions in real time (11/21). In a later focus group, study participants felt more in control of symptoms, valued opportunities to view results, and manage their own medication lists. These patients also received health reminders to monitor personal lifestyle goals in order to remain well [36].

Patients who had online access to CMRs and services were also found to be more prepared for upcoming appointments and were more likely to have medication reviews [46,52]. An RCT found online access to CMR enabled them to forward plan for upcoming appointments ensuring adjustments to treatment regimens (53%, n=82 vs 15%, n=41; P<.001) when compared to a control group [52]. Another RCT post-intervention survey to measure satisfaction of an e-journal also found that 55.8% (467/806) providers held more accurate information [40,46,52], including contact outside of conventional working hours [32,36].

Record access was initially reported to improve T2DM shared management and decision-making (DM) between physicians and patients [52,57]. This was reported to result in patients’ greater sense of empowerment [52]. A qualitative study showed that self-management of patients’ symptoms also improved with online services, such as access to a diabetes-specific portal [33]. The least-valued function of online services was an electronic information board for patients to share and discuss and answer questions in real time (11/21). In a later focus group, study participants felt more in control of symptoms, valued opportunities to view results, and manage their own medication lists. These patients also received health reminders to monitor personal lifestyle goals in order to remain well [36].

Patients who had online access to CMRs and services were also found to be more prepared for upcoming appointments and were more likely to have medication reviews [46,52]. An RCT found online access to CMR enabled them to forward plan for upcoming appointments ensuring adjustments to treatment regimens (53%, n=82 vs 15%, n=41; P<.001) when compared to a control group [52]. Another RCT post-intervention survey to measure satisfaction of an e-journal also found that 55.8% (467/806) of patients were better prepared for doctor visits and 58.0% (467/806) providers held more accurate information [40]. Ease of access to consultation information from home (75.5%, 312/413), and opportunities to monitor disease and treatments (42.5%, 132/312) contributed to patients’ motivation for requesting a CMR login to monitor their diabetes and treatment [54]. Ease of record access and attitudes towards record ownership were also proxies of service quality [57].

Online access to CMRs and services was also found to improve communication with physicians [42,46] as patients were more satisfied when they could view records, request prescription refills, and have personal control over appointment times [36]. A study describing the experience of patients with a chronic medical condition found they valued online services to communicate with physicians’, in comparison to traditional office visits or telephone conversations [32]. Patients also valued seeing results of medical tests online and to track their health status, a need that was previously unmet. Patients felt more secure about managing diabetes symptoms and engaged positively with information provided, especially when the nurse practitioner answered their queries in a timely and consistent manner [32]. Timelines of response were important as users were frustrated when tests results were not released, and messages were not answered [36].

Accessing information outside of normal clinical times was also seen as important [46]. Opportunities for “virtual engagement” outside office hours were reported to potentially reduce demand on providers’ time and encourage self-efficacy. Similarly, 62% (13/21) of patients rated SM as a useful way to communicate with community health care teams and services to manage diabetes care [33].

Accessibility: Primarily Using Messaging

SM for T2DM patients via CMRs was associated with higher health care utilization, both in terms of outpatient visits [35] and emergency and primary care contacts [36,44]. However, there were no significant changes reported in the number of patient visits or telephone calls received in primary care; from the implementation of a secure communication system [36] and consultation length was largely unaffected [59].

A cross-sectional study found frequent use of CMR messaging was associated with a higher rate of outpatient visits (RR 1.39, 95% CI 1.26-1.53) and suggested an increase of 3-4 additional visits beyond the normal baseline rate of 9 visits per year [35]. Similarly, a study to test whether SM was associated with increased health care utilization and costs found that as the number primary care visits declined, the level of primary care contact actually increased; largely from the use of SM. This single interrupted time series study to evaluate a new initiative (including SM) found emergency visits increased by 9% annually by full implementation. Annual emergency costs also rose by 13% [44].

An earlier interview study which explored the challenges of implementing a secure eHealth software tool (electronic communication system) found no significant change in the number of patient visits or telephone calls received in the office (preintervention, n=21 and postintervention n=18). However, the frequency of CMR and health reminders views increased; as did SM [36].

A feasibility study to explore controlled online access to CMR between general practitioners and patients using a uniquely tailored USB stick (with patient identifier technology) found minimal impact regarding consultation length [59]. However, this system promoted the accuracy of records by patients being able to view their records and report incorrect entries in their medical records [59].

Finally, a pilot RCT using a shared CMR, found care managers reportedly spending 4 hours per week updating care plans and communicating with patients over the Web; thereby potentially lengthening the working day for some professional groups in primary care [37].
Technical Challenges, Barriers to Use, and System Features

Technical problems with online access to CMR frustrated both patients and providers alike. The consequences were feelings of “disillusionment” with the system and a sense of being “cut off” [32]. Other technical challenges involved lost or unknown passwords and problems with the technical aspects of portals [36]. Other barriers to CMR access were based on expectations as to how online access should work [43] or being unaware of an online portals existence (72.4%, 549/758) [55]. Previous negative experiences and preconceived beliefs or rules about SM were also perceived to be barriers to use [46].

A qualitative study that described the experiences of patients’ use of a disease management program (including CMR access and services) found several recurring themes which may impact on the design and use of Web-based tools for T2DM patient groups [32]. Participants expressed how much they appreciated support in managing nonacute concerns and valuing individual communication at convenient times [32]. Patients desire for individual communication could also potentially be important for patients at specific time points, such as for the newly diagnosed. Being able to upload information about blood glucose with a nurse practitioner also provided participants with a “virtual presence.” Access to real-time health information and timely feedback on medical tests reduced individual worries, which ultimately facilitated better symptom management [32].

Table 1 shows the review article by study design and research focus. Table 2 reports findings by their respective themes. Multimedia Appendices 3 and 4 present a detailed copy of the evidence tables, outlining key points across all references.

Quality Appraisal Findings

All original studies were subject to MMAT assessment (n=27). The mean MMAT score of included studies was 72% (SD 16.7); indicating moderate to good study quality. Of the 27 included studies, 3 studies were rated as 100% [34,43,49], 19 were rated as 75% [35-37,39-47,50-54,56,57,59], 4 studies were rated as 50% [32,38,48,55], and only 1 study was rated as 25% [33]. See Multimedia Appendix 5, the MMAT Assessment Table for further information.

The majority of the included studies were of moderate to good quality. However, key information relating to outcome measures and comparator groups was occasionally incompletely reported, and some studies lacked detail regarding the description (or processes) of data analysis [33,38,48,56]. MMAT appraisal is useful moving forward as it provides a basis through which to ensure key information is considered at all stages of future research design and reporting.
<table>
<thead>
<tr>
<th>Reference</th>
<th>MMAT score</th>
<th>Study design</th>
<th>Study or intervention aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ralston et al 2004 [32]</td>
<td>50</td>
<td>Qualitative study using semi-structured interviews</td>
<td>To explore the experiences of diabetes management with CMRs' use</td>
</tr>
<tr>
<td>Hess et al 2006 [33]</td>
<td>25</td>
<td>Survey and focus group follow up interviews</td>
<td>To evaluate a CMR portal with customized portal features</td>
</tr>
<tr>
<td>Shea et al 2006 [34]</td>
<td>100</td>
<td>RCT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>To evaluate impact of home telemedicine unit to usual care, on clinical outcomes</td>
</tr>
<tr>
<td>Harris et al 2009 [35]</td>
<td>75</td>
<td>Cross-sectional survey</td>
<td>To determine if CMR use is linked to higher quality of care and lower outpatient utilization</td>
</tr>
<tr>
<td>Hess et al 2007 [36]</td>
<td>75</td>
<td>Focus groups pre- and postimplementation</td>
<td>To assess patient reaction and challenges with eHealth technology</td>
</tr>
<tr>
<td>Ralston et al 2009 [37]</td>
<td>75</td>
<td>Pilot RCT</td>
<td>To test Web-based care management of glycemic control using CMRs</td>
</tr>
<tr>
<td>Roblin et al 2009 [38]</td>
<td>50</td>
<td>Longitudinal cohort survey and clustered randomized design</td>
<td>To assess racial preference for registering with a Kaiser Permanente CMR system</td>
</tr>
<tr>
<td>Sarkar et al 2010 [39]</td>
<td>75</td>
<td>Survey</td>
<td>Compare use of portal for English-speaking patients versus patients with limited health literacy</td>
</tr>
<tr>
<td>Wald et al 2010 [40]</td>
<td>75</td>
<td>RCT-survey</td>
<td>To describe patients experiences of previsit e-Journal use</td>
</tr>
<tr>
<td>Weppner et al 2010 [41]</td>
<td>75</td>
<td>Retrospective cohort study</td>
<td>To evaluate the use of SM&lt;sup&gt;c&lt;/sup&gt; between older patients and provider</td>
</tr>
<tr>
<td>Bredfeldt et al 2011 [42]</td>
<td>75</td>
<td>Retrospective study</td>
<td>To determine the relationship between effectiveness SM&lt;sup&gt;d&lt;/sup&gt; or phone calls and Diabetes Recognition Program scores</td>
</tr>
<tr>
<td>Tenforde et al 2011 [43]</td>
<td>100</td>
<td>Retrospective audit</td>
<td>To measure the association of CMR use per days and diabetes quality measures</td>
</tr>
<tr>
<td>Lyles et al 2012 [45]</td>
<td>75</td>
<td>Cross-sectional survey</td>
<td>To assess the relationship between race or ethnicity and CMR use</td>
</tr>
<tr>
<td>Wade-Vuturo 2013 [46]</td>
<td>75</td>
<td>Mixed methods plus focus groups and survey</td>
<td>To explore how adults with T2DM&lt;sup&gt;e&lt;/sup&gt; use a patient portal, to understand nonusers perspectives, and the relationship between SM and glycemic control</td>
</tr>
<tr>
<td>Berryman et al 2013 [47]</td>
<td>75</td>
<td>Cross-sectional, practice level study</td>
<td>To evaluate differences in decision making quality metrics at four time points, before and after the introduction of CMR reminders</td>
</tr>
<tr>
<td>Harris et al 2013 [48]</td>
<td>50</td>
<td>Retrospective longitudinal cohort plus observational analysis</td>
<td>To determine differences in glycemic control and adherence to HbA&lt;sub&gt;c&lt;/sub&gt;&lt;sup&gt;f&lt;/sup&gt; testing associated with SM</td>
</tr>
<tr>
<td>Tang et al 2013 [49]</td>
<td>100</td>
<td>Two-armed RCT. Online questionnaire</td>
<td>To evaluate an online disease management system, compared with usual care</td>
</tr>
<tr>
<td>Jones et al 2015 [50]</td>
<td>75</td>
<td>Longitudinal cohort</td>
<td>To describe the types and patterns of portal users in an integrated delivery system</td>
</tr>
<tr>
<td>Sarkar et al 2011 [51]</td>
<td>75</td>
<td>Survey</td>
<td>To examine whether social factors influence the use of a patient portal.</td>
</tr>
<tr>
<td>Grant et al 2008 [52]</td>
<td>75</td>
<td>RCT</td>
<td>To evaluate the impact of online access to CMR to tailor decision making support and for patient to “develop a plan of care”</td>
</tr>
<tr>
<td>Holbrook et al 2009 [53]</td>
<td>75</td>
<td>RCT</td>
<td>To assess the effectiveness of a shared decision support system to improve diabetes care processes &amp; clinical markers</td>
</tr>
<tr>
<td>Ronda et al 2015 [54]</td>
<td>75</td>
<td>Survey</td>
<td>To examine patient experiences and use of a Web-portal to access CMR to determine the need for portal redesign</td>
</tr>
<tr>
<td>Ronda et al 2014 [55]</td>
<td>50</td>
<td>Cross sectional design/survey</td>
<td>To identify perceived barriers of a Web-based portal to optimize use</td>
</tr>
<tr>
<td>Ronda et al 2013 [56]</td>
<td>75</td>
<td>Survey</td>
<td>To examine differences and satisfaction rates of T1DM&lt;sup&gt;g&lt;/sup&gt; and T2DM users or nonusers of a web portal</td>
</tr>
<tr>
<td>Fisher et al 2009 [57]</td>
<td>75</td>
<td>Focus groups and telephone interviews</td>
<td>To explore patients’ use of CMR, its benefits, impact, and risks</td>
</tr>
</tbody>
</table>
Study or intervention aim

<table>
<thead>
<tr>
<th>Reference</th>
<th>MMAT score</th>
<th>Study design</th>
<th>Study or intervention aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jilka et al 2015 [58]</td>
<td>N/A^b</td>
<td>Interpretative review</td>
<td>To evaluate the impact of a Patient accessible electronic health records for patients to manage personal clinical information</td>
</tr>
<tr>
<td>Bomba et al 2004 [59]</td>
<td>75</td>
<td>Feasibility study with field trial and focus groups</td>
<td>To test the feasibility of building a CMR for access using a USB stick (with unique identifier technology). To evaluate USB access</td>
</tr>
</tbody>
</table>

^aCMR: computerized medical records.
^bRCT: randomized controlled trial.
^cSMR: shared medical record.
^dSM: secure messaging.
^eT2DM: type 2 diabetes mellitus;
^fHbA1c: glycated hemoglobin.
^gT1DM: type 1 diabetes mellitus.
^hN/A: not applicable.

Table 2. Themes identified across the included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Theme 1: Disparities in use</th>
<th>Theme 2: Improved health outcomes</th>
<th>Theme 3: Enhancing self-management support</th>
<th>Theme 4: Accessibility primarily using messaging</th>
<th>Theme 5: Technical challenges, barriers to use, and system features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ralston et al 2004 [32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Hess et al 2006 [33]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Shea et al 2006 [34]</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harris et al 2009 [35]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Hess et al 2007 [36]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Ralston et al 2009 [37]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Roblin et al 2009 [38]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Sarkar et al 2010 [39]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald et al 2010 [40]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weppner et al 2010 [41]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bredfeldt et al 2011 [42]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Tenforde et al 2011 [43]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grembowski et al 2012 [44]</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lyles et al 2012 [45]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wade-Vuturo 2013 [46]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Berryman et al 2013 [47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harris et al 2013 [48]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tang et al 2013 [49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jones et al 2015 [50]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sarkar et al 2011 [51]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grant et al 2008 [52]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holbrook et al 2009 [53]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ronda et al 2015 [54]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ronda et al 2014 [55]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ronda et al 2013 [56]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher et al 2009 [57]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jilka et al 2015 [58]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bomba et al 2004 [59]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Results

Online access appears to be valued by patients with T2DM [32,36,40] but in its current state of development it may widen disparities [39,41,45,55,56]. Males in full-time employment with good IT skills are those most likely to use this service [41]. There appears to be little provision, or development of systems to meet the needs of caregivers; who often provide support outside of working hours.

There are also differences in online access to CMR and services between ethnic groups [38,39,40,42,45], Black and Asian ethnic groups [45], and Hispanic [42] and African-American male patients [38] were less likely to register and use online services [45], including portals [38,39,40,42]. Only one study suggested gender differences in online access to CMR for African-American patients [38]. Further evidence is needed to explore this area.

Online access to CMR and services is much greater soon after diagnosis, when needs become complex and where changes are needed in medication [32,41,54-56]. Suggesting use could be of benefit to patients at specific time points in their care.

People who take up online services have better glycemic control [35,37,43,48]. However, to date, there is limited evidence of improved outcomes, in either macro- or microvascular complications. Other outcomes such as blood pressure had mixed results either reporting a decline in BP [34,42,43], no change in BP [37], or study limitations which impacted on BP reporting [52,53].

Patients remain concerned about specific aspects of online access to CMR and services including residual worries about how these systems work [43], the rules of engagement in using these systems [46], timeliness of responses from health care professionals [36], and technical failures [32].

Implications for Future Practice and Research

This review shows disparities between patient groups’ online access to CMR and services to manage diabetes. Greater efforts are needed to make these technologies available to a wider group of patients. This includes across ethnic groups, patients with varying levels of information technology and literacy skills, and age groups. Codesign processes may help identify and meet the needs of patients and caregivers, as their insights may bridge gaps in these new service delivery systems. Further research is needed to understand more about who, why (for what reasons), and when patients use or do not use online access to CMR and services to manage their diabetes.

Online access to CMR and services may need to be tailored to the specific user and condition. This may be particularly important for acute complications for example ketoacidosis. Caregivers may also have different requirements depending on the care recipients specific condition, comorbidities, and wishes about sharing their medical data.

Evidence suggests greater uptake at the time of diagnosis and for a period after, but use does not persist [56]. Further research is needed to explore why use of CMR drops away in the period following initial diagnosis.

Research into physicians and patients views about CMR access in terms of how to provide caregivers appropriate access privileges has not been fully addressed. Whilst physicians are rightly concerned about privacy and confidentiality [58], patients’ concerns focused more specifically on functionality, technical support, and system knowledge [32,36,43,46,55]. It could be that the data needed for monitoring and care in diabetes should have a different level of access, without allowing caregivers comprehensive access to a patients’ record. This might allow sharing of diabetes management with caregivers, with the patient’s consent, without making all their health information available.

Future research should continue to study and address health literacy [38,39,43] and ethnic differences in patients’ access [38,39,40,42,45]. Potential language barriers and lack of explanation of medical terms may also contribute to unequal access [54]. Further research should also be mindful of any unanticipated consequences of online service use in terms of unequal access and use [38].

Online access to CMR and services has also shown to impact on patients’ self-care behaviors which may influence the physician-patient relationship [54,57,60]. It would be interesting to assess in what ways these revised styles of communication impact on service use and/or uptake.

Information technology systems supporting online access to CMR require future development in order to engage and sustain physician and patient use [52]. Tailoring online services to disease-specific conditions may be seen as a valuable resource both in terms of care delivery [33,41,51] and in relation to self-care [33].

Improvements to online access to CMR and services designs may support bundles of care for T2DM management [53] or to improve poorly controlled diabetes [49]. Patient online services could allow targeted approaches to engaging with different population groups with incentives and messages to motivate technology use [50]. However, improving access will be challenging unless there is adequate future funding and training [34].

Integration into primary care business process can be challenging and these include data management [61], communication [42] and costs of implementation and sustainability [44]. Whilst integrating Web-based technology into primary care has been relatively easy [62], health care professionals, may not quickly change their communication patterns [36].

Deployment of online medical records globally is gathering pace [60,63,64]. Within the UK, the importance of online access to CMR and services is growing; as demand for primary care coverage to be available out-of-core working hours (8 am to 6:30 pm Monday to Friday) [65,66] and in response to service needs to support people in the community [67,68].

There are different models of health care delivery and cost, compared to the UK’s National Health Service. Differences...
may emerge in the use, design, and adoption of online access to CMRs and services. There is a dearth of evidence emerging from the operation of many national CMR systems such as Australia’s “My Health Record System,” Hong Kong’s “Electronic Health record Sharing System” and others in the United States [69].

Limitations
Like all reviews, evidence has been gathered from various resources from a specific time period. As such there may be several newly published studies that have not been included in this review. Another limitation was the quality of the studies varied (such as poor or incomplete reporting of the study). Findings from the MMAT appraisal indicates possible areas of further development in the design and reporting of studies; particularly in relation to key information such as outcome measures, comparator group data, and description of the data analysis.

All studies reviewed originate from the USA, Australia, and Europe, with little from Africa, Asia, or South America. Limited translation of evidence may have contributed to this lack of evidence. In adhering to the review process, however, every attempt was made to include international evidence which met the inclusion criteria.

Conclusions
Evidence reported in this review show there are disparities in how different patient groups view, access and use these systems to manage their T2DM. Current users of online CMR access and services tend to be young employed men and they are used less by ethnic minority groups. Uptake is also greater after diagnosis, but then usage falls away, and we are not sure why. Online access is used more where there are complex needs or when medication regimens change. Online access in T2DM is associated with improved glycemic control, but as yet there is no clear evidence of improved outcomes in terms of other complications; such as BP. Concerns remain for patients and physicians about the use and integration of these systems. Further research is ultimately needed into how these systems can meet the needs of wider patient groups. Patient online access to CMR and services to support patients with T2DM are well established internationally and are here to stay.
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Abstract

Background: Dementia is increasing in prevalence worldwide, yet frequently remains undiagnosed, especially in low- and middle-income countries. Population-based surveys represent an underinvestigated source to identify individuals at risk of dementia.

Objective: The aim is to identify participants with high likelihood of dementia in population-based surveys without the need of the clinical diagnosis of dementia in a subsample.

Methods: Unsupervised machine learning classification (hierarchical clustering on principal components) was developed in the Health and Retirement Study (HRS; 2002-2003, N=18,165 individuals) and validated in the Survey of Health, Ageing and Retirement in Europe (SHARE; 2010-2012, N=58,202 individuals).

Results: Unsupervised machine learning classification identified three clusters in HRS: cluster 1 (n=12,231) without any functional or motor limitations, cluster 2 (N=4841) with walking/climbing limitations, and cluster 3 (N=1093) with both functional and walking/climbing limitations. Comparison of cluster 3 with previously published predicted probabilities of dementia in HRS showed that it identified high likelihood of dementia (probability of dementia >0.95; area under the curve [AUC]=0.91). Removing either cognitive or both cognitive and behavioral measures did not impede accurate classification (AUC=0.91 and AUC=0.90, respectively). Three clusters with similar profiles were identified in SHARE (cluster 1: n=40,223; cluster 2: n=15,644; cluster 3: n=2335). Survival rate of participants from cluster 3 reached 39.2% (n=665 deceased) in HRS and 62.2% (n=811 deceased) in SHARE after a 3.9-year follow-up. Surviving participants from cluster 3 in both cohorts worsened their functional and mobility performance over the same period.
Conclusions: Unsupervised machine learning identifies high likelihood of dementia in population-based surveys, even without cognitive and behavioral measures and without the need of clinical diagnosis of dementia in a subsample of the population. This method could be used to tackle the global challenge of dementia.

(J Med Internet Res 2018;20(7):e10493) doi:10.2196/10493

KEYWORDS
dementia; cognition disorders; health surveys; electronic health records; diagnosis; unsupervised machine learning; cluster analysis; data mining

Introduction

The number of cases of dementia is projected to triple by 2050 worldwide, with a steeper increase in Latin America and the Caribbean, Africa, Asia, and Oceania [1]. Up to half of older adults with dementia are not diagnosed in high-income countries [2] and this proportion is thought to be even higher in low- and middle-income countries [3]. For example, 77% of people with dementia may be undiagnosed in Brazil [4]. Not only is the diagnosis of dementia complex because it usually relies on an extensive evaluation, but it is also costly [5]. As a consequence, epidemiological data related to dementia mainly comes from Western Europe, East Asia, and North America, but it remains scarce for other regions [6].

Population-based surveys of aging may represent an underinvestigated source of information to study dementia and its determinants. In population-based surveys, nonmedical interviewers collect a rich set of sociodemographic, health, and functional information from nonclinical and representative populations. Several population surveys across four continents are modeled according to the same protocol as the Health and Retirement Study (HRS) in the United States, providing the opportunity to compare aging outcomes between different countries [7]. However, with a few exceptions, dementia outcome is not reliably reported in these surveys.

Machine learning algorithms can assess vast numbers of variables in large datasets, looking for combinations to reliably predict outcomes [8]. This is the case for supervised machine learning algorithms, which learn from specific outcomes available in a subset of individuals, such as the clinical diagnosis of dementia, to expand the acquired knowledge to the whole sample, thanks to a statistical model. In a different approach, unsupervised machine learning algorithms correspond to data-driven techniques that automatically learn from the relationships between elementary bits of information associated with each variable of a dataset. Contrary to supervised machine learning, unsupervised machine learning algorithms unbiasedly reveal associations or clusters existing within datasets without any a priori teaching model.

Because any representative sample of an aging population includes a subgroup of persons living with dementia, we expect unsupervised machine learning to automatically discover this subgroup, without the need of the clinical diagnosis of dementia in a subsample of this population. Our objective was to develop a methodology capable to identify individuals with high likelihood of dementia using a specific unsupervised machine learning algorithm, hierarchical clustering on principal components, in a development cohort in the United States—the HRS [9]. We tested the accuracy of this method by comparing the outcome classification with the predicted probabilities of dementia according to a previously computed supervised machine learning model [10] using the same HRS dataset and based on the clinical diagnosis of dementia available for a subset of the HRS cohort in the Aging, Demographics, and Memory Study (ADAMS) [11]. We also explored the impact of removing cognitive and behavioral measures from the classification algorithm. We then applied this methodology to a validation cohort, the Survey of Health, Ageing and Retirement in Europe (SHARE) [12]. In both cohorts, longitudinal follow-up during the two waves following classification was used as an additional method to validate the clinical relevance of the unsupervised machine learning method.

Methods

Populations

The HRS is a longitudinal population-based survey exploring the health and economic well-being of adults older than 50 years in the United States done every two years since 1992. The HRS sample is stratified geographically and covers all demographic groups. The respondent is randomly selected from all age-eligible household members. Although baseline interviews are conducted face-to-face, follow-up interviews are done by telephone (until 2004), with the exception of respondents older than age 80 years [9]. We chose cross-sectional data from wave 6 of the HRS (January 2002 to February 2003; 18,165 individuals) as our development cohort.

The SHARE is a longitudinal population-based survey of individuals aged 50 years or older based on the same protocol as the HRS. We chose wave 4 of SHARE (May 2010 to April 2012; 58,202 individuals from 16 countries including Austria, Belgium, Czech Republic, Denmark, Estonia, France, Germany, Hungary, Italy, Netherlands, Poland, Portugal, Slovenia, Spain, Sweden, and Switzerland) as our validation cohort.

Measures

Harmonized data (ie, with identically defined variables), from both the HRS and SHARE surveys were downloaded from the Gateway to Global Aging platform [7]. We included variables covering the domains of demographics, health, health care utilization, and cognition that were present in both the HRS and SHARE cohorts. Variables related to insurance, income, financial and housing wealth were removed a priori from both cohort datasets in order to develop a classification method applicable whatever the economic context. Two different behavioral scales were used for the evaluation of depression:
The Center for Epidemiological Study of Depression scale (CES-D) [13] for HRS and the European Union initiative to compare symptoms of depression scale (EURO-D) [14] for SHARE. A total of 92 variables were selected for the HRS cohort and 91 for SHARE (Multimedia Appendix 1). Variables with more than 33% of the data missing were arbitrarily discarded. The remaining missing values were imputed with the regularized iterative principal component analysis (PCA) algorithm of the missMDA package of R software [15], which allows the imputed values to have no weight on the PCA results. This imputation method is complementary to the unsupervised machine learning algorithm we used for classification. Three different datasets were used for each cohort: one with the previous selected variables, one omitting cognitive measures, and one omitting both cognitive and behavioral measures.

Unsupervised Machine Learning Classification

We ran an agglomerate hierarchical clustering on the 10 first principal components resulting from PCA of the datasets (FactoMineR package, R software) [16]. Hierarchical clustering on principal components was considered to be the best unsupervised machine learning technique in this context because (1) PCA allows to reduce the number of variables without losing important information, (2) hierarchical clustering is a very stable method compared to other unsupervised machine learning techniques (eg, k-means), and (3) it complements the imputation method we used to obtain a dataset without missing values. The optimal number of clusters in each dataset was determined after running the NbClust package of R software [17].

Predicted Probability of Dementia in the Health and Retirement Study

A subset of HRS (856 adults older than age 70) received in-home clinical assessments of dementia (cognitive, behavioral, and functional status) between August 2001 and December 2003 (approximately 1 year after their HRS evaluation) by a nurse and neuropsychology technician, as part of the ADAMS study. Definitive diagnosis of dementia in the ADAMS sample was assigned by a consensus of clinical experts [11], using international diagnostic criteria for dementia (cognitive or behavioral disorders associated with significant decline in social or occupational functioning) [18]. Hurd and colleagues [10] used HRS data and the clinical diagnosis of dementia from ADAMS to compute predicted probabilities of having dementia 1 year after HRS evaluation based on two ordered probit models [19]. They used variables related to age, education, sex, activities of daily living (ADL), and instrumental activities of daily living (IADL) limitations, cognitive scores from the HRS interview immediately preceding the ADAMS assessment, and changes in ADL and IADL limitations, and in cognitive scores from the two preceding HRS surveys (2 years and 4 years before) in a first model. When the respondents in HRS were not capable to answer questions assessing cognition and behavior, they used items from the Informant Questionnaire on Cognitive Decline in the Elderly [20], consisting of 16 questions that address the respondent’s memory and ability to function independently, to compute a second model. Predicted probabilities of dementia from these models were available for 7574 HRS respondents for 2003 [7]. Here, we define high likelihood of dementia in this HRS sample as a predicted probability of dementia greater than .95.

Longitudinal Change in the Created Clusters

Because predicted probabilities of dementia based on the ADAMS clinical diagnosis of dementia are only available in the HRS cohort, we also used longitudinal follow-up in both the HRS and SHARE cohorts to prove the clinical relevance of our unsupervised machine learning classification. To examine longitudinal change in mobility and functional limitations for individuals of the clusters created by our unsupervised machine learning method based on cross-sectional data, we merged data from the classification wave 6 of HRS with data from waves 3, 4, 5, 7, and 8. The longitudinal HRS follow-up covers an average 10-year period, with 6.1 years before classification wave and 3.9 years after. Similarly, data from SHARE classification wave 4 were merged with data from waves 1, 2, 5, and 6 (wave 3 corresponding to SHARE Life study was discarded because of its different protocol). The longitudinal SHARE follow-up covers an average 10.5-year period, with 6.6 years before classification wave and 3.9 years after. Only individuals present in both the earliest and the latest waves were included in both longitudinal datasets (N=10,235 individuals in HRS and N=8245 individuals in SHARE from nine countries including Austria, Belgium, Denmark, France, Germany, Italy, Spain, Sweden, and Switzerland).

Results

Development Cohort: Health and Retirement Study

We identified three clusters after running unsupervised machine learning classification (Figure 1). Cluster 1 (n=12,231) corresponds to individuals without any functional impairment on both IADL and ADL, and without significant mobility limitation for climbing stairs or walking. Cluster 2 (n=4841) shows moderate mobility limitations, but no functional impairment. Cluster 3 (n=1093) includes individuals with significant functional impairment and mobility limitations. Compared to clusters 1 and 2, individuals in cluster 3 were older, more often women, more often black or Hispanic, less educated, with poorer memory performance, and less likely to be working (Table 1). The percentage of missing values for cognitive variables before imputation differs in the three clusters: 7.30% (893/12,231) in cluster 1, 10.39% (503/4841) in cluster 2, and 59.10% (646/1093) in cluster 3 (P<.001). Similarly, missing values for behavioral measures of depression before imputation amounted to 7.30% (893/12,231) in cluster 1, 10.39% (503/4841) in cluster 2, and 59.01% (645/1093) in cluster 3 (P<.001).

Cluster 3 showed 89.5% sensitivity, 93.3% specificity, 93.1% accuracy overall, and an area under the curve (AUC) of 0.91 for dementia compared to the high likelihood of dementia defined as a predicted probability of dementia >.95 (see Table 2 for other thresholds and for comparison to ADAMS). When cognitive measures were removed from the dataset, classification into cluster 3 showed 88% sensitivity, 93.4% specificity, 93.1% accuracy, and an AUC of 0.91.
When both cognitive and behavioral variables were removed, classification into cluster 3 reached 87% sensitivity, 93.6% specificity, 93.3% accuracy, and an AUC of 0.90. A 98.2% concordant accuracy was found when classifications with and without cognitive variables were compared to each other. The concordant accuracy reached 94.4% between classifications with and without both cognitive and behavioral variables.

Among the 18,165 individuals present at the time of classification (wave 6), 14,670 individuals remained present at wave 8, 1152 individuals were dropouts, and 2343 were deceased. The three clusters differed regarding their survival rate after a 3.9-year period following classification. Survival rate was 94.2% (n=715 deceased) in cluster 1, 80.1% (n=963 deceased) in cluster 2, and 39.2% (n=665 deceased) in cluster 3 (P<.001). Longitudinal change in mobility and functional limitations for the surviving individuals also differed across the three clusters (Figure 2). Individuals in cluster 1 remained stable during the 10-year period of follow-up (from 6 years before classification wave to 4 years after) according to ADL, IADL, and mobility scores. Individuals in cluster 2 showed mild worsening of ADL and IADL scores and moderate worsening of mobility scores during the same 10-year period. Individuals in cluster 3 showed the steepest worsening of ADL, IADL, and mobility scores during the same period.

Validation Cohort: Survey of Health, Ageing and Retirement in Europe

The three clusters, cluster 1 (N=40,223), cluster 2 (N=15,644), and cluster 3 (N=2335), identified in the SHARE dataset (Figure 3) showed similar characteristics compared to those identified for HRS (Table 3). Individuals in cluster 3 were older, more often women, less educated, and less likely to be working compared to clusters 1 and 2. The percentage of missing values for cognitive variables before imputation differed in the three clusters: 1.97% (791/40,223) in cluster 1, 2.85% (446/15,644) in cluster 2, and 18.67% (436/2335) in cluster 3 (P<.001). Missing values for behavioral measures of depression before imputation reached 1.29% (518/40,223) in cluster 1, 1.89% (296/15,644) in cluster 2, and 15.53% (363/2335) in cluster 3 (P<.001). Similar clusters were created if cognitive and behavioral variables were removed from the datasets (96.4% accuracy between classifications with and without cognitive variables; 94.3% accuracy between classifications with and without both cognitive and behavioral variables).

Among the 58,202 individuals present at the time of classification (wave 4), 32,325 were interviewed again at wave 6, whereas 22,406 individuals were dropouts (5861 of those lived in a country not assessed during wave 6) and 3471 were deceased. After a 3.9-year period following classification, the survival rate was 97.1% (n=1067 deceased) in cluster 1, 88.6% (n=1593 deceased) in cluster 2, and 62.2% (n=811 deceased) in cluster 3 (P<.001). The surviving individuals in cluster 1 remained stable during a 10.5-year period (6 years before classification wave to 4 years after), whereas those from cluster 2 showed moderate mobility decline and very mild functional decline. The surviving individuals from cluster 3 showed progressive loss of autonomy according to ADL and IADL scores, and severe mobility impairment over the same period (Figure 2).
Table 1. Demographic and clinical characteristics in the three clusters created by unsupervised machine learning in the Health and Retirement Study (HRS) cohort.

<table>
<thead>
<tr>
<th>Demographic and clinical characteristics</th>
<th>All (N=18,165)</th>
<th>Cluster 1 (n=12,231)</th>
<th>Cluster 2 (n=4841)</th>
<th>Cluster 3 (n=1093)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.4 (10.5)</td>
<td>66.1 (9.5)</td>
<td>71.4 (10.4)</td>
<td>79.7 (11.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>7456 (41.05)</td>
<td>5580 (45.62)</td>
<td>1510 (31.19)</td>
<td>366 (33.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>12.1 (3.4)</td>
<td>12.8 (3.0)</td>
<td>10.9 (3.5)</td>
<td>10 (4.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14,967 (82.39)</td>
<td>10,373 (84.81)</td>
<td>3770 (77.87)</td>
<td>824 (75.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black</td>
<td>2508 (13.81)</td>
<td>1423 (11.63)</td>
<td>866 (17.89)</td>
<td>219 (20.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1472 (8.10)</td>
<td>886 (7.24)</td>
<td>465 (9.61)</td>
<td>121 (11.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other race/ethnicity</td>
<td>685 (3.77)</td>
<td>434 (3.55)</td>
<td>201 (4.15)</td>
<td>50 (4.57)</td>
<td>.07</td>
</tr>
<tr>
<td>Working full time, n (%)</td>
<td>3773 (20.77)</td>
<td>3470 (28.37)</td>
<td>301 (6.22)</td>
<td>2 (0.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Functional characteristics, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IADL&lt;sup&gt;b&lt;/sup&gt; (0-5)</td>
<td>0.4 (1.0)</td>
<td>0 (0.2)</td>
<td>0.5 (0.8)</td>
<td>3.6 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ADL&lt;sup&gt;c&lt;/sup&gt; (0-5)</td>
<td>0.4 (1.0)</td>
<td>0 (0.1)</td>
<td>0.6 (0.9)</td>
<td>3.5 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobility&lt;sup&gt;d&lt;/sup&gt; (0-5)</td>
<td>1.2 (1.5)</td>
<td>0.4 (0.7)</td>
<td>2.5 (1.4)</td>
<td>3.9 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total word recall (0-20)</td>
<td>9.4 (4.1)</td>
<td>10.5 (3.4)</td>
<td>8.4 (3.5)</td>
<td>2.2 (4.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CES-D&lt;sup&gt;e&lt;/sup&gt; (0-8)</td>
<td>1.6 (2.1)</td>
<td>0.9 (1.3)</td>
<td>3.2 (2.2)</td>
<td>3.4 (3.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical characteristics, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever had high blood pressure</td>
<td>9167 (50.47)</td>
<td>5265 (43.05)</td>
<td>3183 (65.75)</td>
<td>719 (65.78)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had diabetes</td>
<td>3029 (16.67)</td>
<td>1456 (11.90)</td>
<td>1286 (26.56)</td>
<td>287 (26.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had cancer</td>
<td>2337 (12.87)</td>
<td>1364 (11.15)</td>
<td>788 (16.28)</td>
<td>185 (16.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had lung disease</td>
<td>1473 (8.11)</td>
<td>499 (4.08)</td>
<td>801 (16.57)</td>
<td>173 (15.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had heart disease</td>
<td>4219 (23.23)</td>
<td>1854 (15.16)</td>
<td>1843 (38.07)</td>
<td>521 (47.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had stroke</td>
<td>1567 (8.63)</td>
<td>469 (3.83)</td>
<td>654 (13.51)</td>
<td>444 (40.62)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had arthritis</td>
<td>10,231 (56.32)</td>
<td>5501 (44.98)</td>
<td>3903 (80.62)</td>
<td>826 (75.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever smoked</td>
<td>10,623 (58.48)</td>
<td>7105 (58.09)</td>
<td>2954 (61.02)</td>
<td>564 (51.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever drank alcohol</td>
<td>8103 (44.61)</td>
<td>6573 (53.74)</td>
<td>1410 (29.13)</td>
<td>120 (10.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body mass index, mean (SD)</td>
<td>27.2 (5.4)</td>
<td>26.9 (4.7)</td>
<td>28.3 (6.5)</td>
<td>25.2 (6.4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values are from one-way analysis of variance (ANOVA) or chi-square tests as appropriate.

<sup>b</sup>IADL: instrumental activities of daily living, including any difficulty using a telephone, taking medication, handling money, shopping, and preparing meals.

<sup>c</sup>ADL: activities of daily living, including any difficulty bathing, eating, dressing, walking across a room, and getting in or out of bed.

<sup>d</sup>Mobility: any difficulty for walking several blocks, walking one block, walking across the room, climbing several flights of stairs and climbing one flight of stairs.

<sup>e</sup>CES-D: Center for Epidemiological Study of Depression Scale [13].
Table 2. Classification performance of cluster 3 from unsupervised machine learning in the Health and Retirement Study (HRS) cohort compared to various thresholds of predicted probabilities of dementia from Hurd et al’s model and to the Aging, Demographics, and Memory Study (ADAMS) clinical diagnosis of dementia.

<table>
<thead>
<tr>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.50</td>
<td>.96</td>
<td>92.1</td>
</tr>
<tr>
<td>.75</td>
<td>.95</td>
<td>93.6</td>
</tr>
<tr>
<td>.90</td>
<td>.94</td>
<td>93.7</td>
</tr>
<tr>
<td>&gt;.95</td>
<td>.93</td>
<td>93.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>81.3</td>
</tr>
</tbody>
</table>

Hurd et al’s model [10].

Figure 2. Longitudinal change of instrumental activities of daily living (IADL), activities of daily living (ADL), and mobility scores in both Health and Retirement Study (HRS) and Survey of Health, Ageing and Retirement in Europe (SHARE) cohorts. Linear models with date of assessment at each wave as an independent variable were used to depict the longitudinal change of IADL, ADL, and mobility scores in the three clusters (red=cluster 1, blue=cluster 2, green=cluster 3) in both HRS (left) and SHARE (right) cohorts. A 99% confidence interval (gray color) is drawn for each cluster. The year corresponding to the time of classification is indicated by an arrow.
Figure 3. Unsupervised hierarchical clustering in the Survey of Health, Ageing and Retirement in Europe cohort. Scatterplot of the two first dimensions of the principal component analysis (dimension 1 and dimension 2 with explained variance) for individuals in the three clusters (red=cluster 1, blue=cluster 2, green=cluster 3).
Table 3. Demographic and clinical characteristics in the three clusters created by unsupervised machine learning in the Survey of Health, Ageing and Retirement in Europe (SHARE) cohort.

<table>
<thead>
<tr>
<th>Demographic and clinical characteristics</th>
<th>All (N=58,202)</th>
<th>Cluster 1 (n=40,223)</th>
<th>Cluster 2 (n=15,644)</th>
<th>Cluster 3 (n=2335)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.4 (10.4)</td>
<td>62.7 (9.0)</td>
<td>70.7 (10.2)</td>
<td>77.4 (10.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>25,182 (43.26)</td>
<td>19,469 (48.40)</td>
<td>4825 (30.84)</td>
<td>888 (38.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>10.3 (4.3)</td>
<td>11.1 (4.1)</td>
<td>8.8 (4.0)</td>
<td>7.8 (4.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working, n (%)</td>
<td>3889 (6.68)</td>
<td>3591 (8.93)</td>
<td>281 (1.80)</td>
<td>17 (0.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Functional characteristics, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IADLb (0-5)</td>
<td>0.2 (0.8)</td>
<td>0 (0.2)</td>
<td>0.3 (0.6)</td>
<td>3.1 (1.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ADLc (0-5)</td>
<td>0.2 (0.8)</td>
<td>0 (0.1)</td>
<td>0.4 (0.7)</td>
<td>3.2 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobilityd (0-4)</td>
<td>0.6 (1.0)</td>
<td>0.1 (0.4)</td>
<td>1.3 (1.0)</td>
<td>3.1 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total word recall (0-20)</td>
<td>8.9 (3.8)</td>
<td>9.9 (3.4)</td>
<td>7 (3.5)</td>
<td>3.7 (3.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EURO-De (0-12)</td>
<td>2.6 (2.3)</td>
<td>1.8 (1.7)</td>
<td>4.3 (2.4)</td>
<td>5.1 (2.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical characteristics, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever had high blood pressure</td>
<td>22,848 (39.26)</td>
<td>12,840 (31.92)</td>
<td>8846 (56.55)</td>
<td>1162 (49.76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had diabetes</td>
<td>7208 (12.38)</td>
<td>3136 (7.78)</td>
<td>3481 (22.25)</td>
<td>591 (25.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had cancer</td>
<td>3076 (5.29)</td>
<td>1510 (3.75)</td>
<td>1357 (8.67)</td>
<td>209 (8.95)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had lung disease</td>
<td>3835 (6.59)</td>
<td>1444 (3.59)</td>
<td>2051 (13.11)</td>
<td>340 (14.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had heart disease</td>
<td>7999 (13.74)</td>
<td>2975 (7.40)</td>
<td>4249 (27.16)</td>
<td>775 (33.19)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had stroke</td>
<td>2547 (4.37)</td>
<td>638 (1.59)</td>
<td>1286 (8.22)</td>
<td>623 (26.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever had arthritis</td>
<td>14,192 (24.38)</td>
<td>5797 (14.41)</td>
<td>7347 (46.96)</td>
<td>1035 (44.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever smoked</td>
<td>27,097 (46.56)</td>
<td>20,120 (50.02)</td>
<td>6163 (39.40)</td>
<td>814 (34.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever drank alcohol</td>
<td>45,893 (78.85)</td>
<td>34,061 (84.68)</td>
<td>10,620 (67.89)</td>
<td>1212 (51.91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body mass index, mean (SD)</td>
<td>26.9 (4.8)</td>
<td>26.4 (4.2)</td>
<td>28.2 (5.9)</td>
<td>26.9 (5.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aP values are from one-way ANOVAs or chi-square tests as appropriate.
bIADL: instrumental activities of daily living, including any difficulty using a telephone, taking medication, handling money, shopping, and preparing meals.
cADL: activities of daily living, including any difficulty bathing, eating, dressing, walking across a room, and getting in or out of bed.
dMobility: any difficulty for walking 100 meters, walking across a room, climbing one flight of stairs, and climbing several flights of stairs.
eEURO-D: European Union initiative to compare symptoms of depression scale [14].

Discussion

We used unsupervised machine learning and cross-sectional data from two population-based surveys in the United States and Europe to identify individuals with high likelihood of dementia. Although the clinical diagnosis of dementia usually requires a lengthy and costly process based on human expertise and clinical data, we show that unsupervised machine learning applied to data from population-based surveys provides an accurate estimation of the high probability of dementia, even in the absence of cognitive or behavioral variables. The impact of using unsupervised machine learning in nonmedical datasets would serve to identify older adults with high likelihood of dementia. Being classified into cluster 3 according to our unsupervised machine learning method has clear clinical implications, as shown by the low survival rate during follow-up and the steep functional and mobility declines in the surviving individuals in both the HRS and SHARE cohorts. The higher death rate observed in HRS in comparison to SHARE is likely explained by the older age of the HRS cohort, the better reporting of death date in HRS because of the National Death Index, and the higher number of dropouts in SHARE. Because this unsupervised machine learning method identifies the individuals with worse clinical outcomes, it would be valuable to target those individuals and offer them care including close follow-up or even referral for trials.

Although supervised machine learning is being increasingly used to predict dementia based on clinical data, this study is the first to use unsupervised machine learning and nonclinical data from population-based surveys to identify subjects at risk of dementia. Yet, unsupervised machine learning may be difficult to understand from a clinical perspective. Certain authors compare this purely data-driven method to a “black box” in which the actual mechanisms leading to the outcome remain opaque [21]. In fact, these unsupervised techniques also bring advantages. Because they do not rely on a prespecified clinical outcome (eg, the diagnosis of dementia in a subsample of the
population), they are more flexible than supervised machine learning models and they can be more easily transferred to different types of datasets. Here, this allows classification of individuals from the SHARE cohort where clinical diagnosis of dementia is not available. Moreover, because the unsupervised machine learning algorithm we used is based on PCA, it can assess many variables, such as educational level [22], decline in physical activity [23], slowing gait [24], clinical comorbidities, alcohol consumption, smoking, and weight variations [25], or health care use [26], which are known to be important in the context of dementia. This unsupervised machine learning technique also demonstrates that removing cognitive and behavioral measures from the datasets does not significantly impact the accuracy of the classifications in both HRS and SHARE. The latter result was unexpected given that the current diagnosis criteria of dementia heavily relies on cognitive and behavioral measures [18]. Presumably, this unsupervised machine learning technique is capable of identifying participants with significant decline in social or occupational functioning, often associated with cognitive and behavioral disorders in the context of dementia. It may be of interest for clinicians and researchers because it could allow them to use datasets lacking cognitive or behavioral information such as electronic medical records (EMRs) for studying dementia.

Several aspects of the unsupervised machine learning classification we used may allow for its wide application. In both the HRS and SHARE cohorts, cluster 3 identifies participants who are older; with more cognitive, motor, and functional difficulties; and more likely to show further decline and higher death rate. Thus, this unsupervised machine learning classification technique could be used in other population-based surveys of the HRS family lacking a clinical assessment of dementia such as in ADAMS for the HRS cohort. The longitudinal HRS family studies include the Mexican Health and Aging Study, the English Longitudinal Study of Ageing, the Costa Rican Longevity and Healthy Aging Study, the Korean Longitudinal Study of Aging, the Indonesian Family Life Survey, the Japanese Study of Aging and Retirement, the Asian-African Study on Global AGEing and Adult Health, the Irish Longitudinal Study on Ageing, the Chinese Health and Retirement Longitudinal Study, and the Longitudinal Aging Study in India [7]. Moreover, this unsupervised machine learning algorithm uses cross-sectional data, thus allowing classification of a larger sample of participants at each time point of the survey than the sample that would be constituted if longitudinal data were required. This explains why our method can classify the whole cohort of HRS (N=18,165) compared to the smaller sample (N=7574) in Hurd et al’s model [10]. Omitting both cognitive and behavioral variables might further facilitate the inclusion of a larger number of individuals in population surveys. Finally, because it is efficient in two different populations in the United States and Europe even without cognitive or behavioral measures, we expect this classification method to be applicable in other datasets if they constitute representative samples of an aging population.

A possible limitation in this study could be the chosen gold standard to test the accuracy of our classification in HRS cohort. The predicted probabilities of dementia from Hurd et al’s models [10] constitute the best reference standard available but they are not definitive. Importantly, Hurd and colleagues provide predicted probabilities of having dementia 1 year after HRS evaluation, whereas our unsupervised machine learning classification directly applies for the time of evaluation, which might account for discrepancies between the two methods. In addition, because Hurd and colleagues used two different models, one when respondents provided answers to cognitive and behavioral measures and another when proxies provided these answers, this might constitute a bias in their predicted probabilities of dementia. The .95 threshold we used for predicted probability of dementia according to Hurd et al’s model [10] undoubtedly identifies subjects with high likelihood of dementia, but also misses actual cases of dementia with lower predicted probabilities according to the same model. Indeed, using either lower thresholds of predicted probability of dementia or the actual clinical diagnosis in the smaller sample from ADAMS [11], we obtain similar specificity, but lower sensitivity of cluster 3 regarding the likelihood of dementia (Table 2). Noteworthy, even the diagnosis of dementia from ADAMS and thus the derived Hurd et al’s model might suffer from a classification error bias like any clinical assessments [27]. This is why we also use follow-up information related to survival rate and to longitudinal change in functional and mobility scores in the three clusters created after unsupervised machine learning as another way to check for face validity. As expected from patients with dementia, the individuals classified into cluster 3 show a low survival rate and a progressive decline beginning years before the classification time point. Altogether, we acknowledge that this classification method cannot be considered as a diagnosis tool for dementia, or even a dementia-screening instrument, given its moderate sensitivity. Yet, the outcome of this classification, cluster 3, still offers opportunities for new medical applications and new avenues of research in the field of dementia.

Our method could be applied to tackle global health estimates of dementia burden. For example, using the HRS family studies, it could provide a global estimate of dementia across four different continents and an unprecedented cross-country comparison of its socioeconomic consequences, determinants, and risk factors. It could also be applied to other population-based surveys based on different protocols or even to EMRs, often lacking cognitive or behavioral measurements. Whether or not and how the participants at risk of having dementia should be informed after unsupervised machine learning classification raises an ethical issue that would require a large debate. After further validation and using more parsimonious datasets, we expect this unsupervised machine learning classification to impact clinical practice in resource-poor areas with limited primary care access and limited cognitive testing capacities. This technique could support, but not replace, human expertise [28] by identifying groups of individuals with high likelihood of dementia who could then get further clinical assessment and care. Unsupervised machine learning classification applied to existing population datasets or EMRs may help prepare for the global challenge of dementia.
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Abstract

Background: Health care systems have entered a new era focused on patient engagement. Patient portals linked to electronic health records are recognized as a promising multifaceted tool to help achieve patient engagement goals. Achieving significant growth in adoption and use requires agile evaluation methods to complement periodic formal research efforts.

Objective: This paper describes one of the implementation strategies that the Department of Veterans Affairs (VA) has used to foster the adoption and sustained use of its patient portal, My HealtheVet, over the last decade: an ongoing focus on user-centered design (UCD). This strategy entails understanding the users and their tasks and goals and optimizing portal design and functionality accordingly. Using a case study approach, we present a comparison of early user demographics and preferences with more recent data and several examples to illustrate how a UCD can serve as an effective implementation strategy for a patient portal within a large integrated health care system.

Methods: VA has employed a customer experience analytics (CXA) survey on its patient portal since 2007 to enable ongoing direct user feedback. In a continuous cycle, a random sample of site visitors is invited to participate in the Web-based survey. CXA model questions are used to track and trend satisfaction, while custom questions collect data about users’ characteristics, needs, and preferences. In this case study, we performed analyses of descriptive statistics comparing user characteristics and preferences from FY2008 (wherein “FY” means “fiscal year”) to FY2017 and user trends regarding satisfaction with and utilization of specific portal functions over the last decade, as well as qualitative content analysis of user’s open-ended survey comments.

Results: User feedback has guided the development of enhancements to core components of the My HealtheVet portal including available features, content, interface design, prospective functional design, and related policies. Ten-year data regarding user characteristics and portal utilization demonstrate trends toward greater patient engagement and satisfaction. Administration of a continuous voluntary Web-based survey is an efficient and effective way to capture veterans’ voices about who they are, how they use the patient portal, needed system improvements, and desired additional services.

Conclusions: Leveraging “voice-of-the-customer” techniques as part of patient portal implementation can ensure that such systems meet users’ needs in ways that are agile and most effective. Through this strategy, VA has fostered significant adoption and use of My HealtheVet to engage patients in managing their health.
Introduction

Background
Health care systems have entered a new era focused on patient engagement [1-3] described by enthusiasts as “the holy grail of health care” [4] and the “blockbuster drug of the century” [5]. Patient engagement strategies are designed to empower patients to play a more active role in their health care and make informed decisions, improve the patient experience, increase patient satisfaction, and achieve better health outcomes. Patient portals linked to electronic health records (EHRs) are recognized as a promising multifaceted tool to help achieve these patient engagement goals [6-9]. However, the adoption and sustained use of portals has generally fallen short of initial optimism [10-13] even in light of the significant growth in EHRs and tethered patient portals incentivized by Meaningful Use [14]. Positive benefits of portal use have been demonstrated [15-19], and the OpenNotes movement [20] has promoted patient engagement through health records transparency by enabling patient access to provider notes. Evidence indicates that such access improves communication and trust, patient safety, and, potentially, patient outcomes [21-25]. Two large integrated health care systems that launched tethered patient portals in 2003 with significant patient adoption and sustained use are Kaiser Permanente (KP) and the Department of Veterans Affairs (VA). KP’s portal, My Health Manager, is used by more than 5 million members, representing about 70% of adult KP members [26]. VA’s patient portal, My HealthVet, has more than 4 million registered users (69% of VA patients receiving health care services in FY 2017 [wherein “FY” means “fiscal year”]), with 2.5 million authenticated Premium accounts (42% of VA patients receiving health care services) required for access to all portal features [27]. To better understand what elements are driving this adoption and sustained use, an implementation case study approach is warranted. One of the implementation strategies that are critical to foster the adoption and sustained use of patient portals is an ongoing focus on user-centered design (UCD). This is often accomplished as part of periodic research studies; however, more timely and agile methods are needed to design and evaluate patient portals.

User-Centered Design
UCD is a design philosophy and evaluation process that focuses on the end user’s characteristics, needs, preferences, and limitations throughout the design process and development lifecycle [28]. The emphasis of UCD is on understanding the end users and their tasks and goals and optimizing the product to enable the users to fulfill these, rather than requiring users to adapt to the designer’s preferences [29]. UCD of eHealth applications, such as patient portals, necessitates ongoing assessment of user characteristics and preferences and incorporation of assessment insights into ongoing portal development and enhancements. This process includes focusing on what features are considered to be most essential by users [30]. Published compilations of implementation strategies have called for the further development of processes like UCD as a means to obtain and use patient or consumer feedback to support the adoption of innovations and practice change efforts in health care and other settings [31].

VA has used various methods over the last decade to achieve UCD for My HealthVet; among them, the principal method has been a continuous, voluntary, and anonymous survey of end users. As a complement to periodic formal research studies [32,33], this ongoing assessment offers the advantage of rapid continuous feedback, which is part of a cyclical process for improvement that entails understanding users, eliciting their input, identifying changes or future design implications, deploying enhancements, and then obtaining feedback to evaluate these enhancements. This method enables VA to obtain ongoing direct feedback from veterans, which can then be leveraged to improve the patient experience.

About the Department of Veterans Affairs’ Patient Portal
VA is the largest integrated health care system in the United States and has been a pioneer in enabling patients to access and download their VA medical record data using the Blue Button feature [34,35]. This includes OpenNotes, which are known in My HealthVet as VA Notes and contain both clinical and mental health providers’ notes [36]. The My HealthVet patient portal [37] is tethered to the VA EHR and provides a suite of Web-based tools. Veterans self-register to create a basic account and can then self-enter information into their personal health record and access health education resources. VA patients who are matched by the system via the Master Veteran Index are automatically upgraded to an Advanced account and can request VA prescription refills. Patients who complete a one-time process of identity authentication (in person or Web-based) are upgraded to a Premium account and can then access all portal features, including access to health record information and Secure Messaging with VA health care professionals.

Use of My HealthVet continues to grow. In fiscal year (FY)2017, portal user activity demonstrated significant increases compared with that in FY2016, including a 20.7% increase in Web-based prescription refills, a 33.9% increase in Secure Messaging exchanges between VA patients and their health care team, and a 38.7% increase in use of the VA Blue Button feature [27].

In this paper, we examine one of the implementation strategies that VA has used to foster adoption and sustained use of its patient portal over the last decade: an ongoing focus on UCD. This includes iterative use of survey and operational data with user interface redesign to meet the needs and preferences of veteran users. We describe the organization’s implementation strategy for agile UCD and present unique 10-year data on user adoption, characteristics, and utilization to demonstrate trends toward greater patient engagement and satisfaction. Following
an initial analysis of portal users and their preferences in 2007 [38], we compared the characteristics of patient portal users one decade later and used a case study approach to present several examples of how user preferences and continuous feedback have informed the evolution of VA's patient portal.

**Methods**

Since 2007, VA has used the ForeSee customer experience analytics (CXA) survey tool for the direct measurement of customer satisfaction and prioritization of enhancements. The CXA survey is a standardized method of measuring and monitoring customer satisfaction based on the American Customer Satisfaction Index [39]. The survey methodology uses a psychometric “voice-of-the-customer” technique to assess consumer drivers of satisfaction (look and feel, navigation, site information, site performance, and task processes) and prioritize areas of improvement. In the CXA model, scores are based on data from randomized voluntary Web-based surveys and are reported on a scale of 0 to 100, indicating less to more customer satisfaction. Multiple item measures are combined algorithmically to compile a satisfaction index each time an adequate quantity of data has been collected through completed surveys [40]. The survey tool for the My HealthVet portal includes standard questions, to allow for trend analysis of core components such as overall satisfaction, and user experience of navigation. The inclusion of custom questions on an as-needed basis further enables the collection of rich data about user demographics, needs, and preferences to address specific and time-sensitive evaluation topics and to inform ongoing design and development efforts.

The CXA survey is conducted with all veterans using My HealthVet and is, therefore, a nationwide sample of veteran My HealthVet users. The survey is implemented on the My HealthVet portal as a Web-based pop-up browser window inviting a random sample of site visitors to participate. A persistent cookie prevents site visitors who received the survey invitation from being invited again for 90 days. When visitors accept the invitation, the survey presents when they leave the site. The loyalty factor, currently 4 pages, ensures that respondents have experienced multiple pages on the site before being prompted to participate in the survey. The sampling percentage, set at 13% in FY2008 and later changed to 4% in FY2010 due to the large amount of data being collected and increasing survey completion rates, ensures that a minimum number of site visitors are surveyed in order to reduce respondent burden while enabling the collection of adequate data.

This paper presents selected analyses of the CXA survey data collected over a course of 10 years, including a comparison of data collected early in the implementation of My HealthVet (FY2008) to more recent data (FY2017), to examine the characteristics of patient portal users and their preferences.

Data analysis is primarily descriptive and based on forced-choice responses. Analysis of open-ended comments includes a combination of traditional qualitative techniques [41,42] along with keyword clustering to group related comments for further analysis. A variety of strategies are used to then translate insights into iterative improvements, including ongoing data reviews, requirement elaboration, design sessions with key stakeholders, and review of user feedback after deployment of enhancements.

**Results**

**Overview**

We first present a recent summary of user demographics and characteristics and patterns of portal use and relevant comparisons to previous data. Following our case study approach, we then provide selected examples from the My HealthVet evaluation program to illustrate how different assessments that capture the voice of the customer have directly informed the evolution of the portal and the addition of new functionality. For FY2008 (October 1, 2007-September 30, 2008), of the surveys presented to site visitors, 17.1% (100,069/585,039) were completed. For FY2017 (October 1, 2016-September 30, 2017), of the surveys presented to site visitors, 68.9% (100,555/146,023) were completed. As completion rates increased over the last decade, the sampling rate was reduced in FY2010 from 13% to 4% in order to minimize respondent burden.

**User Demographics and Characteristics**

Table 1 provides a comparison of user demographics and characteristics for all survey respondents in FY2017 and FY2008. In FY2017, 97% (97,538/100,555) of respondents were veterans compared with 93% (93,064/100,069) in FY2008. Respondents reported having completed higher levels of education, with 40% (39,990/99,974) being college graduates, completing some postgraduate school, or having a graduate or professional degree in FY2017 compared with 34% (732/2152) in FY2008. The proportion of male respondents increased slightly to 93% (90,507/97,319) in FY2017. In FY2017, respondents were generally older, with 64% (59,819/93,467) in the age range of 60-74 years compared with 47% (14,563/30,984) in FY2008; furthermore, 17% (15,889/93,467) of respondents in FY2017 were older than 75 years. This shift in age is also shown in Figure 1.

While 60% (60,042/100,069) of users in FY2008 reported their period of military service as the Vietnam War, this increased to 67% (67,372/100,555) of users in FY2017. Fewer users self-reported their internet ability as advanced in FY2017 (32,235/53,725, 60%) than in FY2008 (37,848/55,658, 68%), whereas more users reported it as intermediate in FY2017 (19,341/53,725, 36%) than in FY2008 (16,141/55,658, 29%). A greater proportion of respondents reported better health in FY2017, with 34% (33,323/98,007) reporting fair or poor health in FY2017 compared with 39% (15,723/40,315) in FY2008. Although the FY2008 survey did not ask users about health conditions, responses in FY2017 revealed a high prevalence of chronic conditions, including high blood pressure (15,045/22,795, 66%), high cholesterol (14,133/22,795, 62%), arthritis (13,677/22,795, 60%), chronic pain (10,714/22,795, 47%), diabetes (8434/22,795, 37%), stomach or gastrointestinal problems (8434/22,795, 37%), and heart problems (8434/22,795, 37%).
Table 1. Demographics and characteristics. FY: fiscal year. N/A: Not applicable. VA: Department of Veterans Affairs.

<table>
<thead>
<tr>
<th>Type</th>
<th>FY2017</th>
<th>FY2008</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Role: n (%)</strong></td>
<td>100,555</td>
<td>100,069</td>
</tr>
<tr>
<td>Veteran</td>
<td>97</td>
<td>93</td>
</tr>
<tr>
<td>Family member</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Veteran Service Organization</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>National Guard or Reserve</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>General public</td>
<td>1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Other role</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>VA employee</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Non-VA federal employee</td>
<td>&lt;1</td>
<td>1</td>
</tr>
<tr>
<td>Caregiver (other than family)</td>
<td>&lt;1</td>
<td>N/A</td>
</tr>
<tr>
<td>State or local government</td>
<td>&lt;1</td>
<td>N/A</td>
</tr>
<tr>
<td>Active duty</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>News Media</td>
<td>N/A</td>
<td>&lt;1</td>
</tr>
<tr>
<td><strong>Highest level of education: n (%)</strong></td>
<td>99,974</td>
<td>2154</td>
</tr>
<tr>
<td>Did not complete high school</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>High school graduate</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>Some college or vocational school</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>College graduate</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>Some postgraduate school</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td><strong>Health conditions: n (%)</strong></td>
<td>22,795</td>
<td>N/A</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>66</td>
<td>N/A</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>62</td>
<td>N/A</td>
</tr>
<tr>
<td>Arthritis of any kind</td>
<td>60</td>
<td>N/A</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>47</td>
<td>N/A</td>
</tr>
<tr>
<td>Diabetes</td>
<td>37</td>
<td>N/A</td>
</tr>
<tr>
<td>Stomach or gastrointestinal problems</td>
<td>37</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart problems</td>
<td>37</td>
<td>N/A</td>
</tr>
<tr>
<td>Mental health or psychiatric condition</td>
<td>34</td>
<td>N/A</td>
</tr>
<tr>
<td>Cancer of any kind</td>
<td>29</td>
<td>N/A</td>
</tr>
<tr>
<td>Lung problems (including asthma)</td>
<td>25</td>
<td>N/A</td>
</tr>
<tr>
<td>Neurological disorders</td>
<td>13</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>12</td>
<td>N/A</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age: n (%)</strong></td>
<td>93,467</td>
<td>30,984</td>
</tr>
<tr>
<td>Under 20</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>20-24</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>25-29</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>30-34</td>
<td>&lt;1</td>
<td>1</td>
</tr>
<tr>
<td>35-39</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>40-44</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Type</td>
<td>FY2017</td>
<td>FY2008</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>45-49</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>50-54</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>55-59</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>60-64</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>65-69</td>
<td>28</td>
<td>14</td>
</tr>
<tr>
<td>70-74</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>75-79</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>80-84</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>85 or older</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

**Gender, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>FY2017</th>
<th>FY2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>93</td>
<td>91</td>
</tr>
<tr>
<td>Female</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

**Self-reported health status, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>FY2017</th>
<th>FY2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Very good</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>Good</td>
<td>41</td>
<td>38</td>
</tr>
<tr>
<td>Fair</td>
<td>27</td>
<td>29</td>
</tr>
<tr>
<td>Poor</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

**Self-reported internet ability, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>FY2017</th>
<th>FY2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Intermediate</td>
<td>36</td>
<td>29</td>
</tr>
<tr>
<td>Advanced</td>
<td>60</td>
<td>68</td>
</tr>
</tbody>
</table>

*Multiple categories may be selected.*
Portal Access Patterns and Usage

Table 2 provides a summary of survey respondents’ self-reported portal access patterns and usage. While the proportion of survey respondents who use VA health care services remained the same from FY2008 to FY2017 (96%), in FY2017 50% (47,066/94,132) of respondents stated that they also use a community non-VA provider. When asked about travel time to the nearest VA facility, 32% respondents reported it to be less than 30 minutes in both FY2008 and FY2017; however, a greater proportion noted fewer minutes of travel time in FY2017 than in FY2008. For example, 37% (19,902/53,788) respondents in FY2008 reported a travel time greater than 60 minutes to the nearest VA facility compared with 24% (12,075/50,313) in FY2017. The proportion of respondents who have a Premium account, offering them access to all portal services, increased significantly from 60% (56,884/94,806) in FY2008 to 77% (73,001/94,806) in FY2017. While a greater number of respondents were first time users in FY2008 (12,074/100,617, 12%) than in FY2017 (4022/100,555, 4%), respondents reported using the portal more frequently in FY2017, with 46% (45,255/100,555) using it about once a month and 29% (29,161/100,555) using it about once a week. When asked about the length of use in FY2017, 63% (63,349/100,5455) respondents reported having used My HealtheVet for more than 2 years.
User Preferences and Responsive Design

In keeping with the UCD process, VA has used direct veteran feedback about preferences obtained via the CXA survey to shape the identification and prioritization of portal improvements. In this section, we describe how different types of user feedback have directly informed enhancements to the core components of the system including available features, interface design, content, policy, and prospective functional design of a new feature.

Additional Services Desired

UCD principles focus on identifying what features users consider to be essential. One survey question that has been crucial in getting feedback to prioritize portal enhancements over the last decade has been “What additional services would you like to see on My HealthVet?” As shown in Table 3, additional services desired by users in FY2008 included the ability to view (79,892/92,160, 87%) or schedule (68,395/92,160, 74%) VA Appointments, access information from the VA medical record (67,714/92,160, 73%), and Web-based secure communication with my doctor (58,878/92,160, 64%). Each of these features was subsequently added to the portal (Table 4).

Secure Messaging implementation began in 2008, which enabled secure Web-based communication with VA health care teams, with the full national release to all VA primary care providers in 2012. Veterans could then also use Secure Messaging to request VA Appointments. The ability to view upcoming VA Appointments was deployed in 2011, with appointment email reminders added in 2015. Building on early access to VA Medication History, VA incrementally expanded the types of information from the VA medical record available in My HealthVet, for example, preventative Wellness Reminders (2009), VA Chemistry or Hematology Lab Results (2011), VA Immunizations (2012), VA Notes including mental health notes (2013), a more comprehensive Medication List that includes patient-reported non-VA medications (2016), Surgical and Clinical Procedure Notes (2017), and VA Medical Images and Reports (2017).

Additional services desired by users in FY2017 included the ability to schedule or change VA Appointments directly (52%), a list of health care providers and their contact information (44%), a tool to determine whether different medications are safe when taken together (26%), and the ability to view and pay VA bills or copayments (25%). The ability to schedule or change VA Appointments directly was piloted in FY2017 and is being rolled out to all VA facilities in FY2018. The enhanced VA Health Summary (2017) provides VA patients with a list of their primary health care providers, which will be expanded in FY2018 to include their contact information. Although VA has not yet invested in the development of tools to check medications for potential interactions; this enhancement is being given further consideration in FY2018. In addition, the ability to view a VA Patient Statement and remit payment is also being developed and scheduled for pilot testing in FY2018.

Patient-Identified Main Improvements

In addition to eliciting user feedback on additional services desired, the CXA survey also invites open-ended comments in response to the question: “What is the main improvement that you would suggest for the My HealthVet website?” Below we offer examples of how these comments have led to user-directed improvements.

With the expansion of Lab and Test Results and the addition of VA Notes in January 2013, one theme that surfaced in the ensuing months was veterans’ desire for more timely access to this information. These comments were crucial in driving VA policy change to reduce the hold period for lab results and progress notes from 7 calendar days after verification to 3 calendar days. This policy change was implemented in June 2013.

To complement the prioritization of known desired additional services by users, open-ended main improvement comments also allow veterans to suggest needed functional enhancements in their own words. In October 2013, thematic analysis of free-text comments identified the need for multiple functional enhancements including the ability to track delivery of the filled prescriptions, the desire to be notified before automatic log out when the user session was nearing time-out, and the need for improved navigation to complete common tasks. The ability to track delivery of mailed prescriptions by opting-in to receive an email notification was deployed in 2015. Other functional enhancements (session time-out warning, improved navigation, and reduced number of steps to complete common tasks) became core requirements for a major website redesign project. The session time-out warning and ability to extend the session time was deployed as VA migrated to a content management system in October 2016. The incremental deployment of website redesign in October 2016 and September 2017 was significantly informed by veteran main improvement comments:

Publishing labs and notes within 24 hours of a lab or health visit. Waiting a week for lab results, or a week for Dr and nurse notes is absurd, given that the health problem is “right now,” not right now + seven days, especially when Dr’s notes are also instructions for post visit procedures, such as when and how much meds to take, or “If it hasn't improved in three days” see me. Not everyone is “present” at the end of a visit due mostly to anxieties surrounding the visit.
Table 2. Access patterns. FY: fiscal year. N/A: not applicable. VA: Department of Veterans Affairs.

<table>
<thead>
<tr>
<th>Respondent Characteristic</th>
<th>FY2017</th>
<th>FY2008</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use VA health care services, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Not sure</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Use community non-VA providers, n (%)</strong></td>
<td>94,132</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>50</td>
<td>N/A</td>
</tr>
<tr>
<td>No</td>
<td>47</td>
<td>N/A</td>
</tr>
<tr>
<td>Not sure</td>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Premium My HealtheVet account</strong>, n (%)</td>
<td>94,806</td>
<td>100,617</td>
</tr>
<tr>
<td>Yes</td>
<td>77</td>
<td>60</td>
</tr>
<tr>
<td>No</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>Not sure</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Not applicable</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td><strong>Travel time to nearest VA facility</strong>, n (%)</td>
<td>50,313</td>
<td>53,788</td>
</tr>
<tr>
<td>Less than 30 min</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>30-60 min</td>
<td>43</td>
<td>32</td>
</tr>
<tr>
<td>61-90 min</td>
<td>14</td>
<td>20</td>
</tr>
<tr>
<td>91 min to 2 h</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Over 2 h</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Not sure</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td><strong>Frequency of use, n (%)</strong></td>
<td>100,555</td>
<td>100,617</td>
</tr>
<tr>
<td>Daily or more than once a day</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>About once a week</td>
<td>29</td>
<td>25</td>
</tr>
<tr>
<td>About once a month</td>
<td>46</td>
<td>49</td>
</tr>
<tr>
<td>About every 6 mo</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Less than every 6 mo</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>First time</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Not sure or Do not recall</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Length of use, n (%)</strong></td>
<td>100,555</td>
<td>N/A</td>
</tr>
<tr>
<td>Less than 6 mo</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td>6 mo-less than 1 y</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>1-2 y</td>
<td>19</td>
<td>N/A</td>
</tr>
<tr>
<td>More than 2 y</td>
<td>63</td>
<td>N/A</td>
</tr>
<tr>
<td>Not sure or Do not recall</td>
<td>3</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*Percentages do not add to 100 due to rounding.*
Table 3. Additional services desired. FY: fiscal year. VA: Department of Veterans Affairs.

<table>
<thead>
<tr>
<th>Service</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schedule or change my VA appointments</td>
<td>45,695</td>
<td>52</td>
</tr>
<tr>
<td>View a list of my VA health care providers and their contact information</td>
<td>38,489</td>
<td>44</td>
</tr>
<tr>
<td>Check to determine if my different medications are safe taken together</td>
<td>22,710</td>
<td>26</td>
</tr>
<tr>
<td>View or pay my VA bills or copayments</td>
<td>21,768</td>
<td>25</td>
</tr>
<tr>
<td>Use a mobile app for My HealtheVet</td>
<td>13,823</td>
<td>16</td>
</tr>
<tr>
<td>Advance check-in for my VA clinic visits</td>
<td>12,677</td>
<td>14</td>
</tr>
<tr>
<td>Authorize sharing information with my Non-VA health care provider</td>
<td>11,467</td>
<td>13</td>
</tr>
<tr>
<td>Authorize sharing information with my VA health care team</td>
<td>8851</td>
<td>10</td>
</tr>
<tr>
<td>Authorize sharing information with other people (eg, family, caregiver)</td>
<td>7584</td>
<td>9</td>
</tr>
<tr>
<td>Other</td>
<td>6573</td>
<td>7</td>
</tr>
<tr>
<td>More Web-based educational programs</td>
<td>5396</td>
<td>6</td>
</tr>
<tr>
<td>Join a Web-based forum to discuss health issues with other veterans</td>
<td>3831</td>
<td>4</td>
</tr>
</tbody>
</table>

**FY2008**

<table>
<thead>
<tr>
<th>Service</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>View my upcoming appointments</td>
<td>79,892</td>
<td>87</td>
</tr>
<tr>
<td>Schedule or change my appointments</td>
<td>68,395</td>
<td>74</td>
</tr>
<tr>
<td>Look at information in my VA medical record</td>
<td>67,714</td>
<td>73</td>
</tr>
<tr>
<td>Web-based, secure communication with my doctor</td>
<td>58,878</td>
<td>64</td>
</tr>
<tr>
<td>Checking that different medications I take are safe when used together</td>
<td>45,986</td>
<td>50</td>
</tr>
<tr>
<td>Reminders of preventive care I need (eg, shots, cancer screening)</td>
<td>34,707</td>
<td>38</td>
</tr>
<tr>
<td>Notification of new content or features on the site</td>
<td>32,418</td>
<td>35</td>
</tr>
<tr>
<td>Advance check-in for my VA clinic visits</td>
<td>31,863</td>
<td>35</td>
</tr>
<tr>
<td>Monthly email newsletter</td>
<td>24,186</td>
<td>26</td>
</tr>
<tr>
<td>Share information that I have stored in My HealtheVet with other people</td>
<td>23,088</td>
<td>25</td>
</tr>
<tr>
<td>Advanced directive (eg, living will, durable power of attorney)</td>
<td>20,418</td>
<td>22</td>
</tr>
<tr>
<td>Educational programs</td>
<td>18,800</td>
<td>20</td>
</tr>
<tr>
<td>Information about the quality of VA health care</td>
<td>11,231</td>
<td>12</td>
</tr>
<tr>
<td>Other</td>
<td>8791</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>• My HealtheVet Pilot at 9 VA Medical Centers</td>
</tr>
<tr>
<td>2003</td>
<td>• National My HealtheVet Portal deployed</td>
</tr>
</tbody>
</table>
| 2004 | • New user registration module deployed  
• Expansion of self-entered data modules |
| 2005 | • Prescription (Rx) Refill requests  
• Additional self-entered modules |
| 2006 | • In Person Authentication to Upgrade to Premium Account |
| 2007 | • Account Activity History  
• Forgot User ID and Password Support  
• Upgraded Health Calendar |
| 2008 | • Secure Messaging deployed for voluntary provider use  
• Master Veteran Index synchronization |
| 2009 | • VA Wellness Reminders |
| 2010 | • VA Blue Button Feature (Download My Data) |
| 2011 | • VA Appointments  
• VA Allergies  
• VA Chemistry and Hematology Lab Results  
• DoD Military Service Information  
• Display Rx Medication Name |
| 2012 | • Secure Messaging with all VA primary care providers  
• VA Immunizations  
• Veterans with DoD log-on credential can use to log in to portal (single sign on)  
• Social media content promotion |
| 2013 | • Expansion of VA EHR data in VA Blue Button Report (eg, VA Notes, VA Radiology Reports, Pathology Reports, Microbiology Lab Results, etc)  
• Basic VA Health Summary added  
• Hold Periods reduced from 7 to 3 calendar days  
• HealtheLiving Assessment (health risk appraisal)  
• Veterans Health Library |
| 2014 | • Ability to send Secure Messaging attachments  
• Migration to cloud environment for system stability, scalability, and performance  
• Log-in enhancements  
• Display medication images in pharmacy module |
| 2015 | • Secure Messaging Workload Credit  
• Rx Refill Shipment Email Notification  
• VA Appointment Email Reminders  
• Save Secure Messaging Progress Notes to VA EHR  
• Subscribe to My HealtheVet Newsletter |
| 2016 | • Content Management System deployed  
• Incremental Redesign: homepage dashboard navigation  
• Session time out warning |
| 2017 | • Enhanced VA Health Summary with Surgical and Clinical Procedure Notes  
• Incremental Redesign theme deployment  
• VA Medical Images and Reports Pilot  
• Personalized Veteran’s Benefits Handbook  
• Appointment scheduling |
“Publishing labs and notes within 24 hours of a lab or health visit. Waiting a week for lab results, or a week for Dr. and nurse notes is absurd, given that the health problem is "right now" not right now + seven days, especially when Dr's notes are also instructions for post visit procedures, such as when and how much meds to take, or "If it hasn't improved in three days" see me. Not everyone is "present" at the end of a visit due mostly to anxieties surrounding the visit.”

“Why does it take so long for results of lab work, radiology, notes from Dr.s to show up? It can take a week or more. My Dr already called with the results yesterday but I still can’t see it here. Also saw GI Dr 3 days ago and not notes here. I wish we could access our information sooner.”

“Eliminate wait period to view VA Notes, Results, etc. Once the provider has entered the note or viewed the results of test, they should be made available for viewing by the veteran.”

Aligning Content With Patient-Suggested Topics of Interest

Periodically, an open-ended question is added to the survey asking users about topics of interest for portal content, such as feature articles to ensure that content is directly aligned with veterans’ needs and preferences. An editorial calendar is created to provide articles throughout the year focused on these topics. Topics are also highlighted in a subscription-based monthly electronic newsletter that was developed in 2015 as a user-desired additional service (see Table 3), with more than 500,000 subscribers in FY2017. Examples of topic clusters for August 2009 (N=1809), August 2013 (N=3300), and August 2017 (N=1189) are shown in Figure 2. In 2017, the top user-suggested topics included Health (“general health, age concerns, pre-existing medical issues”), Diabetes (“articles on diabetes and feet or hand or finger neuropathy”), Care (“information on special health care programs for specific conditions”), and Agent Orange (“need more information on Agent Orange exposure and health issues”).

Prospective Functional Design of a New Feature

Veteran feedback has also driven the functional design of new features. One feature that is currently being developed is the ability for the users to assign a delegate who can access their account. For example, a spouse or caregiver who may be assisting a veteran patient in managing his or her health. In October 2014, VA convened key stakeholders and subject matter experts to define the business requirements for this feature; however, there was a lack of consensus on a key functional requirement: whether “read-only” access should allow or restrict a delegate’s ability to also print and download data. Using the CXA survey, veterans were asked “If you approve read access for another person to help you manage your personal health information, what would you want that person to be able to do?” Of those veterans with a preference to delegate read access to another person, 75% (8194/11,006) would want such access to include print and download capability, while 14% (1541/11,006) would want a delegate to be able to read or view their information on the screen, but not print or download it. With this direct veteran input on desired functional design, requirements were prospectively aligned with user preferences. Data were also collected to assess patient preferences regarding delegating access to health information [43], use of My
Health
eVet to transfer information [44], how veterans with non-VA providers use the Blue Button feature to share information with their non-VA providers [45], and the veteran experiences with access to their VA Notes [36].

**Website Redesign and Satisfaction Trends**

Analysis of CXA data over the course of the last decade has been an integral part of the recent My HealtheVet website redesign initiative by enabling a deeper understanding of the end users and their tasks and goals, in keeping with UCD principles. As shown in Table 5, while 75% (75,241/100,617), 24% (23,923/100,617), and 18% (17,899/100,617) users in FY2008 accessed the portal to request a prescription refill, view their medication history, and look up information about a medication, respectively, user goals and tasks in FY2017 have shifted and expanded. Although prescription refill requests remained a predominant task (53,193/100,555, 53%), users also accessed the portal to view their VA Appointments (38,664/100,555, 38%), communicate with their health care team using Secure Messaging (28,952/100,555, 29%), track the delivery status of their medication refills (23,884/100,555, 24%), view their lab or test results (19,382/100,555, 19%), and access their VA health records (11,966/100,555, 12%). An important goal of the culminating website redesign was to improve navigation and usability for these specific core features, and the overall customer satisfaction index score was used as a performance indicator.

Historical customer satisfaction trends are shown in Figure 3. From October 2007 to October 2015, the aggregate average CXA score was 74, based on 945,480 completed surveys. The average for the 12 months that followed was stable at 76 (N=139,934). While multiple factors impacted customer satisfaction over the last decade, including a period of system performance issues in 2014 that was resolved by improving system architecture, the overall trend toward greater customer satisfaction is evident.

In October 2016, as part of an incremental website redesign, a dashboard was added to the portal home page to enhance user access to the core features (Figure 4).

As anticipated, the introduction of changes to the website resulted in an initial decrease in satisfaction (72), followed by satisfaction recovery (75), and subsequent increase to a new high of 79 (Figure 5). A similar pattern was observed with the deployment of additional website redesign changes in September 2017. Satisfaction initially decreased (77), but then recovered to previous levels (79). Satisfaction continued to increase in January 2018 (80).

**Table 5. User-specified goals and tasks. FY: fiscal year. N/A: not applicable. VA: Department of Veterans Affairs.**

<table>
<thead>
<tr>
<th>Reason for visit or goal trying to accomplish⁴</th>
<th>FY2017 (N=100,555), n (%)</th>
<th>FY2008 (N=100,617), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request a prescription refill</td>
<td>53,193 (53)</td>
<td>75,241 (75)</td>
</tr>
<tr>
<td>View my VA Appointments</td>
<td>38,664 (38)</td>
<td>N/A</td>
</tr>
<tr>
<td>Use Secure Messaging to communicate with my VA health care team</td>
<td>28,952 (29)</td>
<td>N/A</td>
</tr>
<tr>
<td>Track the status of my prescription refill delivery</td>
<td>27,516 (27)</td>
<td>N/A</td>
</tr>
<tr>
<td>View my medication history</td>
<td>23,884 (24)</td>
<td>23,923 (24)</td>
</tr>
<tr>
<td>View my lab or other test results</td>
<td>19,382 (19)</td>
<td>N/A</td>
</tr>
<tr>
<td>Access my VA health records or Blue Button or VA Health Summary</td>
<td>11,966 (12)</td>
<td>N/A</td>
</tr>
<tr>
<td>View my VA Notes (written by my health care team)</td>
<td>11,058 (11)</td>
<td>N/A</td>
</tr>
<tr>
<td>Look up information about a health condition or medication</td>
<td>9393 (9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Learn more about features that are available</td>
<td>9149 (9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Look up information about a medication</td>
<td>N/A</td>
<td>17,899 (18)</td>
</tr>
<tr>
<td>Find information about VA benefits</td>
<td>9111 (9)</td>
<td>6246 (6)</td>
</tr>
<tr>
<td>Enter or keep track of personal information</td>
<td>5695 (6)</td>
<td>14,507 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>5101 (5)</td>
<td>9198 (9)</td>
</tr>
<tr>
<td>Enter or keep track of personal health care information (eg, blood pressure)</td>
<td>3202 (3)</td>
<td>13,125 (13)</td>
</tr>
<tr>
<td>Use the Veterans Health Library (Research a health condition)</td>
<td>2648 (3)</td>
<td>6367 (6)</td>
</tr>
<tr>
<td>Enter information about my non-VA medications or supplements</td>
<td>2288 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Find a VA facility</td>
<td>1646 (2)</td>
<td>2206 (2)</td>
</tr>
<tr>
<td>Complete a HealtheLiving Assessment</td>
<td>1533 (2)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

⁴Multiple categories may be selected.
Figure 3. Open-ended comment clusters for topics of interest.
Figure 4. Historical customer satisfaction trends. CXA: customer experience analytics.
Figure 5. Incremental changes to My HealtheVet home page.

Figure 6. Customer experience analytics customer satisfaction index 15-month trend.
Discussion

Principal Findings

The literature on adoption and use of patient portals highlights the need for health care organizations to employ UCD approaches to ensure that portals align with end users’ characteristics, needs, preferences, and goals, and, ultimately, help advance portal implementation. In its commitment to UCD, one method that VA has used to accomplish the above is a continuous survey to elicit a direct feedback from a random sample of veterans who use VA’s patient portal, My HealthVet. In combination with other methods, such as targeted research studies, the CXA survey has enabled a deeper understanding of portal users and directly informed changes in portal features, functions, policies, and processes. By incorporating the results of this systematic evaluation of the user experience into the portal redesign, VA aims to continue to enhance the ability of My HealthVet to engage and activate veterans in managing their health.

Patient Portal Users

This study compared the characteristics and behaviors of users during the early period of patient portal implementation, 2008, with that of later adopters. This provided a trajectory of how portal use has evolved over a decade. Many aspects remained stable, while others showed clear trends toward portal adoption by populations believed less likely to use patient-facing health technologies. While only 13.4% (89,780/670,000) portal users in FY2008 were VA patients with a Premium account, by FY2017, this increased to 62.5% (2.5 million/4 million) users. Despite early assumptions about older users not adopting and using patient portals [46,47], leading to a gray digital divide [48], the VA experience reveals an increasingly elderly population of users. Within the veteran population, research has shown that VA patients tend to be older and more socioeconomically disadvantaged than veterans who do not rely on VA for care [49]. Although the survey indicates that the majority of users have one or more chronic health conditions and access the portal with increasing frequency, the survey results also suggest a trend toward those with less internet ability and better health also accessing the portal. This trend may be a result of the portal expanding the types of transactional services that users find convenient, based on direct veteran input. It also suggests that the portal is engaging a broader segment of the veteran population. Although the proportion of female veterans responding to the survey decreased slightly in FY2017 (from 9% to 7%), the overall population of female veterans was estimated to be 9.4% in 2015. However, only 22.4% used VA health care services [50], which is a key driver for accessing the patient portal. Portal users in FY2017 also tended to have completed higher levels of education than those in FY2008. This may be reflective of changes in the veteran population overall, with the enhanced provision of educational support programs for separating service members. Given that half of the survey respondents in FY2017 reported that they also use community non-VA care providers, VA will need to continue to develop tools that enable effective information sharing across settings of care. Portal functions that support consumer-mediated health information exchange are currently in early field testing [51]. These patient portal user trends align with similar trends for the VA patient population overall in terms of gender (91% male), age (median age of male VA patients, 64 years), and increasing use of VA education benefits [52].

Incremental Portal Redesign

Based on user self-report about goals and tasks, a significant redesign of the website was undertaken to enhance navigation to the features aligned with the most common user tasks and to decrease the number of steps to accomplish these. After an initial period of satisfaction decline, anticipated due to the phenomenon of change aversion [53], the satisfaction index recovered and increased. Once users adjusted to the change, they were more satisfied with the new design as measured using the CXA satisfaction index. Looking ahead, there are additional improvements and enhancements that will be important to address.

Limitations

It is important to note that the results of the CXA survey reflect the characteristics and perspectives of a random sample of portal users who are invited and opt to participate in the survey and may not be fully generalizable to the larger population. More broadly, the respondent sample represents patient portal users; therefore, other methods are also needed to elicit input from veterans who are not portal users to understand their characteristics and preferences and identify barriers that may exist to system access and use. VA is in the process of adding questions to its patient experience survey, administered to veterans who had a recent medical encounter, to help fill this gap, and ongoing research about veteran preferences for digital tools and services provides complementary insights [32,33]. There may also be data that were not collected in the survey that could be important. Since the survey is anonymous, there is no opportunity to follow up with respondents for more information or clarification. Despite limitations inherent to an anonymous survey, it has the benefit of enabling a continuous flow of direct feedback. While the findings from our case study may not be fully generalizable to other patient populations, the principle of using agile approaches to employ UCD has potential to be a promising implementation strategy for other health care organizations.

Conclusions

By leveraging UCD principles, VA has continued to enhance its patient portal and supported its continued implementation, achieving significant growth in adoption and use over the last decade. While quantitative and qualitative research studies are an important component of patient portal evaluation, more agile methods are also needed to complement formal research efforts. As illustrated through this case study, we have found the ongoing administration of a continuous voluntary Web-based survey as an efficient and effective way to capture veteran’s voices about who they are, how they use the patient portal, what improvements are needed, and what additional services are desired. This approach, together with others intended to explore the perspectives of veterans who are not portal users, will help ensure that VA’s health information technology services are
developed and enhanced to optimize the benefits to all VA patients. With impending changes to VA’s EHR platform, capturing veteran’s voices is more crucial than ever. More broadly, developing patient portals as an effective patient engagement strategy will require that UCD principles are employed to foster adoption and sustained use. In an era of finite resources, leveraging the “voice-of-the-customer” techniques helps ensure that the portal continues to meet patients’ needs in ways that enhance full participation in their own health care.
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Abstract

Background: Dietary questionnaires currently available which can assess the habitual diet are timely, costly, or not adapted well to the modern diet; thus, there is a need for a shorter food frequency e-Questionnaire (FFeQ) adapted to Western diets, in order to properly estimate energy and macronutrient intakes or rank individuals according to food and nutrient intakes.

Objective: The aim of this study was to evaluate the relative validity and reproducibility of a 30-minute and 44-item FFeQ in a sample of adults obtained from the general population.

Methods: A sample of French adults was recruited through social media and an advertising campaign. A total of 223 volunteers completed the FFeQ twice at one-year intervals and were included in the reproducibility study. During that interval, 92 participants completed three-to-six 24-hour recalls and were included in the validity study. Nutrient and dietary intakes were computed for all validity and reproducibility participants. The level of agreement between the two methods was evaluated for nutrient and food group intakes using classification into quintiles of daily intake, correlation coefficients and Bland-Altman plots.

Results: For relative validity, correlation coefficients ranged from 0.09 to 0.88 (unadjusted correlation coefficients, median: 0.48) and 0.02 to 0.68 (deattenuated and energy adjusted correlation coefficients, median: 0.50) for food group and nutrient intakes, respectively. The median proportion of subjects classified into the same or adjacent quintile was 73% and 66% for food and nutrient intakes, respectively. Bland-Altman plots showed good agreement across the range of intakes. Regarding reproducibility, intraclass correlation coefficients ranged from 0.33 to 0.72 (median: 0.60) and 0.55 to 0.73 (median: 0.64), for food and nutrient intakes, respectively.

Conclusions: The FFeQ showed acceptable validity and reproducibility in a sample of adults based on their food and nutrient intakes. The FFeQ is a promising and low-cost tool that can be used in large-scale online epidemiological studies or clinical routines and could be integrated into evidence-based smartphone apps for assessing diet components.

(J Med Internet Res 2018;20(7):e227) doi:10.2196/jmir.9113

KEYWORDS
Short Food Frequency e-Questionnaire; Web-based; validity; reproducibility; online dietary assessment tool

Introduction

A healthy lifestyle, characterized by an adequate, balanced diet combined with regular physical activity, is one of the determinants for good health [1]. Moderate to strong associations between healthy dietary patterns and decreased risk of obesity and chronic diseases like cardiovascular disease, hypertension,
type 2 diabetes, and some cancers are strongly highlighted in the literature [2,3].

Among the many available tools that evaluate individual dietary intakes, the food frequency questionnaire (FFQ) has been frequently used in nutritional epidemiology studies since the 1980s [4-6]. Despite limitations (difficulties to estimate habitual intakes, memory bias, errors in perception of portion sizes, and use of restricted food lists), FFQs collect valuable information allowing researchers to assess the typical diet at a low cost and logistic burden, and it can be self-administered [5-7]. FFQs also allow researchers to accurately rank subjects according to their dietary and nutritional intake, which is important when comparing risks in various subgroups [6].

As previously described [8], a consortium of six cohort studies (E3N [9], E4N [10], CKD-REIN [11], i-Share [12], Elfe [13] and Psy-COH) was established to create a unique Food Frequency Questionnaire (FFQ) that could quickly assess the habitual diet in several populations: adults, the elderly, adolescents, students, patients with mental disorders, and patients with chronic kidney disease. It was decided that the questionnaire would be limited to 50 items to quickly assess the diet.

Existing FFQs of 50 items or less have not been proven suitable to quickly and accurately assess the diet in several French population subgroups: i) the FFQ by Vercambre et al [14] was developed for senior women and focused on specific nutrients for that population, ii) one third of the items of the FFQ developed by Giovannelli et al [15] were not valid and a food composition table was not available to study nutritional intakes, iii) the FFQ developed by Barrat et al [16] referred to intakes during the preceding week, and did not consider seasonal variability, and iv) two FFQs were developed solely in the context of cardiovascular prevention [17,18]. Therefore, the consortium decided to develop a new and unique FFQ (40 items) adapted to several population subgroups of interest. They agreed that some additional, specific questions (10 items maximum, as performed in the present study) could be added to the questionnaire to help estimate specific nutrients of interest or to obtain qualitative information about the dietary context, consistent with the targeted populations. In a pilot study, a paper version of the consortium FFQ was validated in a sample of patients with chronic kidney disease [8] and showed acceptable validity and reproducibility. Then, a web version of the questionnaire was developed by the consortium to meet the need of a food frequency e-Questionnaire (FFeQ) adapted to the diet of those in Western countries, able to accurately estimate energy and macronutrient intakes, and to rank individuals according to food and nutrient intakes.

Web-based dietary assessments provide a lot of advantages [19,20]: they have the potential to save time and financial resources, may be preferred by participants, and response quality can be improved directly by including cutoff values and alert messages in case of inconsistencies, abnormal or missing data. Several examples of 24-hour recall and Web-based FFQs already exist in the literature [21-26]. Because 24-hour recalls need to be repeated to assess the overall diet, Web-based FFQs might be more feasible in large-scale studies. However, most of the existing Web-based FFQs are long questionnaires and therefore time-consuming [21,24,25].

Before using a newly developed or modified FFQ, it must first be validated to be considered an acceptable method of dietary assessment [27]. The aim of the present study is to study the reproducibility of the online version of the newly developed FFQ (FFeQ) and evaluate its relative validity against 24-hour recalls in a sample of French adults.

Methods

Study Population and Design

According to Willett [6], the number of subjects necessary to conduct reproducibility and validity studies is approximately 110. Between January and February 2016, a national invitation to participate in the present reproducibility and validity study was advertised in the Inserm (French National Institute of Health and Medical Research) network and through the Inserm’s Twitter and Facebook accounts. In total, 441 adults volunteered (from which 214 participants agreed to participate in the validity study), provided their informed consents, and were invited to complete the FFeQ. They were asked to complete the FFeQ twice, at a one-year interval, in February-April 2016 and again in February-April 2017. In total, 319 participants completed the FFeQ once (the 122 participants who failed to complete the first questionnaire were more likely to be women and live in the South and East of France and overseas). Two hundred twenty-nine participants completed it twice (participants who completed both questionnaires were more likely to be women and live in the South of France). Participants who under- or over- reported energy intake in one of the FFeQs, ie, were in the top and bottom 1% of the energy intake-to-energy requirement ratio distribution, were excluded as previously described [28]. Energy requirement was calculated as follows: Basal Metabolic Rate (BMR)* Physical Activity Level (the cutoff value of 1.55 for a minimal activity level was chosen [29]). BMR was computed based on sex, age, height, and weight, using the Schofield formula [30]. After exclusion, a total of 223 participants were included in the reproducibility study. Among them, 92 patients answered at least three (out of six) 24-hour recalls and were therefore included in the relative validity study (a flow diagram is presented in Multimedia Appendix 1). We decided to include participants with at least three recalls in the validity study to ensure i) reasonable intra-individual variations, ii) seasonal representation and iii) sufficient statistical power. Participants who completed at least three 24-hour recalls were more likely to be older than participants who completed the first questionnaire but did not complete three 24-hour recalls. They had higher energy intake and healthier dietary habits than their counterparts (data not tabulated).

From the 214 participants who volunteered for the validity study, only 130 were interviewed for the 24-hour recalls. The main reasons were contact difficulties as they were mostly active people, and that this study was conducted by only one dietitian which prevented us from interviewing several participants simultaneously.
Food Frequency Questionnaire

The food list for the FFeQ was developed by the investigators based on existing national food questionnaires [14-16,31-34] and data from the second national study of individual food intakes of French adults [35] to ensure that all food groups contributing to at least 5% of the mean energy, macronutrient, vitamin, or mineral intake of the French population were represented in the FFeQ [16]. The FFeQ was self-administered online. The questionnaire asked participants to report their usual dietary intake over the past year. In epidemiological studies, one-year memory FFQ are mainly used because they assess long-term diets (diets tend to remain stable year on year) and season variability of intakes is considered [6].

The questionnaire was divided into two parts: The first part comprised 40 food groups. It quantified consumption by frequency (never or less than once a month, x times a day, x times a week or x times a month) and portion sizes per food group item. Photos previously validated [36] were directly integrated into the questionnaire to help participants estimate the consumed quantities of 21 food items (see Multimedia Appendices 2 and 3). Most of the time, there were three photos showing increasing portion sizes with five possible answers (less than the lowest portion, the lowest portion, an intermediate portion, the biggest portion, more than the biggest portion). For items not having a photo, participants were asked to quantify their consumption based on a standard portion size (typical household measurements like measuring spoons or standard units such as individual containers of yogurt).

The second part was specific to the study population. It was composed of 10 questions. Six were qualitative questions about eating habits (eg, meal frequency, socialization during meals, source of food supplies), and four questions were used to obtain nutritional data, of which two provided more detailed information about some food groups from the first part of the questionnaire (ie, fish and soft drinks).

In total, 44 items were used to obtain the nutritional data (see Multimedia Appendix 4). Daily intakes for each food group item were computed: frequencies were converted into numbers of servings per day and multiplied by the portion size. An ad hoc composition table was developed using data from the INCA2 French representative population survey (35) to estimate the percentage of contribution of each food included in a food group item. Nutritional data were then obtained using the French food composition database established by the French Data Centre on Food Quality (Ciqual, last updated in 2013) [37]. Besides nutritional and diet context information, information on sex, birth date, and anthropometric data was elicited. It also questioned participants about potential changes in their food habits during the past year due to specific situations (diet, pregnancy, a move, surgery or depression).

The FFeQ was adapted for laptops, tablets and smartphones. Compared to the paper version of the questionnaire [8], the online version presented here had a higher data quality thanks to alerts, restricted answers and automated checks. The design of the FFeQ consisted of one webpage per food item and a pilot study previously demonstrated an average time of 30 minutes to complete the questionnaire.

24-Hour Recalls

The reference method used to compare results from the FFeQ consisted of six 24-hour recalls carried out every two months during the year between the first and the second FFeQ. Study participants were asked to recall all foods and beverages consumed on the previous day (due to logistics, data for Saturdays were collected on Mondays). Participants were not informed in advance of the day of the recall. To account for intra-individual variation (because dietary habits may differ according to weekdays or weekends and seasons), all days and all seasons were covered by the recalls as recommended [6] ie, days for recalls were randomly selected every two months per participant. Phone interviews were carried out by a trained dietitian who entered the data into the Nutrilog Software (v3.10b). These data were instantly converted into nutrient intakes by the software using the Ciqual food composition database [37]. A validated photo album of 42 foods [34] was previously e-mailed to the participants to help them quantify the amount of food consumed during the phone interview.

Statistical Analysis

We computed descriptive statistics (median and interquartile range) for nutrients and foods for both FFeQs and the average of the 24-hour recalls. Wilcoxon signed rank tests were performed to assess whether the mean ranks differed between groups.

Relative Validity

To study relative validity, data evaluated by the second FFeQ (FFeQ2) were compared with the mean of the 24-hour recalls, since both methods covered the same period. A list of concordance was established between food group items from the FFeQ and food items provided by 24-hour recalls. Few rarely consumed foods declared during the 24-hour recalls were not covered by the FFeQ items and were not taken into consideration.

Unadjusted Spearman correlation coefficients were calculated for food groups. Unadjusted and energy-adjusted Pearson correlation coefficients were calculated for nutrient intakes. Energy-adjusted coefficients, corrected for attenuation for within-person variation in the reference method (deattenuated coefficients) [6,38], were produced. Energy adjustment was performed using the residual method [6]. To improve the normal distribution, nutrient intakes were logarithmically transformed before analysis.

In terms of food group and nutrient intakes, we examined the level of agreement in ranking subjects between the two methods through cross-classification into quintiles. The percentage of participants classified in the lowest quintile in the FFeQ and the highest quintile in the 24-hour recalls (and vice versa) was studied. Because several food groups had a proportion of non-consumers >20%, we established three categories as follows: class=1 for null consumption; class=2 for consumption below or equal to the median value in consumers; class=3 for consumption over the median value in consumers. For food groups having a proportion of non-consumers <20%, subjects were classified into tertiles of consumption.
We evaluated agreement between the FFeQ and the 24-hour recalls performing Bland-Altman plots on energy-adjusted values [39-41]. Mean differences between the two assessment methods were plotted against the average estimation of the two methods. The 95% limit of agreement was calculated as the mean difference (SD 1.96).

**Reproducibility**

To evaluate reproducibility, data obtained from the first and second FFeQs (FFeQ1 and FFeQ2) were compared. For food groups, unadjusted Spearman correlation coefficients and intraclass correlation coefficients (ICC) were estimated. Unadjusted and energy-adjusted Pearson correlation coefficients as well as ICC were calculated for nutrient intakes. Nutrient intakes were logarithmically transformed before analysis, to improve the normal distribution. The level of agreement in ranking subjects between the two FFeQs (in terms of food group and nutrient intakes) was examined through cross-classification into quintiles. All statistical analyses were performed on SAS 9.4 (SAS Institute Inc, Cary, NC, USA). A *P* value <.05 was considered statistically significant.

**Results**

Baseline characteristics of the participants included in the relative validity and reproducibility studies are presented in Table 1. Participants included in both studies were mostly women (63.0%, 58 out of 92 participants and 74.9%, 67 out of 223 participants in the validity and reproducibility studies, respectively). Relative validity study participants were older than reproducibility study participants (47.7 years old, SD 14.9 vs 40.5 years old, SD 14.9) but the mean BMI was similar in both studies (23.5 kg/m², SD 4.2 in the reproducibility study). Participants lived in all regions of France, with higher proportions living in Paris and suburbs, and in the South. Most of the participants included in the relative validity study had complete data for six 24-hour recalls (73.9%, 68 out of 92 participants).

**Relative Validity**

Dietary intakes estimated by the FFeQ2 and the mean of the 24-hour recalls are presented in Table 2. Some food items such as “whole-grain pasta, rice, and wheat,” “legumes,” “milk” or “fruit” tended to be overestimated with the FFeQ whereas other food groups such as “raw vegetables,” “pizza, lasagna, and quiche,” “sausages and processed meat,” “cheese,” “sweet snacks, chocolate, and Danish pastries” or “alcoholic beverages excluding wine” were underestimated with the FFeQ2.

Unadjusted Spearman coefficients ranged from 0.09 (variety meats) to 0.88 (tea and herb teas), the median value being 0.48. Eight food groups had correlation coefficients below 0.3.

Table 1. Participants included in both studies were mostly women (63.0%, 58 out of 92 participants and 74.9%, 67 out of 223 participants in the validity and reproducibility studies, respectively). Relative validity study participants were older than reproducibility study participants (47.7 years old, SD 14.9 vs 40.5 years old, SD 14.9) but the mean BMI was similar in both studies (23.5 kg/m², SD 4.2 in the reproducibility study). Participants lived in all regions of France, with higher proportions living in Paris and suburbs, and in the South. Most of the participants included in the relative validity study had complete data for six 24-hour recalls (73.9%, 68 out of 92 participants).
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Baseline characteristics of the participants included in the relative validity and reproducibility studies are presented in Table 1. Participants included in both studies were mostly women (63.0%, 58 out of 92 participants and 74.9%, 67 out of 223 participants in the validity and reproducibility studies, respectively). Relative validity study participants were older than reproducibility study participants (47.7 years old, SD 14.9 vs 40.5 years old, SD 14.9) but the mean BMI was similar in both studies (23.5 kg/m², SD 4.2 in the reproducibility study). Participants lived in all regions of France, with higher proportions living in Paris and suburbs, and in the South. Most of the participants included in the relative validity study had complete data for six 24-hour recalls (73.9%, 68 out of 92 participants).

**Relative Validity**

Dietary intakes estimated by the FFeQ2 and the mean of the 24-hour recalls are presented in Table 2. Some food items such as “whole-grain pasta, rice, and wheat,” “legumes,” “milk” or “fruit” tended to be overestimated with the FFeQ whereas other food groups such as “raw vegetables,” “pizza, lasagna, and quiche,” “sausages and processed meat,” “cheese,” “sweet snacks, chocolate, and Danish pastries” or “alcoholic beverages excluding wine” were underestimated with the FFeQ2.

Unadjusted Spearman coefficients ranged from 0.09 (variety meats) to 0.88 (tea and herb teas), the median value being 0.48. Eight food groups had correlation coefficients below 0.3.

**Table 1.** Descriptive characteristics of the subjects included in the relative validity and reproducibility study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Validity (n=92)</th>
<th>Reproducibility (n=223)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (women), n (%)</td>
<td>58 (63.0)</td>
<td>167 (74.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.7 (14.9)</td>
<td>40.5 (14.9)</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>23.6 (3.3)</td>
<td>23.5 (4.2)</td>
</tr>
<tr>
<td>Area of residence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>15 (16.3)</td>
<td>60 (27.0)</td>
</tr>
<tr>
<td>West</td>
<td>10 (10.9)</td>
<td>19 (8.6)</td>
</tr>
<tr>
<td>North</td>
<td>1 (1.1)</td>
<td>8 (3.6)</td>
</tr>
<tr>
<td>East</td>
<td>7 (7.6)</td>
<td>13 (5.9)</td>
</tr>
<tr>
<td>Center</td>
<td>6 (6.5)</td>
<td>13 (5.9)</td>
</tr>
<tr>
<td>Overseas departments</td>
<td>0 (0)</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Paris and suburbs</td>
<td>53 (57.6)</td>
<td>106 (47.7)</td>
</tr>
<tr>
<td>Number of 24-hour recall days, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5 (5.4)</td>
<td>N/A#</td>
</tr>
<tr>
<td>4</td>
<td>4 (4.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>15 (16.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>68 (73.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>Distribution of 24-hour recall days (average %)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekday</td>
<td>67 (73.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Weekend</td>
<td>25 (26.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Autumn and winter</td>
<td>49 (53.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Spring and summer</td>
<td>43 (47.0)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

#N/A: not applicable.
Table 2. Relative validity of the Food Frequency Questionnaire (FFeQ) for food groups (n=92). For food groups with a proportion of non-consumers >20%, tertiles and quintiles classifications were not performed. Instead, participants were classified as follows: class=1 for null consumption; class=2 for consumption below or equal to the median value in consumers, class=3 for consumption above the median value in consumers.

<table>
<thead>
<tr>
<th>Food groups</th>
<th>Daily intakesa</th>
<th>FFeQ2, median (IQR)</th>
<th>FFeQ2-FFeQ daily intakes, mean difference (SD)</th>
<th>Unadjusted Spearman correlation coefficients</th>
<th>Cross-classification of food group distribution, %</th>
<th>Subjects classified in opposite quintile</th>
<th>Subjects classified in same or adjacent quintile</th>
<th>Subjects classified in same tertile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole-grain bread and substitutesb</td>
<td>18.7 (44.8)</td>
<td>10.7 (40.0)</td>
<td>-1.2 (54.1)</td>
<td>0.35</td>
<td>53</td>
<td>—c</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>White bread and substitutes</td>
<td>50.9 (57.7)</td>
<td>32.0 (69.3)</td>
<td>-2.2 (47.5)</td>
<td>0.63</td>
<td>54</td>
<td>78</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Breakfast cereals</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.5)</td>
<td>1.9 (9.2)</td>
<td>0.68</td>
<td>79</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Whole-grain pasta, rice and wheatab,d</td>
<td>0.0 (0.0)</td>
<td>2.3 (32.0)</td>
<td>24.2d (46.4)</td>
<td>0.14e</td>
<td>49</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>White pasta, rice and wheat</td>
<td>68.3 (82.5)</td>
<td>45.3 (90.7)</td>
<td>-11.3 (68.2)</td>
<td>0.52</td>
<td>49</td>
<td>71</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Legumesb</td>
<td>0.0 (16.7)</td>
<td>16.7 (20.0)</td>
<td>8.8d (30.8)</td>
<td>0.26</td>
<td>27</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>French fries and other fried tubersb</td>
<td>0.0 (15.0)</td>
<td>8.7 (15.3)</td>
<td>2.3 (23.8)</td>
<td>0.35</td>
<td>40</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Potatoes and other tubers (not fried)b</td>
<td>50.0 (64.6)</td>
<td>40.0 (53.3)</td>
<td>-4.8 (66.9)</td>
<td>0.26</td>
<td>45</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cooked vegetables</td>
<td>179.6 (163.0)</td>
<td>176.7 (166.7)</td>
<td>-8.8 (114.7)</td>
<td>0.49</td>
<td>50</td>
<td>68</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Raw vegetables</td>
<td>63.1 (66.7)</td>
<td>34.4 (73.7)</td>
<td>-22.1d (51.7)</td>
<td>0.53</td>
<td>58</td>
<td>74</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Pizza, lasagna and quicheb</td>
<td>27.9 (58.6)</td>
<td>14.2 (15.0)</td>
<td>-23.2d (40.3)</td>
<td>0.44</td>
<td>48</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sandwich, burgers and kebab</td>
<td>0.0 (23.3)</td>
<td>0.0 (12.0)</td>
<td>-2.6 (18.2)</td>
<td>0.52</td>
<td>61</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fish fingers/breaded meatb</td>
<td>0.0 (0.0)</td>
<td>0.0 (3.3)</td>
<td>-4.1d (14.2)</td>
<td>0.27</td>
<td>64</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sausages and other processed meatb</td>
<td>30.0 (30.3)</td>
<td>11.3 (28.0)</td>
<td>-14.9d (29.5)</td>
<td>0.38</td>
<td>54</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Poultry/rabbitb</td>
<td>24.2 (47.5)</td>
<td>20.0 (30.0)</td>
<td>4.1 (52.8)</td>
<td>0.45</td>
<td>41</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Meat</td>
<td>43.3 (37.8)</td>
<td>26.3 (34.7)</td>
<td>-2.3 (44.4)</td>
<td>0.39</td>
<td>38</td>
<td>61</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Variety meatsb</td>
<td>0.0 (0.0)</td>
<td>0.0 (1.3)</td>
<td>1.7d (10.0)</td>
<td>0.09e</td>
<td>74</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Eggsb</td>
<td>8.3 (20.0)</td>
<td>14.1 (21.2)</td>
<td>6.5d (26.8)</td>
<td>0.35</td>
<td>35</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fishb</td>
<td>15.8 (38.8)</td>
<td>13.3 (20.0)</td>
<td>-3.0 (26.2)</td>
<td>0.34</td>
<td>41</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Seafood (excluding fish)b</td>
<td>0.0 (2.5)</td>
<td>0.0 (6.7)</td>
<td>-3.2 (19.1)</td>
<td>0.33</td>
<td>59</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Milkb</td>
<td>0.0 (63.3)</td>
<td>0.0 (180.0)</td>
<td>70d (175.2)</td>
<td>0.73</td>
<td>68</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yogurt, white cheese, cottage cheese</td>
<td>96.3 (109.8)</td>
<td>125.0 (123.3)</td>
<td>28.0d (70.6)</td>
<td>0.75</td>
<td>60</td>
<td>88</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Cream dessertb</td>
<td>0.0 (20.8)</td>
<td>2.0 (16.7)</td>
<td>5.1 (36.3)</td>
<td>0.40</td>
<td>53</td>
<td>53</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cheese</td>
<td>31.0 (30.6)</td>
<td>28.0 (18.0)</td>
<td>-7.1d (25.2)</td>
<td>0.51</td>
<td>52</td>
<td>68</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>Butter, fresh cream</td>
<td>4.2 (6.7)</td>
<td>10.0 (20.0)</td>
<td>10.1d (20.2)</td>
<td>0.66</td>
<td>51</td>
<td>79</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>Margarine, mayonnaiseb</td>
<td>0.0 (0.4)</td>
<td>0.0 (0.8)</td>
<td>1.0d (4.4)</td>
<td>0.60</td>
<td>56</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Olive oil</td>
<td>3.8 (6.3)</td>
<td>10.0 (14.7)</td>
<td>6.9d (10.0)</td>
<td>0.28</td>
<td>49</td>
<td>62</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>Rapeseed oil, walnut oil, mixed oilb</td>
<td>0.3 (2.0)</td>
<td>0.7 (2.7)</td>
<td>0.9d (4.5)</td>
<td>0.35</td>
<td>47</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sunflower oil, groundnut oilb</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.7)</td>
<td>0.5 (2.8)</td>
<td>0.21</td>
<td>65</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Salty snacksb</td>
<td>0.0 (8.3)</td>
<td>4.0 (8.0)</td>
<td>-0.1 (7.5)</td>
<td>0.41</td>
<td>43</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Food groups</td>
<td>Daily intakes$^a$</td>
<td>FFeQ2, median (IQR)</td>
<td>FFeQ2-24-hour recalls, mean difference (SD)</td>
<td>Unadjusted Spearman correlation coefficients</td>
<td>Cross-classification of food group distribution, %</td>
<td>Subjects classified in same tertile</td>
<td>Subjects classified in same or adjacent quintile</td>
<td>Subjects classified in opposite quintiles</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>------------------------------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Sweet snacks, chocolate, and Danish pastries$^b$</td>
<td>46.7 (50.4)</td>
<td>13.3 (40.0)</td>
<td>-26.6$^d$ (61.0)</td>
<td>0.26</td>
<td>39</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fruit</td>
<td>202.8 (220.7)</td>
<td>351.0 (260.0)</td>
<td>122.3$^d$ (274.7)</td>
<td>0.67</td>
<td>61</td>
<td>77</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td>Water</td>
<td>992.8 (746.7)</td>
<td>1550.0 (1200.0)</td>
<td>1134.5$^d$ (2410.6)</td>
<td>0.52</td>
<td>52</td>
<td>73</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td>Coffee$^b$</td>
<td>214.2 (303.3)</td>
<td>200.0 (380.0)</td>
<td>74.7 (303.4)</td>
<td>0.81</td>
<td>72</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Tea and herb teas$^b$</td>
<td>135.0 (557.1)</td>
<td>90.0 (400.0)</td>
<td>-3.1 (310.4)</td>
<td>0.88</td>
<td>71</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fruit juice$^b$</td>
<td>50.0 (143.3)</td>
<td>50.0 (206.7)</td>
<td>29.8$^d$ (132.6)</td>
<td>0.61</td>
<td>58</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sweet beverages$^b$</td>
<td>0.0 (2.1)</td>
<td>0.0 (0.0)</td>
<td>-11.5$^d$ (50.1)</td>
<td>0.73</td>
<td>79</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Artificially-sweetened beverages$^b$</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>10.8 (66.7)</td>
<td>0.55</td>
<td>88</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Wine$^b$</td>
<td>25.0 (90.0)</td>
<td>11.0 (40.5)</td>
<td>-16.4$^d$ (68.7)</td>
<td>0.81</td>
<td>67</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Alcoholic beverages excluding wine$^b$</td>
<td>13.3 (52.5)</td>
<td>2.5 (20.0)</td>
<td>-24.3$^d$ (65.5)</td>
<td>0.48</td>
<td>54</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$Measured in grams (food) or milliliters (beverages).

$^b$These food groups have a large proportion of non-consumers (>20%).

$^c$Dashes indicate food groups that have a large proportion of nonconsumers (>20%). Classification into quintiles of consumption was not performed.

$^d$The mean rank of the values of the three to six 24-hour recalls was significantly different to the mean rank of the values of the SFFeQ, according to Wilcoxon signed rank tests.

$^e$Unadjusted Spearman correlation coefficients for which the statistical tests did not provide $P$ values <.05.

The median proportion of participants classified in the same or adjacent quintiles of food group consumption by the FFQ2, as well as by the mean of the 24-hour recalls, was 73%. The median proportion of participants classified in opposite quintiles was 1%. The median proportion of participants classified in the same tertile was 54%.

Mean macronutrient intakes estimated using the FFQ2 did not differ in our study from those estimated in the 24-hour recalls (Table 3). Calcium and retinol intakes tended to be overestimated by the FFQ (median 1113.7 mg/d, IQR 625.1 vs median 853.4 mg/d, IQR 322.5 and median 383.3 mg/d, IQR 393.4 vs median 0.0 μg/d, IQR 0.0, respectively) whereas alcohol and sodium intakes were underestimated by the FFQ (median 2.0 g/d, IQR 6.9 vs median 4.7 mg/d, IQR 14.0 and median 2376.7 mg/d, IQR 945.7 vs median 2463.5 μg/d, IQR 1072.0, respectively).

Unadjusted correlation coefficients ranged from 0.08 (manganese and copper) to 0.77 (alcohol), with a 0.41 median value. Deattenuation mainly improved energy-adjusted correlation coefficients. Deattenuated energy-adjusted CC ranged from 0.05 (manganese) to 0.68 (potassium, carotene and vitamin C), with a 0.50 median value. A total of eight nutrients (sodium, magnesium, manganese, iron, copper, zinc, iodine and vitamin B12) had correlation coefficients lower than 0.3.

The median proportion of participants classified in the same or adjacent quintiles of nutrient intakes by FFQ2, and by the mean of the 24-hour recalls, was 66%. The median proportion of participants classified in opposite quintiles was 3%.

The Bland-Altman plot analysis graphs displayed good agreement between the two methods of estimation across the range of intake for energy (Figure 1), protein (Figure 2), carbohydrates (Figure 3), lipids (Figure 4), alcohol (Figure 5), cholesterol (Figure 6), sodium (Figure 7), and calcium intakes (Figure 8). For all 33 studied nutrients, the mean difference between methods (FFQ2 vs means of 24-hour recalls) was close to zero for all levels of intake, except for calcium (data not shown). Across the range of intakes, calcium was systematically overestimated by the FFQ2 which was consistent with the results displayed in Table 3. The percentage of points that were outside the limits of agreement ranged from 1.1% (zinc and iodine) to 7.6% (sugars, and vitamins D, B1, and B6), with a median value of 4.3%, which, theoretically is the percentage of values outside the mean (SD 1.96). Finally, the agreement did not differ between subjects with high and low intakes.
Table 3. Relative validity of the FFQ for nutrients (n=92). Means and cross-classification were computed on crudes variables. All variables were log transformed before computing Pearson correlation coefficients to improve normality.

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Daily intakes</th>
<th>FFeQ2-24-hour recalls, mean (SD)</th>
<th>FFeQ2-24-hour recalls, mean (SD)</th>
<th>FFeQ2 vs mean of three to six 24-hour recalls</th>
<th>Cross-classification of nutrient distribution, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24-hour recalls, median (IQR)</td>
<td>FFeQ2, median (IQR)</td>
<td>Pearsons correlation coefficients</td>
<td>Pearson correlation coefficients</td>
<td>Subjects classified in same or adjacent quintile</td>
</tr>
<tr>
<td></td>
<td>Energy (kcal)</td>
<td>1882.2 (659.6)</td>
<td>-77.4 (565.3)</td>
<td>N/A</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Protein (g)</td>
<td>76.2 (22.6)</td>
<td>-3.5 (23.6)</td>
<td>0.47</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Carbohydrates (g)</td>
<td>203.7 (74.6)</td>
<td>-1.3 (72.6)</td>
<td>0.44</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Fat (g)</td>
<td>74.2 (28.4)</td>
<td>-3.6 (27.2)</td>
<td>0.47</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>SFA (g)</td>
<td>26.9 (13.9)</td>
<td>-2.4 (10.5)</td>
<td>0.61</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>MUFA (g)</td>
<td>24.2 (10.4)</td>
<td>3.1 (12.2)</td>
<td>0.35</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>PUFA (g)</td>
<td>8.6 (3.7)</td>
<td>-0.1 (4.5)</td>
<td>0.32</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Cholesterol (mg)</td>
<td>244.2 (133.6)</td>
<td>-11.4 (149.9)</td>
<td>0.46</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Sugars (g)</td>
<td>79.8 (34.3)</td>
<td>3.6 (42.9)</td>
<td>0.28</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Fiber (g)</td>
<td>21.6 (9.0)</td>
<td>-0.7 (7.9)</td>
<td>0.40</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Alcohol (g)</td>
<td>4.7 (14.0)</td>
<td>-3.5 (8.5)</td>
<td>0.77</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Water (g)</td>
<td>2736.5 (868.5)</td>
<td>1310.8 (2654.0)</td>
<td>0.47</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Sodium (mg)</td>
<td>2463.5 (1072.0)</td>
<td>-402.5 (1483.9)</td>
<td>0.37</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Magnesium (mg)</td>
<td>319.1 (104.6)</td>
<td>52.0 (142.4)</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Phosphorus (mg)</td>
<td>1139.6 (334.3)</td>
<td>1.6 (352.8)</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Potassium (mg)</td>
<td>3099.1 (1044.0)</td>
<td>133.1 (955.3)</td>
<td>0.49</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>Calcium (mg)</td>
<td>853.4 (322.5)</td>
<td>442.2 (553.1)</td>
<td>0.42</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Manganese (mg)</td>
<td>2.8 (1.5)</td>
<td>9.3 (4.9)</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Iron (mg)</td>
<td>9.4 (4.3)</td>
<td>1.1 (4.5)</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>Copper (mg)</td>
<td>1.4 (0.6)</td>
<td>0.8 (1.6)</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Zinc (mg)</td>
<td>8.6 (2.9)</td>
<td>0.4 (5.0)</td>
<td>0.40</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Iodine (μg)</td>
<td>120.2 (68.5)</td>
<td>-3.6 (69.1)</td>
<td>0.43</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Retinol (μg)</td>
<td>0.0 (0.0)</td>
<td>506.6 (479.8)</td>
<td>0.11</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Carotene (μg)</td>
<td>3298.9 (2559.0)</td>
<td>-306.4 (2833.2)</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>Vitamin D (μg)</td>
<td>2.2 (1.5)</td>
<td>0.2 (1.9)</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Vitamin E (mg)</td>
<td>9.0 (4.3)</td>
<td>2.1 (5.4)</td>
<td>0.25</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Vitamin C (mg)</td>
<td>118.6 (69.7)</td>
<td>13.3 (68.5)</td>
<td>0.54</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>Vitamin B1 (mg)</td>
<td>1.1 (0.4)</td>
<td>0.1 (0.4)</td>
<td>0.31</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Vitamin B2 (mg)</td>
<td>1.6 (0.6)</td>
<td>0.0 (0.6)</td>
<td>0.45</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Vitamin B3 (mg)</td>
<td>16.5 (6.8)</td>
<td>0.0 (6.7)</td>
<td>0.49</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Vitamin B5 (mg)</td>
<td>4.8 (2.0)</td>
<td>0.2 (1.8)</td>
<td>0.47</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Vitamin B6 (mg)</td>
<td>1.7 (0.7)</td>
<td>-0.1 (0.7)</td>
<td>0.28</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Vitamin B9 (μg)</td>
<td>305.1 (115.1)</td>
<td>26.9 (126.0)</td>
<td>0.36</td>
<td>0.58</td>
</tr>
<tr>
<td>Nutrients</td>
<td>Daily intakes</td>
<td>FFeQ2 vs mean of three to six 24-hour recalls</td>
<td>Pearson correlation coefficients&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Cross-classification of nutrient distribution, %</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------</td>
<td>---------------------------------------------</td>
<td>------------------------------------------</td>
<td>-----------------------------------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24-hour recalls, median (IQR)</td>
<td>FFeQ2, median (IQR)</td>
<td>FFeQ2-24-hour recalls, mean (SD)</td>
<td>Unadjusted</td>
<td>Energy-adjusted&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vitamin B12 (µg)</td>
<td>3.3 (2.3)</td>
<td>5.6 (3.8)</td>
<td>2.1&lt;sup&gt;f&lt;/sup&gt; (6.0)</td>
<td>0.31</td>
<td>0.21</td>
</tr>
</tbody>
</table>

<sup>a</sup>The statistical tests provided P values < .05 for each Pearson correlation coefficient, except for those in italics.

<sup>b</sup>Energy adjustment according to the residual method.

<sup>c</sup>Energy-adjusted and deattenuated Pearson correlation coefficient (corrected for within-person variation in the three to six 24-hour recalls).

<sup>d</sup>N/A: not applicable

<sup>e</sup>Unadjusted and de-attenuated Pearson correlation coefficient.

<sup>f</sup>SFA: saturated fatty acids.

<sup>g</sup>The mean rank of the values of the three to six 24-hr recalls was significantly different to the mean rank of the values of the SFFeQ, according to Wilcoxon signed rank tests. The statistical tests provided P values < .05 for each Pearson correlation coefficient, except for those in italics.

<sup>h</sup>MUFA: monounsaturated fatty acids.

<sup>i</sup>PUFA: polyunsaturated fatty acids.

<sup>j</sup>Spearman correlation coefficients were performed because normality was not respected.

<sup>k</sup>Normality was not respected. Energy-adjusted and deattenuated coefficients were not performed.

**Figure 1.** Bland-Altman plots related to energy. Difference in the daily intake of energy (crude variable) derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).
Figure 2. Bland-Altman plots related to protein. Difference in the daily intake of energy-adjusted protein derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean energy-adjusted daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean ± 1.96 SD) (n=92).

Figure 3. Bland-Altman plots related to carbohydrate. Difference in the daily intake of energy-adjusted carbohydrate derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean energy-adjusted daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).
Figure 4. Bland-Altman plots related to lipid. Difference in the daily intake of energy-adjusted lipid derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean energy-adjusted daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).

Figure 5. Bland-Altman plots related to alcohol. Difference in the daily intake of alcohol (crude variable) derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).
Figure 6. Bland-Altman plots related to cholesterol. Difference in the daily intake of energy-adjusted cholesterol derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean energy-adjusted daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).

Figure 7. Bland-Altman plots related to sodium. Difference in the daily intake of energy-adjusted sodium derived from the three to six 24-hour recalls and the short food frequency e-questionnaire (SFFeQ2) plotted against the corresponding mean energy-adjusted daily intakes derived from the two methods. Solid lines represent mean difference, and dashed lines show lower and upper 95% limits of agreement (mean, SD 1.96; n=92).
Reproducibility

Absolute daily intakes of food groups were mostly comparable between the two FFeQs (see Multimedia Appendix 5). A rather large statistically significant decrease was observed for the “sweet beverages” and “artificially-sweetened beverages” between FFeQ1 and FFeQ2.

Unadjusted Spearman correlation coefficients ranged from 0.34 (sunflower and groundnut oils) to 0.90 (wine), with the median value being 0.65. Intraclass correlation coefficients ranged from 0.33 (sweet snacks, chocolate, and Danish pastries) to 0.72 (poultry or rabbit, fish, and fruit), with the median value being 0.60.

The median of percentages of subjects classified in the same or adjacent quintiles of food group consumption by both FFeQs was 80%. The median proportion of participants classified in opposite quintiles was 1%. The median percentage of subjects classified in the same tertile was 64%.

Absolute daily intake of energy and nutrients were comparable between the two FFeQs, although all nutrient intakes (excluding alcohol) showed a slight but statistically significant decrease between FFeQ1 and FFeQ2 (see Multimedia Appendix 6).

Crude correlation coefficients ranged from 0.58 (iron) to 0.89 (alcohol), with a 0.65 median value. Energy-adjusted Pearson correlation coefficients ranged from 0.54 (vitamin B1) to 0.77 (vitamin E), with a 0.65 median value. Intraclass correlation coefficients ranged from 0.55 (carbohydrates) to 0.73 (magnesium and manganese), the median value being 0.65.

The median proportion of subjects classified in the same or adjacent quintiles of nutrient intakes by both FFeQs was 79%.

The median proportion of participants classified in opposite quintiles was 1%.

Discussion

Principal Findings

The present study investigated the relative validity and reproducibility of a new FFeQ, in a sample of French adults. The FFeQ was designed to accurately estimate energy intake and rank participants according to their dietary and nutrient intakes. The overall results indicate acceptable relative validity (for nutrient intakes, median correlation coefficient=0.50 and median proportion of subjects classified in the same or adjacent quintiles by the FFeQ2 and the 24-hour recalls=66%), and good reproducibility (for nutrient intakes, median correlation coefficient=0.65, and median proportion of subjects classified in the same or adjacent quintiles=79%). Our tool demonstrated an acceptable ability to rank participants for most nutrients and food groups, making it sufficiently informative when studying associations with health outcomes and when adjusting for nutritional intake in epidemiological and clinical studies [6,42]. It can also be used to derive dietary patterns using collected food data.

Because combinations of different assessment methods are becoming increasingly popular and can address several methodological limitations [43], it would be interesting, in further analyses to study under which circumstances a combination of the FFeQ with dietary recalls would be more efficient than either the FFeQ or the dietary recalls alone to address precision, power, and sample size, as it has been previously done [44].
Our FFeQ was composed of 50 items, of which 44 were used to obtain nutritional data. In their review, Cade et al reported that the number of items in FFQs published between 1980 and 1999 ranged from three to 350 items [45], with the median being 79 items. However, according to Willett [6], there is a rapidly decreasing marginal gain in information obtained with increasingly detailed questionnaires. Considering the relative validity and reproducibility of our FFeQ, it appears that the chosen 44 items were sufficient to assess the overall diet and to describe major food and nutrient intakes. The remaining six items of the online FFeQ will help provide meaningful insights as they could be used for qualitative studies or to stratify statistical analyses according to eating habits like meal frequency, socialization during meals or source of food supplies.

Relative Validity

Recovery biomarkers are considered gold-standard measures to validate self-reported intakes. However, because of their costliness and because only a few recovery biomarkers are currently known, they are rarely used in validity studies [43]. When selecting a reference method to validate a tool, errors of both methods must be as independent as possible [46]. Even if correlated errors related to memory, perception of serving sizes and social desirability exist between FFQs and 24-hour recalls, multiple 24-hour recalls have often been considered as the best feasible reference method [47]. Here, to study the FFeQ relative validity, three to six 24-hour recalls were used as the reference method.

Our study showed acceptable relative validity for food (correlation coefficients median and range: 0.51 [0.09-0.88]) and nutrients (correlation coefficients median and range: 0.40 [0.05-0.68]), and our results were comparable to those from other studies [14,21,32,33,46,48,52]. In the NIH–AARP study, validity coefficients for energy-adjusted nutrients ranged from 0.36 to 0.76 [46].

For validation studies, it has been suggested that correlation coefficients should be ≥ 0.3, preferably over 0.4, and optimally in the range of 0.5-0.7 [6,45,53]. In our study, only eight food groups out of 40 and eight nutrients out of 34 had correlation coefficients lower than 0.3.

For food groups, the lowest correlation coefficients were found for foods that are not consumed regularly such as “variety meats,” “whole-grain pasta, rice and wheat,” “legumes,” and “sunflower oil and groundnut oil”. Such findings on rarely consumed foods have been previously reported [32-34]. Low correlation coefficients were also observed for mixed items such as the “sweet snacks, chocolate, and Danish pastries” item. Due to the number of foods included in these groups, consumption may be difficult to estimate. Finally, a low correlation coefficient was observed for the “potatoes and other tubers” item. The estimation of its consumption may have been difficult due to the large consumption of mixed dishes including potatoes in France. Underestimation of water during the 24-hour recall has previously been reported [34] arguing that even if its consumption is systematically asked, it is easily forgotten.

Because of social desirability [42,54], food groups such as “alcoholic beverages” and “fruit” may have been under- and overestimated respectively. Over-reporting of fruit and vegetable intake by subjects seeking social approval is a common bias [55]. As previously reported [56,57], correlation coefficients were lower for vegetables than for fruit. According to Wakai [57], it may be partly because the frequency of fruit consumption is easier to report than vegetables because fruit is more often consumed raw whereas vegetables are more frequently part of cooked dishes and therefore not integrally recalled. Furthermore, fruit is frequently consumed as a single food item and comes in natural or typical units, whereas vegetables are often sliced or cut which makes them more difficult to quantify [56].

In our study, unadjusted correlation coefficients for macronutrients ranged from 0.47 to 0.57. Similar results were previously obtained for online FFQs (range: 0.06-0.68 [21,48,50], FFQs of 50 items max; range: 0.22-0.53 [14,51,52] and FFQs developed for adults; range: 0.29-0.61 [32,33,49]). All macronutrients had correlation coefficients in the range of 0.5-0.7. Regarding the nutrients, the highest correlation coefficient was observed for alcohol (unadjusted correlation coefficient of 0.77). One of the lowest coefficients was observed for sodium (deattenuated energy adjusted correlation coefficient of 0.07). As reported in the pilot study (validation study of the paper version of the FFQ among patients with chronic kidney disease [8]), even though a question about salt added after food preparation was asked in the specific part of the questionnaire, it was still difficult to estimate its intake. However, when looking at individuals’ rankings, 64% of participants were classified in the same or adjacent quintile in terms of sodium intake when comparing the FFeQ2 and the 24-hour recalls.

After adjustment for energy some correlation coefficients were increased, and others were decreased. According to Willett et al [58], energy adjustment can increase the correlation coefficients when the variability of the nutrient intake is related to energy intake, or it can decrease when the variability of the nutrient is subject to systematic errors of under or overestimation of reported food consumption.

Despite some differences in estimations in both foods and nutrients by the questionnaire, agreement in classification was comparable to what other studies have shown [59] or slightly lower than shown in other studies [14,32]. Our results were close to the recommended 70% [60]. The highest level of participants classified in opposite quintiles was observed for retinol (18%). One of the main sources of retinol are variety meats, which were rarely consumed and for which consumption was probably difficult to evaluate with only three to six 24-hour recalls.

Reproducibility

Our study showed acceptable reproducibility for most foods (ICC range: 0.33-0.72, median 0.60) and nutrients (ICC range: 0.55-0.73, median 0.65). Our findings were comparable to prior reported correlation coefficients for reproducibility [25,49,61]. An important factor influencing reproducibility is the period between the two questionnaires. We adopted a one-year time interval which is long but frequently used and reported as acceptable [45,62,63]. However, we cannot exclude that some dietary changes may have occurred during the period.
reproducibility observed here may therefore be lower than the true value.

As previously reported in the literature, a slight decrease in food and nutrient intakes was observed between FFQ1 and FFQ2 [16,25,32,64,65]. Due to the completion of the 24-hour recalls and the FFQ1, a learning effect may explain this trend [66]. In favor of this hypothesis, several authors found that the second FFQ, which indicated reduced nutrient intake, was more valid than the first one when compared to 24-hour recalls [32,65,67].

According to a review, correlation coefficients of 0.5 to 0.7 between two administrations are commonly reported [45]. In our study, 75% and 100% of the studied food groups and nutrients had correlation coefficients ≥0.5. Not one food group had a correlation coefficient lower than 0.3.

Agreement in classification was very good (median of 80% and 79% for food and nutrient intakes respectively). For all nutrient intakes 74% to 94% of participants were classified in the same or adjacent quintile.

**Strengths and Limitations**

The current work has some limitations. People involved in the current study were volunteers. Volunteers may be more health-conscious, pay more attention to their diets than the average population, and therefore provide more accurate responses to questionnaires. However, subjects participating in observational epidemiological or clinical studies that are likely to use this tool in the future are also volunteers.

Our work has several strengths. The tool we developed was easy to complete and not time consuming. The implementation of photographs helped the participants estimate the amounts of food consumed and it has previously been shown that the use of photographs improves the ability to report the true quantity of dietary intakes [68].

In addition, a total of 92 participants were included in our study. It is higher than the reported number in recent studies [21,69,70].

Here, we present relative validity results for the online FFQ in a sample of French adults. A paper version of the FFQ has previously been validated in a sample of patients with chronic kidney disease [8] and further validity studies will now be conducted in specific population subgroups (for example, adolescents or cancer survivors). One of the main strengths of the consortium is that we will have a unique tool (due to the shared 40 items in the first part of the FFQ), that is useful for the comparison between several populations. The questionnaire is now available for other epidemiological and clinical studies interested in assessing the habitual diet quickly. We validated a Web-based version of the FFQ which provides valuable insights: it enables an interactive interface for participants and improves the quality of answers by directly including cutoff values and messages of alert in case of inconsistent, abnormal, or missing data.

**Conclusions**

For most food groups and nutrients, the FFQ showed acceptable relative validity and reproducibility in a sample of French adults. It appears to be valid to rank individuals based on their food and nutrient intakes and can now be used in large-scale epidemiological studies as well as in clinical routine to easily and quickly assess the habitual diet. Developing an evidence-based smartphone application from the FFQ is the next step. This type of tool may further be used to monitor patients’ nutrient intakes and provide them with instantaneous feedback and nutritional recommendations about their diets.
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Extract from the SFFeQ, French and original version.
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Multimedia Appendix 3
Extract from the SFFeQ, version translated in English.

Multimedia Appendix 4
SFFQ items used to obtain nutritional data (n=44).
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Reproducibility of food group consumptions of the SFFeQ (n=223).
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Reproducibility of nutrient intakes of the SFFeQ (n=223).
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Abstract

Background: Gamification is a promising strategy to increase the effectiveness of Web-based mental health interventions by enhancing engagement. However, because most studies focus on the longer term effects of gamification (eg, effectiveness or adherence at the end of the intervention period), there is limited insight into how gamification may enhance engagement. Research implies that gamification has a direct impact at the time of use of the intervention, which changes the experience of the users, and thereby motivates users. However, it is unclear what this direct impact of gamification might be and how it can be measured.

Objective: The objective of this study was to explore the direct impact of gamification on behavioral, cognitive, and affective engagement in the context of a Web-based mental health intervention and to explore whether and how the different components of engagement are related.

Methods: A pilot (n=19) and a real-life (n=75) randomized between-groups experiment was carried out, where participants used a gamified or nongamified version of the same Web-based well-being intervention for a single session. Participants (68%, 64/94 female, mean age 23 years) were asked to use the intervention in one session for research purposes. Gamification elements included a map as visualization of the different lessons, a virtual guide, and badges. Later, behavioral, cognitive, and affective engagement were measured.

Results: The pilot experiment showed no differences between the gamified and nongamified intervention. However, in the real-life experiment, participants in the gamified intervention scored higher on cognitive engagement, that is, involvement (P=0.02) and some elements of affective engagement, that is, flow as a combination of cognitive and affective engagement (P=0.049), and the emotions “interest” (P=0.03) and “inspiration” (P=0.009). Furthermore, the effect of gamification on cognitive engagement was mediated by the influence of gamification on specific positive emotions.

Conclusions: The gamified intervention seemed to be able to increase cognitive engagement and the combination of cognitive and affective engagement but not behavioral and affective engagement alone. However, positive emotions seem to play an important role in mediating the effect of gamification on engagement. In conclusion, we cannot say that gamification "works" but that the design of an intervention, in this case, gamification, can have an impact on how participants experience the intervention.

(J Med Internet Res 2018;20(7):e247) doi:10.2196/jmir.9923
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Introduction

Background

Web-based interventions, in which people can improve their health from home, with or without the help of a health care professional, are increasingly used in many health care areas [1-3]. Advantages of Web-based interventions compared with face-to-face interventions are, among others, that Web-based interventions can reduce the costs of providing interventions, increase access to care for a large group of people, and are often perceived as more convenient by the users, given their flexibility and anonymity [4,5]. These interventions have been shown to be effective, for example, decreasing depressive symptoms, increasing well-being, and stimulating people to become more active [2,6-10]. However, not all Web-based interventions show beneficial effects and especially the effect sizes of interventions implemented outside the clinical setting with limited or no counselor involvement can be quite small [7,8,10].

The limited effectiveness of these interventions may be partly attributed to large nonadherence rates [11,12]. Many people who start using a Web-based intervention do not finish it or do not use the intervention in the prescribed way, which diminishes its effectiveness [13]. More recently, it has been posited that adherence (i.e., using the intervention as intended by the developers) alone may not be enough for an intervention to be effective but that it is also necessary for participants to feel involved with an intervention or to be able to identify with the intervention [14,15]. Together, these factors may be called engagement, and it seems that a certain level of engagement is required for an intervention to be effective [16]. Research has shown that technology offers ample opportunities for enhancing engagement [12,17]. Gamification is one of these technological opportunities and is increasingly recommended and used to make interventions more engaging [18-21].

Gamification has been defined as “using game design elements in nongame contexts” [22]. These game design elements can be very specific, for example, the inclusion of “badges” or “levels” in the interface. They can also be broad, for example, including a storyline to make the goals clear and stimulate enduring play. The nongame part of the definition refers to gamification not being a full-fledged game, as opposed to serious games. The main goal of gamification is to increase participants’ engagement with the intervention. Multiple studies have shown the potential of gamification to increase adherence to and effectiveness of health interventions, for example, a mobile intervention for mental health [23] and a Web-based intervention for physical activity [24]. Nonetheless, many of these studies have methodological limitations and merely focus on adherence or effectiveness, thereby shedding limited light on whether and how gamification affected these variables [18,25]. Authors have indicated the need for more comparative studies (gamified vs nongamified versions of the same intervention) to isolate the effects of gamification [25].

A number of studies have shown that gamification, if used correctly, can increase intrinsic motivation for a certain behavior, for example, by satisfying certain psychological needs [26,27]. However, although motivation can be seen as necessary, it is not sufficient to achieve engagement [28]. Engagement may be seen as a multidimensional construct, consisting of behavioral, cognitive, and affective components [28,29]. In the case of Web-based health interventions, the behavioral component may refer to the usage of or adherence to the intervention [16]. It seems likely that gamification has an impact on the time participants spend in each session with the intervention, the number of exercises they perform, or how elaborately they complete each of the exercises. The cognitive and affective components are less well understood in the context of Web-based health interventions. According to a recent review, these components are often taken together as a subjective experience characterized by attention, interest, and affect [16].

Despite limited knowledge on what may constitute cognitive engagement in Web-based health interventions, from the student engagement context, in which cognitive engagement has been described as “students’ psychological involvement in learning” [30], the concept of involvement becomes apparent. Involvement relates to the importance of a product (e.g., an intervention) to the individual [31] and is an important predictor of the effectiveness of Web-based mental health interventions [15]. Enjoyment is an important motivator for people to use games and might also be integral to the affective engagement with gamified interventions [19]. Enjoyment is also closely related to the concept of intrinsic motivation as a part of the self-determination theory [32]. This theory has been used to explain the appeal of games [33]. Positive emotions may also be a part of affective engagement. Because positive emotions lead to a broadening of one’s attention [34], these emotions may be especially relevant to achieve in a Web-based health intervention, wherein users are taught new ways to deal with situations. Lastly, the concept of flow is a concept related to engagement. Flow is defined as “a mental state of operation, in which a person performing an activity is fully immersed in a feeling of energized focus, full involvement, and enjoyment in the process of the activity” and is often used as a way to explain gaming behaviors [35,36]. Because it incorporates both feelings of involvement and enjoyment, it may be a state wherein both cognitive and affective engagement come together.

According to Nicholson [20], gamification can only be beneficial if it provides a “positive and meaningful game-based experience” to its users, leading to a long-term engagement. This experience seems closely related to the cognitive and affective components of engagement. It implies that gamification directly impacts the experience of the user while he or she uses the intervention. This impact should already be made during the first use of an intervention. However, as most studies focus on the longer term effects of gamification (e.g., effectiveness or adherence at the end of the intervention period), little is known about the direct impact of gamification on engagement or how systems should be designed to foster this direct impact.

Objective

The goal of this study was to explore the direct impact of gamification on behavioral, cognitive, and affective engagement in the context of a Web-based mental health intervention and to explore whether and how the different components of engagement are related. To achieve this goal, an exploratory randomized experiment was carried out where participants used
a gamified or nongamified version of the same Web-based positive psychology intervention in a single session. In terms of content, both versions of the intervention were identical.

The intervention used in this experiment seeks to improve well-being. Well-being is important to achieve and maintain a healthy life and prevent mental illnesses and generally serves as a basis for resilience [37-40]. Research has shown that well-being can be improved through training and the specific intervention used in this study has also been proven effective in improving well-being. Following the positive effects of the intervention as email guided bibliotherapy [41], a Web-based version was created [42]. Although this Web-based intervention offered the opportunity to enhance the scalability of the intervention against limited costs, specific attention should be paid to engaging participants. Hence, this intervention was deemed as an ideal candidate for gamification.

Methods

Design

A between-groups experimental design was used. For the study, 2 versions of the same intervention were created (ie, a gamified version and a nongamified version). Although both versions contained the same information and exercises (ie, same texts), the information and exercises were presented in a different manner. A pilot experiment was performed in a lab setting to check the procedure and the versions of the interventions before the actual experiment was carried out in a more real-life setting. The pilot study focused on investigating the experimental procedures, not the intervention, which was pilot-tested before [42]. Our aim was to test whether participants could use the intervention without any guidance and foreknowledge in a meaningful way in one session. Therefore, the experimenters were nearby while participants used the intervention, after which they were briefly asked about their experiences. However, this formal setting seemed to influence not only the type of participants (ie, the pilot attracted mainly students who were already interested in positive psychology) but also the way they used the intervention (ie, the pilot participants used the intervention in a very focused setting without any distractions). Because this is not how the intervention will be used in real life, we decided on a different setting for the real-life experiment.

Recruitment and Participants

The study population consisted of people aged 18 years or older. Exclusion criteria were insufficient proficiency in the Dutch language (reading and writing) and the inability or unwillingness to provide informed consent. Because the University of Twente has a large proportion of German students who have learned Dutch for their studies, people of Dutch and German nationalities were able to participate as long as they had sufficient proficiency in the Dutch language. Recruitment for the pilot experiment was done through the University of Twente research participants system. Bachelor Psychology students need to earn “participant points” by participating in research studies. Overall, 19 psychology students from the University of Twente participated in the pilot experiment, of which 11 were randomized to the gamified intervention and 8 were randomized to the nongamified intervention (Table 1). Analyses showed a significant difference in nationality between the conditions with more Dutch than German participants receiving the gamified intervention ($\chi^2=8.7, P=.003$).

For the real-life experiment, participants were recruited through the University of Twente research participation system and through convenience sampling by undergraduate psychology students who assisted in conducting the experiment as part of a Bachelor research project. Overall, 76 participants were included in the study and randomly allocated to receive either the gamified intervention (n=39) or the nongamified intervention (n=37).

One respondent in the nongamified condition had to be excluded from the analysis owing to an issue with the account the participant used for the experiment (the account had been used before so the participant was not able to complete the experimental procedure). Table 1 provides an overview of the participants included in the analyses. There were no significant differences in the demographic characteristics between the conditions.

Additional analyses showed that participants in the real-life experiment were older (22.8 vs 19.6; $F_{1,92}=10.053, P=.002$) and more often German (77% vs 37%, 7/19; $\chi^2=11.7, P=.001$) compared with those included in the pilot experiment. There was no significant difference in gender between the pilot and real-life experiments ($\chi^2=1.3, P=.26$).

Power Analysis

G*Power 3.1.9 (Heinrich Heine Universität, Düsseldorf, Germany) was used to calculate the required sample size for detecting a medium effect (Cohen $d=0.5$) in an independent samples $t$ test (two-tailed). With 80% power at an alpha level of .05, a total sample size of 128 participants (64 per group) was needed to test the hypotheses. Unfortunately, recruitment turned out to be difficult and we did not manage to reach our intended number of participants.

Intervention

The intervention used for this experiment was called “This is your life,” a Web-based positive psychology intervention which aims to improve well-being in the general population [43] and has been proven effective as a self-help book with email counseling [41]. The Web-based gamified intervention was developed using a human-centered design [34]. Potential users that participated in the codesign process indicated the potential value of gamification and cooperated in designing the specific gamification features. Following their recommendations, we decided that the main storyline would be a user on a journey toward a flourishing life, guided by a professor. The intervention consisted of an introduction and 8 lessons that could be completed in 12 weeks. Each lesson consisted of psychoeducation and approximately 5 exercises that could be completed multiple times. In each lesson, there were approximately 2 key challenges; these were the exercises that needed to be completed to be able to continue to the next lesson.
Table 1. Participants’ demographic characteristics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Gamified pilot (n=11) and real-life (n=39)</th>
<th>Nongamified pilot (n=8) and real-life (n=36)</th>
<th>Total pilot (n=19) and real-life (N=75)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot</td>
<td>19.6 (1.7)</td>
<td>20.0 (1.3)</td>
<td>19.7 (1.5)</td>
<td>0.399a</td>
</tr>
<tr>
<td>Real-life</td>
<td>23.4 (5.6)</td>
<td>22.2 (1.5)</td>
<td>22.8 (4.2)</td>
<td>1.610b</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot</td>
<td>8 (73)</td>
<td>7 (88)</td>
<td>15 (79)</td>
<td>0.6</td>
</tr>
<tr>
<td>Real-life</td>
<td>28 (72)</td>
<td>21 (58)</td>
<td>49 (65)</td>
<td>1.5</td>
</tr>
<tr>
<td>Nationality (Dutch), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot</td>
<td>10 (91)</td>
<td>2 (25)</td>
<td>12 (63)</td>
<td>8.7</td>
</tr>
<tr>
<td>Real-life</td>
<td>10 (26)</td>
<td>7 (19)</td>
<td>17 (23)</td>
<td>0.4</td>
</tr>
</tbody>
</table>

The intervention was completely self-guided; there was no guidance or feedback from a human counselor. However, the intervention itself did provide tailored feedback when a user finished a lesson and provided general feedback about how to best perform exercises at various points during each lesson. For the experiment, participants were asked to complete the introduction and 2 exercises from the first lesson in one session. These 2 exercises were “Three good things” (relive and write about 3 good things that happened today) and “Write about positive experiences” (relive and write about a beautiful memory from one’s own life).

The intervention was completely self-guided; there was no guidance or feedback from a human counselor. However, the intervention itself did provide tailored feedback when a user finished a lesson and provided general feedback about how to best perform exercises at various points during each lesson. For the experiment, participants were asked to complete the introduction and 2 exercises from the first lesson in one session. These 2 exercises were “Three good things” (relive and write about 3 good things that happened today) and “Write about positive experiences” (relive and write about a beautiful memory from one’s own life).

**Gamified and Nongamified Version**

As stated earlier, both versions of the intervention contain the same information and exercises. Differences were only in lay-out and in wording of feedback, as indicated in the next section.

**Lay-Out of the Intervention Overview**

In the gamified version, the overview was visualized as a map, in which the participants travel to various destinations (the different lessons). In the nongamified version, a list of lessons was provided. In both versions, the lessons that could not yet be accessed were grayed out, as seen in **Figure 1**.

**Lay-Out of the Lesson Screen**

The basic features of the lesson screen were the same in both versions (list of exercises on the left and explanation and filling out opportunity on the right, as seen in **Figure 2**). The gamified version showed an additional progress bar, in which the activities of the lesson were visualized; each time a mandatory activity was completed, a part of the progress bar was colored in. After finishing all the mandatory activities, participants in the gamified condition were granted a key with which they could enter the next destination. Participants in the nongamified condition were provided with a link to start the next lesson after completing the mandatory activities.

**Professor and Participant Avatar**

In the gamified version of the intervention, participants were guided through the intervention by an avatar of “Professor Happiness,” as seen in **Figures 1 and 2**. Instructions and feedback appeared as a pop-up coming from the avatar. In the nongamified version, the same instructions and feedback were given through a pop-up of the info-button. The wording used in both versions was slightly adapted to appear to come from the “Professor” (eg, using “I”) or from “info” (eg, using the passive form). In the gamified version, there was also room for a participant avatar (or photo), but this feature was not used in the experiments.

**Badges**

Participants in the gamified version earned a badge after completing the introduction and each of the lessons. These badges were shown on the right side of the screen, as seen in **Figures 1 and 2**. When “mousing over” these badges, a quote matching the badge’s lesson was shown. Because participants in the experiments only needed to complete the introduction and some exercises in the first lesson, participants typically only saw the badge which was awarded following the completion of the introduction. The quote for this first badge was “It is good to have an end to journey toward; but it is the journey that matters, in the end–Ernest Hemingway.”

**Randomization and Blinding**

In both the pilot and real-life experiments, participants were randomly assigned to the gamified or nongamified intervention. A random number list was created (using random.org) and participants were allocated according to this list, in the order in which they registered for the study. Randomization was double blind; the experimenters did not know to which condition the participants were assigned and the participants did not know that different versions of the intervention existed.
Procedure

For the pilot experiment, participants were asked to come into the lab and were seated in a cubicle, where a personal computer was set up with both the log-on page to the intervention and the questionnaire opened in a separate tab of the Internet Explorer browser. Participants gave informed consent before receiving the log-in details and instructions. The experimenter was not in the room when the participants performed the experiment but was available in case the participants experienced any (technical) issues.

In the real-life experiment, participants were made to meet face-to-face (in their home or at the University) or online to participate in the experiment. Participants gave informed consent before receiving the log-in details and the explanation of the procedure. Participants could complete the experiment at their leisure but were instructed to follow the procedure given to them.

In both the experiments, participants were asked to log into the intervention using the account details provided and to complete four tasks within the Web-based intervention in one session, regardless of condition. The four tasks were as follows: complete the tutorial, read the information of the first module, complete the exercise “Three good things” once, and complete the exercise “Write about positive experiences” once. These were the tasks we expected new users to complete during their first session. After completing these tasks, participants were free to further explore the intervention or to end the session. Completing the aforementioned tasks typically took approximately 30 minutes. After ending the session, participants were asked to fill out a Web-based questionnaire. Log data were used to assure that all participants conformed to the procedure (using the intervention for only one session and filling out the questionnaire after ending the session). Prior to the study, ethical approval was obtained from the Faculty of Behavioral Sciences Ethics Committee at the University of Twente.

Measures

Behavioral engagement was assessed by means of usage measures (ie, time spent on the intervention, the number of exercises completed, and the number of words used) gathered...
through system logs (log data). For the calculation of the time spent on the intervention, “log-in” time was considered as the start time and the time when the last action was performed was considered as the end time. For this last action, it was decided that the “log-out” time would not be considered because many participants never logged out and many logged out much later (eg, 20 minutes) after performing the last action, indicating that they were not actively using the system at that time anymore, for example, completing the Web-based questionnaire. For one participant, the number of words used could not be retrieved because of a technical error.

After completing the tasks within the intervention, participants filled out a Web-based questionnaire measuring cognitive and affective engagement. For cognitive engagement, involvement was measured with the short version of the Personal Involvement Inventory (10 items, mean score 1-7, higher score means more involvement [31]). For affective engagement, positive emotions were measured with the corresponding items of the Positive And Negative Affect Schedule (PANAS, 10 items, total score 5-50, higher score means more positive emotions [44]). Enjoyment was measured with the enjoyment subscale of the Intrinsic Motivation Inventory (IMI, 7 items, mean score 1-7, higher mean score means more enjoyment [45]). Lastly, to measure both cognitive and affective engagement, flow was measured with the newly established Flow State Questionnaire of the Positive Psychology Lab (PPL-FSQ; 20 items, mean score 1-5, higher mean score means more flow [46]).

Furthermore, overall satisfaction with the intervention was assessed by asking the participants to grade the intervention from 1 to 10; higher scores indicate greater satisfaction with the intervention. Finally, in the real-life experiment, but not in the pilot test, usability was measured using the System Usability Scale (SUS, 10 items, total score 0-100, higher score means higher usability [47]). For all measures, Cronbach alpha values varied between 0.83 and 0.94 based on the data of both studies.

**Analyses**

Statistical analyses were performed using SPSS 23 (IBM, USA). All tests were two-tailed and the value for alpha was .05. Differences between conditions with regard to the outcome variables were investigated using one-way analysis of variance. Effect sizes are presented as Cohen’s $d$. Exploration of differences between conditions on single items of questionnaires (instead of on mean or sum-scores) were done using Mann Whitney $U$-tests because of the ordinal level of this data from Likert-scale questions.

Within the pilot experiment, the data showed signs of not being normally distributed. Shapiro-Wilk tests were significant for the measurement of enjoyment, flow, and the number of words and exercises. Therefore, bootstrapped 95% CI of the mean differences were calculated for all outcome measures in the pilot experiment.

To explore whether and how the components of engagement were related, exploratory simple mediation analyses were conducted. More specifically, we investigated whether the influences of gamification on involvement and flow, which seems to be an effect that needed some conscious effort, was mediated by positive emotions, which seemed to be a more direct and effortless effect. A subscale of PANAS was created with items that are expected to be influenced by the gamified design (ie, interested, enthusiastic, inspired, and attentive). Mediation analyses were performed using the PROCESS macro for SPSS [48]. For each outcome (ie, involvement and flow), a separate mediation analysis was conducted. Condition (gamified or nongamified) was entered as the predictor variable, the PANAS subscale as the mediator, and either involvement or flow as the outcome variable. To test whether the indirect effect is statistically different from zero, 10,000 bootstrap CI were generated. When the corresponding bias-corrected 95% bootstrap CI did not include zero, the indirect effect was considered significant.

**Results**

The results of the pilot experiment conducted in the laboratory are presented in Table 2. Overall, the participants highly valued the intervention with an average grade of 7.8 and spent approximately 30 minutes using the intervention.

Table 3 presents the results of the real-life experiment. Significant differences were found for involvement and flow, whereby the gamified condition scored higher with approximately a medium effect size ($F_{1,73}=5.919; P=.02$ and $F_{1,73}=4.626; P=.04$; respectively). The total score of positive emotions did not show significant differences. Due to the various positive emotions that are measured with PANAS, we performed exploratory analyses to investigate whether there were any significant differences in distinct emotions (ie, single items of the PANAS questionnaire). With regard to the emotions “interest” and “inspiration,” it was found that the gamified condition scored significantly higher than the nongamified condition (Z$=-2.239; P=.03$ and Z$=-2.454; P=.01$; respectively). There were no significant differences in the other distinct emotions. For enjoyment, usability, intervention satisfaction, and different usage measures, no significant differences were observed.

Simple mediation analyses showed that the condition indirectly influenced both involvement and flow through its effect on certain positive emotions. As seen in Figure 3 and Table 4, participants in the gamified condition scored higher on positive emotions ($a=0.345$), and participants who experienced more of the positive emotions interest, enthusiasm, inspiration and attentiveness, scored higher on both involvement ($b=0.547$) and flow ($b=0.236$). For both outcomes, a bias-corrected bootstrap 95% CI for the indirect effect (involvement, $ab=0.188$; flow, $ab=0.081$) based on 10,000 bootstrap samples was completely above zero (involvement, 0.017 to 0.539, flow, 0.011 to 0.204). There was no evidence that the condition influenced involvement or flow independent of the effect on the positive emotions (involvement, $c’=0.460$; flow, $c’=0.139$).
Table 2. Pilot experiment outcome variables.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Gamified (n=11), mean (SD)</th>
<th>Nongamified (n=8), mean (SD)</th>
<th>Total (N=19), mean (SD)</th>
<th>Effect size (d)</th>
<th>F₁,₁₇</th>
<th>P value</th>
<th>Bootstrapped 95% CI of mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive affect</td>
<td>36.00 (6.01)</td>
<td>34.25 (2.71)</td>
<td>35.26 (4.87)</td>
<td>0.38</td>
<td>0.583</td>
<td>.46</td>
<td>−5.86 to 3.15</td>
</tr>
<tr>
<td>PIIa</td>
<td>4.78 (1.16)</td>
<td>5.38 (1.10)</td>
<td>5.03 (1.14)</td>
<td>−0.53</td>
<td>1.271</td>
<td>.28</td>
<td>−0.53 to 1.60</td>
</tr>
<tr>
<td>IMI-Eb</td>
<td>4.81 (1.23)</td>
<td>5.66 (1.17)</td>
<td>5.17 (1.25)</td>
<td>−0.71</td>
<td>2.341</td>
<td>.14</td>
<td>−0.36 to 1.91</td>
</tr>
<tr>
<td>PPL-FSQc</td>
<td>3.61 (0.36)</td>
<td>3.77 (0.45)</td>
<td>3.68 (0.39)</td>
<td>−0.39</td>
<td>0.748</td>
<td>.40</td>
<td>−0.18 to 0.57</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>7.55 (1.21)</td>
<td>8.25 (1.58)</td>
<td>7.84 (1.34)</td>
<td>−0.50</td>
<td>1.213</td>
<td>.29</td>
<td>−0.64 to 1.94</td>
</tr>
<tr>
<td>Number of exercises</td>
<td>7.55 (7.97)</td>
<td>3.63 (1.19)</td>
<td>5.89 (6.31)</td>
<td>0.69</td>
<td>1.877</td>
<td>.19</td>
<td>−8.92 to 0.21</td>
</tr>
<tr>
<td>Number of words</td>
<td>261.90 (271.21)</td>
<td>205.00 (73.59)</td>
<td>236.61 (204.98)</td>
<td>0.29</td>
<td>0.329</td>
<td>.57</td>
<td>−244.10 to 74.79</td>
</tr>
<tr>
<td>Time</td>
<td>25.18 (11.94)</td>
<td>32.00 (7.45)</td>
<td>28.05 (10.62)</td>
<td>−0.69</td>
<td>2.018</td>
<td>.17</td>
<td>−2.38 to 15.97</td>
</tr>
</tbody>
</table>

aPII: Personal Involvement Inventory.  
bIMI-E: Intrinsic Motivation Inventory, subscale Enjoyment.  
cPPL-FSQ: Flow State Questionnaire of the Positive Psychology Lab.  
dBased on n=10.

Table 3. Real-life experiment outcome variables.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Gamified (n=39), mean (SD)</th>
<th>Nongamified (n=36), mean (SD)</th>
<th>Total (N=75), mean (SD)</th>
<th>Effect size (d)</th>
<th>F₁,₇₃</th>
<th>P value</th>
<th>Bootstrapped 95% CI of mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive affect</td>
<td>33.67 (5.47)</td>
<td>31.08 (7.19)</td>
<td>32.43 (6.44)</td>
<td>0.41</td>
<td>3.094</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>PIIa</td>
<td>4.82 (1.06)</td>
<td>4.18 (1.25)</td>
<td>4.51 (1.19)</td>
<td>0.55</td>
<td>5.919</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>IMI-Eb</td>
<td>4.71 (1.20)</td>
<td>4.17 (1.41)</td>
<td>4.45 (1.33)</td>
<td>0.41</td>
<td>3.156</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>PPL-FSQc</td>
<td>3.54 (0.44)</td>
<td>3.32 (0.45)</td>
<td>3.44 (0.45)</td>
<td>0.49</td>
<td>4.626</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>SUSd</td>
<td>43.59 (14.89)</td>
<td>45.76 (21.49)</td>
<td>44.63 (18.26)</td>
<td>−0.12</td>
<td>0.263</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td>Satisfaction</td>
<td>6.69 (1.70)</td>
<td>6.36 (1.90)</td>
<td>6.53 (1.80)</td>
<td>0.18</td>
<td>0.634</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>Number of exercises</td>
<td>4.41 (3.22)</td>
<td>4.36 (3.08)</td>
<td>4.39 (3.13)</td>
<td>0.02</td>
<td>0.005</td>
<td>.95</td>
<td></td>
</tr>
<tr>
<td>Number of words</td>
<td>188.10 (112.90)</td>
<td>164.89 (101.87)</td>
<td>176.96 (107.66)</td>
<td>0.22</td>
<td>0.869</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>26.95 (13.57)</td>
<td>29.06 (11.65)</td>
<td>27.96 (12.64)</td>
<td>−0.17</td>
<td>0.516</td>
<td>.48</td>
<td></td>
</tr>
</tbody>
</table>

aPII: Personal Involvement Inventory.  
bIMI-E: Intrinsic Motivation Inventory, subscale Enjoyment.  
cPPL-FSQ: Flow State Questionnaire of the Positive Psychology Lab.  
dSUS: System Usability Scale.

Figure 3. Mediation models. PA: positive affect.
Table 4. Outcomes of the mediation models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive affect subscale$^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition (a)</td>
<td>0.345</td>
<td>0.161</td>
<td>.04</td>
</tr>
<tr>
<td>Constant (i$_1$)</td>
<td>3.271</td>
<td>0.1163</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Involvement$^b$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition (c')</td>
<td>0.460</td>
<td>0.261</td>
<td>.08</td>
</tr>
<tr>
<td>Positive affect subscale (b)</td>
<td>0.547</td>
<td>0.184</td>
<td>.004</td>
</tr>
<tr>
<td>Constant (i$_2$)</td>
<td>2.388</td>
<td>0.628</td>
<td>.003</td>
</tr>
<tr>
<td>Flow$^c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>0.139</td>
<td>0.099</td>
<td>.16</td>
</tr>
<tr>
<td>Positive affect subscale</td>
<td>0.236</td>
<td>0.070</td>
<td>.001</td>
</tr>
<tr>
<td>Constant</td>
<td>2.549</td>
<td>0.237</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$R$^2=$.059; $F_{1,73}=4.566$, $P=.04$.
$^b$R$^2=$.176; $F_{2,72}=7.680$, $P=.009$.
$^c$R$^2=$.190; $F_{2,72}=8.424$, $P=.005$.

Discussion

Principal Findings

To our knowledge, this is the first study that compared the direct impact of 2 mental health interventions that have the same content and only differ in the use of gamification. This exploratory study suggests that a gamified system, in a single session, can have a positive impact on cognitive engagement by increasing the involvement participants feel with the intervention. Participants also experience more flow when working with the gamified intervention. This points toward an increase in the combination of cognitive and affective engagement. However, the gamified intervention did not seem to increase behavioral or affective engagement as such. Furthermore, gamification did not have an (negative) influence on the usability of the system. Therefore, in this study, the gamified elements did not seem to add more complexity to the system, as observed in other studies [49].

We did not see any significant differences between the conditions in the pilot experiment. Most likely, this was a power issue because there were very few participants in this experiment. However, the goal of the pilot experiment was to test the procedure of the experiment and based on the experiences of participants, changes were made in the actual study. The pilot study served its purpose.

Looking closer at the results of the real-life experiment, gamification did not seem to increase affective engagement compared to the nongamified intervention. This might be because a gamified intervention is not a game (which might be played for enjoyment and a positive experience) but only leverages some of the game design aspects. The results on the distinct positive emotions corroborate this finding: only interest and inspiration were significantly improved by gamification. A possible explanation for this finding is that these emotions relate more to the meaningfulness of the experience than to its valance. Moreover, we found that the impact of gamification on cognitive engagement was mediated by positive emotions that we expected to be influenced by the gamified design. This indicates that specific positive emotions (ie, interested, enthusiastic, inspired, and attentive) do play a role. The gamified design that was used in this study seemed to leverage these positive emotions to increase cognitive engagement with the intervention. However, because we assessed all measurements at the same time, we cannot be certain that gamification first increased these emotions, which in turn affected cognitive engagement.

Gamification did not seem to increase behavioral engagement. However, this may not be surprising because more is not always better [50]. Behavioral engagement was measured with usage data, as is common in research on Web-based interventions [16]. However, the amount of usage of a system does not always indicate the quality of usage. For instance, in this study, we asked participants to complete the activities that are likely to be sufficient for a first usage of the system. It might not be beneficial to do more exercises because you might not be able to put in the mental effort to do these extra exercises. Therefore, measuring behavioral engagement as purely the quantity of usage might not be ideal. However, because it is difficult to directly observe how participants use a Web-based intervention, especially in real life, it might not be feasible to measure the quality of behavioral engagement.

Limitations

This study has some limitations. First, this study explored the direct impact of gamification on engagement. Although we feel that this is a necessary step to start understanding the impact of gamification, we acknowledge that our findings do not address the contribution of gamification to the effectiveness of and adherence to the intervention. Longer term studies are needed for this goal. Second, in this study, we have attempted to
measure whether the gamified intervention increased cognitive and affective engagement because these aspects of the experience are posited as important for gamification to have a positive impact. However, in the literature, it is not yet defined what actually constitutes cognitive and affective engagement. Therefore, we have chosen measures that are related to these concepts and seem applicable to gamification, but there may be other measures that capture these concepts as well. Future research should investigate which measures best capture engagement. Another limitation of this study is that we only measured positive emotions after the study and not before. Lastly, this was an exploratory experiment with a relatively small sample size that did not achieve the number of participants deemed necessary based on the power analysis. Further, the participants might have had a different reason to use the intervention than the intended users of the intervention. Owing to these limitations, the results should be interpreted with caution.

Conclusions
To conclude, this study suggests that gamification, in a single session, may have a positive direct impact on involvement, flow, and the emotions “interest” and “inspiration.” Thereby, the gamified intervention seemed to be able to increase cognitive engagement and the combination of cognitive and affective engagement but not behavioral and affective engagement alone. To conclude, we cannot say that gamification “works” but that the design of an intervention, in this case gamification, can have an impact on how participants experience the intervention. Although a gamified design has the potential to make Web-based mental health interventions more meaningful and relevant to its participants, it is possible that this design needs to be different for different people in different settings. Future research should investigate how to match the design of an intervention to the setting, motivation, and preferences of participants.

The fact that the design can increase cognitive engagement and impact the meaningfulness and relevance of an intervention may be especially beneficial within the context of Web-based (mental) health interventions; working on one’s own well-being is important but may not necessarily need to be fun. Cognitive engagement is an important part of engagement, which is seen as an important predictor of both adherence to Web-based interventions and the effectiveness of these interventions [14,16,51]. This study is a first step in uncovering how gamification, and design in general, may enhance engagement in the context of psychological Web-based interventions and offers a starting point for creating engaging interventions.
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Abstract

Background: Self-management support can improve health and reduce health care utilization by people with long-term conditions. Online communities for people with long-term conditions have the potential to influence health, usage of health care resources, and facilitate illness self-management. Only recently, however, has evidence been reported on how such communities function and evolve, and how they support self-management of long-term conditions in practice.

Objective: The aim of this study is to gain a better understanding of the mechanisms underlying online self-management support systems by analyzing the structure and dynamics of the networks connecting users who write posts over time.

Methods: We conducted a longitudinal network analysis of anonymized data from 2 patients’ online communities from the United Kingdom: the Asthma UK and the British Lung Foundation (BLF) communities in 2006-2016 and 2012-2016, respectively.

Results: The number of users and activity grew steadily over time, reaching 3345 users and 32,780 posts in the Asthma UK community, and 19,837 users and 875,151 posts in the BLF community. People who wrote posts in the Asthma UK forum tended to write at an interval of 1-20 days and six months, while those in the BLF community wrote at an interval of two days. In both communities, most pairs of users could reach one another either directly or indirectly through other users. Those who wrote a disproportionately large number of posts (the superusers) represented 1% of the overall population of both Asthma UK and BLF communities and accounted for 32% and 49% of the posts, respectively. Sensitivity analysis showed that the removal of superusers would cause the communities to collapse. Thus, interactions were held together by very few superusers, who posted frequently and regularly, 65% of them at least every 1.7 days in the BLF community and 70% every 3.1 days in the Asthma UK community. Their posting activity indirectly facilitated tie formation between other users. Superusers were a constantly available resource, with a mean of 80 and 20 superusers active at any one time in the BLF and Asthma UK communities, respectively. Over time,
the more active users became, the more likely they were to reply to other users’ posts rather than to write new ones, shifting from a help-seeking to a help-giving role. This might suggest that superusers were more likely to provide than to seek advice.

**Conclusions:** In this study, we uncover key structural properties related to the way users interact and sustain online health communities. Superusers’ engagement plays a fundamental sustaining role and deserves research attention. Further studies are needed to explore network determinants of the effectiveness of online engagement concerning health-related outcomes. In resource-constrained health care systems, scaling up online communities may offer a potentially accessible, wide-reaching and cost-effective intervention facilitating greater levels of self-management.

(J Med Internet Res 2018;20(7):e238) doi:10.2196/jmir.9952
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**Introduction**

**Background**

Online communities have the potential to influence health and health care. Recent studies have suggested that the participation of people with long-term conditions (LTCs) in online communities (1) improves illness self-management [1], (2) produces positive health-related outcomes [2-4], (3) facilitates shared decision-making with health care professionals [5,6], and (4) may even reduce mortality [7].

There is also evidence that self-management support interventions can reduce health service utilization [8,9].

Online communities have experienced an upsurge in popularity among people with chronic respiratory conditions such as cystic fibrosis [10], asthma [11], pulmonary hypertension [12] and chronic obstructive pulmonary disease (COPD) [13]. More than 15 million people in England suffer from a long-term condition or disability, and they account for at least 50 percent of all general practitioner appointments [14,15]. Thus, assessing how these online communities function and evolve can have important implications for health care provision.

This form of “user-led self-management” of LTCs bears similarities with the “expert patient” model, an approach to self-management of LTCs produced by the United Kingdom (UK) Department of Health in 2001 [16]. Evidence of the effectiveness of conventional off-line self-management programs based on the expert patient model, though, has been weak [17]. Clinic-based self-management programs often failed because of: (1) lack of awareness and engagement among patients and staff, (2) failure to consider low health literacy or cultural norms, (3) lack of attention to the need for family and social support, and (4) a fragmented approach to the provision of health and social care [18]. Although online health communities can be seen as an extension of the expert patient model, network effects, in addition to the online disinhibition effect [19], make them a distinct and unique complex intervention mechanism.

On average, one in four people with an LTC who use the Internet tries to engage online with others with similar health-related concerns [20]. In particular, it has been suggested that the value of participating in an online community lies in the possibility of gaining access to a range of people and resources quickly, easily [21], and anonymously [4], as well as obtaining tailored information and emotional support [1,22-26]. However, most of this evidence comes from qualitative studies [1,27], whereas only recent years have witnessed an increasing interest in quantitative assessments of online communities as intervention mechanisms [28-33]. Recent studies have been concerned with the users’ unequal contributions and engagement patterns, and with the role of superusers. However, the contribution of superusers to the sustainability of online health communities and their structural properties remains mostly unclear.

The potential future integration of online health support systems with formal health care provision should be underpinned by a better understanding of how they are used and by evidence of their effectiveness. Indeed, as suggested by the Medical Research Council [34], integrating online support systems with the more traditional health care provision would require the identification and comparative assessment of potential alternative intervention mechanisms.

An expanding body of literature concerned with social network analysis has examined the structural patterns of relations among interacting actors and the social mechanisms that enable them to gain access to valuable resources [35]. There is also increasing evidence that network approaches can be applied to understanding the users’ “expertise” [36], their interactions, and network effects on health-related outcomes in online health communities [37,38]. Uncovering the mechanisms underlying the formation of successful social networks requires a study of how online connections among people, namely the social ties or links, emerge and evolve, and how groups of individuals gradually grow in membership and become interconnected with one another. These processes of tie creation and group formation in online patients’ communities are still mostly unexplored [1].

In this study, we performed a network analysis of the structure and dynamics of two online communities of people with LTCs. We chose the Asthma UK and the British Lung Foundation (BLF) communities as an exemplar of such communities because their users typically suffer from chronic respiratory conditions. In particular, while Asthma UK users typically suffer from a respiratory condition characterized by variable and recurring symptoms, BLF users represent a more heterogeneous population of participants affected by different diseases linked to chronic symptoms of breathlessness (eg, COPD, pulmonary fibrosis, cystic fibrosis, and lung cancer).
We aimed to uncover and understand how these communities function and evolve, and the role that some users have in maintaining integration and cohesion (see Textbox 1 for research questions). Ultimately, this study provides evidence for gauging the effectiveness of different interaction patterns and the users' structural positions and their potential for enhancing and sustaining health online communities as scalable self-management support interventions.

**Methods**

**Data Collection**

Data were collected by HealthUnlocked [39], the online platform provider of the Asthma UK and BLF communities. Registered users can choose to either write posts publicly or send private posts to one another. In the latter case, posts are shared between 2 users only, whereas when posts are written publicly, a large number of users can become connected through threads of posts. Only posts that were shared publicly were collected and analyzed. For this study, user identifiers (IDs) were anonymized by HealthUnlocked, and no demographic information was collected. The data sets included posts and their metadata (ie, the anonymized user ID numbers), user roles (eg, user, administrator, or moderator), date of posting, the hierarchical level of the post within the corresponding thread, and the dates in which the users joined and left the community. Both communities were moderated, and HealthUnlocked moderators (identified through metadata linked to posts) were included in the analysis to assess their contribution and compare it with other users. Online communities on the HealthUnlocked platform benefit from additional functionalities compared to other online forums, such as built-in patient groups that moderate the content. In particular, the content accessed by users is tailored to their interests, and profiles highlight users’ condition, chosen community, medications and treatments they use or find interesting. No data were collected on participants’ characteristics, though only people declaring themselves to be older than 16 years were permitted to create an account and take part in the online communities.

**Data Analysis**

We looked at the number of users, the number of posts and connections per user and posting frequency. A connection (ie, a tie, link, or edge) was established from one user to another when the former replied to a post by the latter (see Textbox 2 for network analysis terminology). The pattern of connections generated over time through the cumulative number of posts and replies was examined. We were interested not just in the number of posts and responses but in who responded to whom, and when. To this end, we used social network analysis [40] to visualize and study the structure of the relationships between users. Both visualization and analysis were conducted using the Gephi software. The network analysis was carried out through additional custom computer code in python. Descriptive analysis of the networks (ie, number of users, posts, and posting frequency) were calculated using the Pandas library, an open source library providing data structures and analysis tools for the Python programming language.

As a result of the small percentage of users who wrote posts to a disproportionately high number of users, the users’ activity showed long-tailed distributions. Therefore, our analysis was based not only on means and standard deviations but also on medians.

To uncover time patterns in posting activity, we used Fourier transforms of the time series of the users’ activity [46], a known method used for the analysis of signals. Through Fourier transforms, we identified the frequency components, called harmonics, that together made up the posting activity stream. In other words, we regarded the posting activity over the entire observation period in both communities as a complex signal and identified the frequency components that made up such a signal. This analysis was performed using custom code in Scipy, a Python-based scientific computing library.

The “rich-club” coefficient is a metric designed to measure the extent to which well-connected users tend to connect with one another to a higher degree than expected by chance [43]. To this end, for each value \( k \) of a node’s degree (ie, the number of other users a given user is connected with), we computed the ratio between the number of actual connections between nodes with degree \( k \) or larger and the total possible number of such connections [47]. We then divided this ratio by the one obtained on a corresponding random network with the same number of nodes and degree distribution (ie, the probability distribution of the degrees over the whole network) as the real network, but in which links were randomly reshuffled between nodes. Thus, the rich-club coefficients may take values lower or higher than 1, depending on whether the real network has a higher or lower
tendency to coalesce into rich clubs than randomly expected. In particular, networks that display a high rich-club coefficient (ie, greater than 1) are also said to show a “rich-club effect,” namely the tendency to organise into a hierarchical structure in which highly connected nodes preferentially create tightly knit groups with one another, thus generating exclusive clubs of (topologically) rich nodes, as illustrated in previous work [48].

In our study, superusers were defined according to their cumulative activity over the entire observation period. In total, we identified 400 superusers. To uncover how many superusers were active within each week, we detected how many unique users, among the 400 identified over the entire period, were active within that time window.

Following Zhang et al [36], the “z-score” was used as a proxy for users’ expertise. According to this measure, replying to many questions suggests one’s expertise, while asking questions indicates lack of expertise. In our analysis, we treated anyone starting a thread as a help-seeker, and anyone commenting on the thread as a help-giver [36]. Accordingly, the proposed z-score aims to capture the combined help-seeking and help-giving patterns. To this end, for each user, we measured how many standard deviations the observed total number of the user’s help-giving posts lies above or below the expected number of help-giving posts for the whole system. We extended the approach proposed by Zhang et al by empirically assessing the probability of posting and answering a question across all users over the entire observation period. In the BLF community, we found that the probability of answering is $P_a=2/3$, while the probability of posting is $P_q=1/3$. We assumed a Bernoulli process of posting an answer or a question to the forum, with probabilities defined as above. The z-score for a given user $i$ was calculated according to equation (a) in Figure 1, where $a_i$ refers to the total number of answers user $i$ posted to the forum, $q_i$ is the total number of questions user $i$ asked in the forum, and $n_i=a_i+q_i$ is the total number of messages posted by user $i$.

Textbox 2. Network analysis terminology.

- **Degree**: the number of connections a user has established with other users through posts
- **Ego(-centred) network**: the subset of connections linking a focal user—“ego”—directly to other users—“alters”—and connections linking these alters with each other
- **Largest component**: the network component (see below) with the largest number of members.
- **Network Component**: a subset of the network in which all members are directly or indirectly connected with one another (ie, all pairs of nodes in the subset are reachable through at least one tie) [41,42]. Each isolated user can be regarded as a separate component
- **Node**: individual user in an online community
- **Rich-club coefficient**: the degree to which highly connected users preferentially connect to each other to a higher degree than would be expected by chance. In a community with a rich-club coefficient higher than 1, users who post to many others preferentially communicate with each other, thus forming rich clubs. Conversely, in a community with a rich-club coefficient lower than 1, users who post to many others preferentially communicate with those who post to few others, thus generating an anti-rich-club behavior [43]
- **Root post**: the initial post in a thread of posts
- **Superusers**: top 1% of users characterised by the largest number of posts written in the community over the entire observation period [44]
- **Tie, link, edge**: online connection from a user to another, created when the former writes a post to the latter
- **Triad**: a group of 3 users—nodes $i$, $j$, and $u$—forming a path of length 2 (ie, node $i$ is connected to node $j$, and node $j$ is connected to node $u$). When node $i$ is also connected to node $u$, the path is closed, forming a loop of length 3 or a triangle
- **z-score**: a measure of users’ expertise, capturing the users’ combined “help-seeking” and “help-giving” patterns. If a user writes help-seeking and help-giving posts equally often, then the user’s z-score would be equal to zero. Conversely, if a user writes more (or fewer) help-giving posts than help-seeking ones, then the z-score would be positive (or negative) [36,45]
To obtain \( Z_{score} \), let us define a random user that posts the same total number of messages \( n_{random} \) to the forum as user \( i \) (i.e., \( n_{random} = n_i \)). We would expect this random user to post an average number of answers to the forum given by equation (b). Plugging in the value of \( P_r = 2/3 \), we obtained equation (c). Similarly, we would expect the random user to post answers with a standard deviation given by equation (d). Plugging in the value of \( P_r = 2/3 \), we obtained equation (e). To measure how many standard deviations above or below the expected random value a user \( i \) lies, we then computed \( Z_{score} \) according to equation (f). Plugging in the values of \( \mu_{random} \) and \( \sigma_{random} \), we obtained equation (g). Finally, by substituting \( n_i = a_i + q_i \), we obtained equation (h).

Ethical Considerations

Permission to research was obtained from Asthma UK and the BLF before starting the study. The research protocol was examined, and permission to research was obtained from Asthma UK, BLF charities and HealthUnlocked. The study was examined by the institutional Research Ethics board at Queen Mary University of London and was exempt from full review.

Results

Descriptions of Data Sets

The data sets span, respectively, 10 years for the Asthma UK and 4 years for the BLF communities (see Table 1).

Table 1. Description of the Asthma UK and British Lung Foundation data sets.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Asthma UK</th>
<th>British Lung Foundation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set time span (mm/dd/yyyy)</td>
<td>02/03/2006-06/09/2016</td>
<td>13/04/2012-06/09/2016</td>
</tr>
<tr>
<td>Total time (weeks)</td>
<td>548</td>
<td>230</td>
</tr>
<tr>
<td>Total number of posts, n</td>
<td>32,780</td>
<td>875,151</td>
</tr>
<tr>
<td>Number of posts with reply, n (%)</td>
<td>28,615 (87.3)</td>
<td>815,184 (93.1)</td>
</tr>
<tr>
<td>Number of posts with no reply, n (%)</td>
<td>4165 (12.7)</td>
<td>59,967 (6.9)</td>
</tr>
<tr>
<td>Total number of users, n</td>
<td>3345</td>
<td>19,837</td>
</tr>
<tr>
<td>Users who wrote ≥1 post, n (%)</td>
<td>1053 (31.5)</td>
<td>7814 (39.4)</td>
</tr>
<tr>
<td>Users who wrote 1 post, n (%)</td>
<td>331 (31.4)</td>
<td>1186 (15.2)</td>
</tr>
<tr>
<td>Users who wrote &gt;1 post, n (%)</td>
<td>722 (68.6)</td>
<td>6628 (84.8)</td>
</tr>
<tr>
<td>Registered users who never posted (ie, lurkers), n (%)</td>
<td>2292 (68.5)</td>
<td>12,023 (60.6)</td>
</tr>
<tr>
<td>Number of posts per user, mean (SD)</td>
<td>14.2 (55.0)</td>
<td>66.9 (75.1)</td>
</tr>
<tr>
<td>Number of posts per users who posted &gt;1, median (range)</td>
<td>5.1 (2-1068)</td>
<td>8.0 (2-8947)</td>
</tr>
<tr>
<td>Number of posts per users who posted &gt;1, mean (SD)</td>
<td>20.4 (65.6)</td>
<td>88.1 (458.6)</td>
</tr>
<tr>
<td>Posts contributed by top 1% superusers, n (%)</td>
<td>10,457 (31.9)</td>
<td>426,198 (48.7)</td>
</tr>
<tr>
<td>Number of connections per user, mean (SD)</td>
<td>2.1 (5.9)</td>
<td>17.6 (69.0)</td>
</tr>
<tr>
<td>Number of connections per user, median (SD)</td>
<td>1.0 (5.9)</td>
<td>1.0 (69.0)</td>
</tr>
<tr>
<td>Number of connections per top 1% superuser, mean (SD)</td>
<td>10.5 (16.5)</td>
<td>141.0 (174.0)</td>
</tr>
<tr>
<td>Number of connections per top 1% superuser, median (SD)</td>
<td>7.0 (16.5)</td>
<td>70.0 (174.0)</td>
</tr>
</tbody>
</table>

Despite the shorter time span, as a result of the larger number of users, the number of posts in the BLF community was higher than in Asthma UK, namely 875,151 compared to 32,780 respectively. Moreover, BLF users wrote a higher number of posts per user and were connected with a higher number of other users when compared with people in the Asthma UK forum (see Figure 2). In both communities, 60%-70% of registered users wrote no posts (i.e., they were lurkers). Users who wrote more than one post contributed with a median of 8 (range 2-8947) and 5 (range 2-1068) posts in the BLF and Asthma UK communities, respectively.

The number of official moderators among the highly active users was negligable; there were no moderators in the top 5% contributors to BLF and only 2 in the top 5% for Asthma UK. Thus, our network analysis predominantly reflects content originated from registered users.

When classified according to posting activity (i.e., number of posts written to the forum), the top 5% users contributed to a substantial proportion of all posts: 58% and 79% in the Asthma UK and BLF communities, respectively. Superusers were those who made a high number of connections with other users in both Asthma UK and BLF communities (see nodes of large size in Figure 2). Asthma UK superusers made a lower number of connections than BLF ones. The posting activity of these superusers will be analyzed in more detail in subsequent sections.
Figure 2. Cumulative networks across the time span analyzed. Each node represents a user. (A) Asthma UK users (around 1000); (B) British Lung Foundation users (around 8000). The coloring of nodes is based on modularity membership and the size of the node is proportional to its degree (i.e., the number of connections with other users).

Figure 3. Cumulative distributions of the number of posts as a function of time (weeks) within the Asthma UK (A) and the British Lung Foundation (B) communities. Calendars dates are reported below week numbers. Panels C and D illustrate the average number of posts per user per week within Asthma UK and British Lung Foundation, respectively.
Posting Activity

The cumulative number of messages posted grew uniformly over time in the BLF community. By contrast, in 2015, the Asthma UK forum witnessed a substantial increase in posting activity, at a time coinciding with its move to the HealthUnlocked platform (see Figure 3A and B). This increase in activity can be attributed to the online community functionalities offered by HealthUnlocked, as described in the Methods.

The number of posts per user per week oscillated around a decreasing and an increasing trend (Figure 2C and D), while at the same time the number of posts always went up over the study period (Figure 1A and B). This suggests that there were intervals of time during which the rate of increase in new users was larger than the rate of increase in total posts. Moreover, in the Asthma UK forum users wrote according to two time patterns—they posted at an interval of 1-20 days or 6 months (Figure 4A), while those in the BLF community at an interval of 2 days (Figure 4B).

As more users joined the communities and connected to one another through online posts, distinct groups of connected users started to emerge. These groups, called network components (see Textbox 2), have fundamental implications for the effectiveness of processes of network dynamics such as information diffusion [49]. In a relatively short period, both communities underwent the formation of the “largest component” of connected users, namely a connected subset of users whose size increasingly outgrew the size of all other components (see Figures 1 and 4, and Multimedia Appendices 1 and 2). The largest connected components in both communities included 60%-100% of users.

Figure 5 suggests that, as time went by, the number of forum participants and their posting activity increased, and the proportion of users who were part of the largest components decreased. This finding was expected because the number of posts also rose exponentially, yet at times at a lower rate than the one at which new users joined the communities (see Figure 1C and D). It, therefore, became more difficult for the network to self-organize into a connected component that would include 100% of the users. Figure 5A also shows that around week 450, when the forum moved to the HealthUnlocked platform, a larger fraction of users began to join the largest connected component, thus highlighting the role that the new online platform played in strengthening the connectedness of the network (see also Figure 3A and B).

Superusers

Superusers represented a small minority (ie, 1%-5%) within both communities but were responsible for a high proportion of the posting activity and the functioning of the communities.

Superusers’ Role

Sensitivity analysis showed that the removal of users with the largest number of connections caused the largest component to collapse (see Figure 6), thus suggesting that both communities and lines of communication within them were held together precisely by these highly connected users. In online communities, the existence of groups of highly connected users is critical for information diffusion [50].

Figure 4. Periodicity of posting activity in Asthma UK (A) and the British Lung Foundation (B), measured through the Fast Fourier Transform (FFT). The component frequencies are denoted by \( f \) and are inverted to produce time period in days.
Figure 5. Fraction of users that are part of the largest component as a function of time (weeks) for Asthma UK (A) and the British Lung Foundation (B).

Figure 6. Sensitivity analysis: targeted removal of nodes (users) starting from the most connected ones within Asthma UK (A) and the British Lung Foundation (B).

Figure 6 suggests that it only takes the removal of the top 5% users by degree of connectivity for the largest connected component to collapse to 10% and 50% of its original size in the Asthma UK and BLF communities, respectively. This corresponds to the removal of about 50 and 400 users in the 2 communities, respectively. These results shed light on how many superusers are needed to sustain discussions and to serve the needs of users in large communities of people with LTCs.

Superusers and the Rich-Club Effect

Both Asthma UK and BLF communities were characterized by a low rich-club coefficient, which was consistently lower than 1 (see Figure 7). This anti-rich-club behavior, namely the tendency to run counter to the formation of a rich club, suggests that in both communities highly connected superusers preferentially communicated with poorly connected ones or, alternatively, that superusers tended to avoid each other and instead communicated with those who were only connected with very few others.

Anti-rich-club behavior may suggest competition between superusers or merely the organization of the communities into groups of users characterized by different degrees of “expertise” or commitment: one group including the few committed experts and another including the vast majority of those seeking information when needed. It would, therefore, come as no surprise if the former were to communicate with the latter to a greater extent than randomly expected. We shall investigate this hypothesis further below.

Involvement of Superusers Over Time

We have shown that the connectedness of both communities depends crucially on the presence and activities of superusers, who committed a significant amount of their time to writing posts and targeting new users. We now look at whether their activity was concentrated in relatively short periods of time or instead it was uniformly distributed over time. How superusers’ involvement is distributed over time may have fundamental implications for the cohesion of the whole system precisely in light of the role these users play.
Figure 7. Rich-club coefficient as a function of the richness parameter (i.e., users’ degree).

Figure 8. Number of unique users among the top 400 superusers as a function of time (weeks) within Asthma UK (A) and the British Lung Foundation (B).

Figure 8 suggests that there was no scarcity of superusers throughout the whole period of observation. In particular, the number of superusers in the Asthma UK community remained stable across almost the entire period until it increased substantially when the forum moved to the HealthUnlocked platform in 2015. Since then about twenty superusers have been active in the forum. On the other hand, in the BLF community the number of unique superusers increased steadily over the first 50 weeks (1 year) since inception (2015), and subsequently there were about 80–100 superusers regularly engaged with the community.

Superusers’ Posting Activity

We then investigated whether superusers’ posting activity was frequent and regular over time. To this end, for each of the top 5% users by post contribution, calculated cumulatively over the entire observation period, we measured the time interval separating every two subsequent posts to both communities. We then computed the inter-event time distributions for both communities to assess frequency and patterns of activity. Figure 9 suggests that 70% of interposting times were shorter than 3.1 days in the Asthma UK community, while 65% of interposting times in the BLF community were shorter than 1.7 days.

Superusers’ Expertise

For each user, a z-score was calculated in both communities to gauge the user’s expertise (see Data Analysis section). Figure 10 suggests that the more users became active in the communities, the more likely they were to write posts (assumed to be “help-giving” posts) [36,45] than to start new threads (assumed to be “help-seeking” posts). Such a finding might indicate that superusers were also those with the necessary degree of expertise to answer a large number of questions.

Thus, superusers not only play a topologically important role in the communities, but they are also likely to provide the expertise needed to answer queries.

Ego Networks of Superusers

Next, we examine whether the ego networks of different types of users were topologically different, and what generated such differences. Users commonly started a discussion thread by writing a root post (i.e., the post at level 1 of the thread). Several users could then directly respond to these posts at level 1, thus creating level-2 posts. More generally, according to the design of the communities, by posting a response to a level–(t) post, users created a level–(t+1) post. There was no limitation to how a post thread could evolve, and therefore to the complexity of the thread hierarchy. Information on post levels was made available through the post metadata. In our analysis, any post at level 2 or higher was classified as a level–2+ post. Here the analysis was restricted to the BLF forum, as the Asthma UK community was significantly smaller with simpler hierarchical levels.
Figure 9. Cumulative distribution function (CDF) of the interposting time for the top 5% of users by post contribution within the Asthma UK (A) and the British Lung Foundation (B) communities.

Figure 10. Z-score values of all users as a function of the number of posts written in the Asthma UK (A) and British Lung Foundation (B) communities. The top panels represent the normalized distributions of the number of users who wrote various numbers of posts.

Figure 10A and B show the ego networks of two types of users: one where the help-seeker, called root poster, contributed back multiple times to the thread itself, and the other where this pattern did not happen. In both cases, the thread received similar community engagements in terms of responses from other users. Figure 11B suggests that the highly active root poster developed a more cohesive network, rich in third-party relationships. In this ego network, many alters indeed connected with one another, thus creating closed triads centered on ego. In simple words, these users’ posting activity had the effect of making other users talk to each other, thus increasing integration and cohesion within the community. By contrast, the ego network developed by the root poster characterized by a lower contribution to the thread (Figure 11A) had a star-like shape and was rich in structural cleavages between alters. In simple words, these users did not favor connections between other users.

By replying to other users’ posts, superusers contributed significantly to level 2 or above. Figure 11C shows that there was a significant correlation between the number of triads in an ego network and the number of times ego (the root poster) contributed to the thread itself. The correlation coefficient between the number of triads and the number of posts at level 2 or above written by the top 5% of users by post contribution is 0.44 ($P<.001$).

When root posters responded back to the posts received, they created a more cohesive network structure. Most of these highly active users were superusers. This suggests that superusers, by posting “help-giving” posts, enabled other users to talk to each other, thus facilitating the formation of ties between them.
Discussion

Summary of Main Findings

In this study, we applied network analysis to two online communities for patients with chronic respiratory conditions to shed light on potential structural mechanisms underlying the role of these communities as scalable, peer-to-peer self-management support intervention systems. We found that the number of users and posts increased steadily over the years in the period of analysis. The majority of users were mutually reachable, either directly or indirectly, and formed a large connected component, which underlies the strength of the network as a means for widespread diffusion of information. Superusers played a central role in these communities as a result of the characteristics of their posting activity and their constant online engagement. They preferentially replied to posts from peripheral users who were not equally well connected. In doing so, they additionally facilitated tie formation between users. Sensitivity analysis showed that gradual removal of superusers induced the network to collapse. Thus, superusers were responsible for holding the network together and, in particular, for ensuring the emergence of a large connected component. As a result, without superusers, there would be no effective spread of information within the community. Superusers acted as a continuously available resource over time. As users became more active within the community, they became more likely to reply to posts than to ask questions. This suggests that superusers gradually became “experts” providing others with advice and support, which is in agreement with what has recently been suggested by other qualitative studies [6,51].

Strengths and Limitations

Based on social network analysis, this work has started elucidating crucial mechanisms underlying the potential of online health communities to promote effective self-management support interventions, in particular regarding the role of superusers in sustaining and providing integration and cohesion to the network. By analyzing the communities over more than five years, we have shown that superusers are a resource naturally present, able to sustain a network and make it thrive over time. This could prompt future studies to understand their role as a potential scalable health care workforce [1].

Limitations of this study include the lack of demographic and clinical information of participants as well as verification and validation of the information shared online [52], although previous qualitative work by the authors has identified Asthma UK superusers as adolescents with asthma [25]. Moreover, findings were not validated through the semantic analysis of the posts.

We did not investigate the reasons explaining the oscillating number of posts per user per week in the 2 communities, nor the time patterns of posting activity, nor the higher and regular number of posts of BLF users compared with Asthma UK ones. Time patterns of posting activity may reflect the nature of symptoms of the underlying lung conditions (see Figure 4). In particular, the uniformity of posting activity of BLF users might reflect daily self-management activities, whereas the time patterns uncovered for Asthma UK users might reflect self-management activities triggered by episodic exacerbations of symptoms.

More research is also needed to explore the mechanisms sustaining the effectiveness of health online communities and online engagement [53] in terms of the users’ quality of life and, more generally, the generation of beneficial health-related outcomes [54]. The role of superusers in the spread of information within online communities calls for further research to investigate how they can improve quality of information and reduce any potential harm [55]. Future work along these lines will integrate available evidence that incorrect or misleading information is, in many cases, efficiently corrected by peers [6,56]. Moreover, recent research has suggested that leveraging superusers to promote users’ online engagement may not achieve improved health-related outcomes, at least in connection with smoking cessation [57]. More qualitative work should, therefore, shed light on the role of superusers as actual providers of help and advice to other users.

Finally, 90% of people accessing patients’ online communities are passive readers who do not engage in online discussions [44,58]. This means that the number of registered users who post in the forum may represent only 10% of the people who...
access the community. However, how this large majority of 
patients that passively access patients’ online communities can 
benefit from reading others’ posts requires further investigation 
[59]. In particular, it remains unclear whether passive users can 
improve their self-management and other health-related 
behaviors, although previous work has shown that participation 
in online communities can increase passive users’ sense of 
belonging [60]. Change in behaviors of passive readers needs 
to be fully accounted for to examine the cost-effectiveness of 
peer-based online support interventions, compared with more 
traditional intervention tools. Moreover, it remains to be 
investigated whether there are variations in cost-effectiveness 
across active users and sub-groups of them with different 
patterns of social ties [61].

Comparison With Related Work

Previous studies on medical online communities agree that users 
can benefit from the emotional support as well as the cumulative 
experiential information provided by others [1,62,63]. The value 
of online self-management support lies in the availability of 
co-created experiential knowledge and the presence of 
distributed health literacy. This enables users to find the 
information they require to manage their condition, and thus 
allows them to benefit from the health literacy of others in the 
network [1].

A qualitative study that was performed on a forum of people 
with stroke has shown that up to 95% of users’ intents for 
writing posts were met by replies [22]. In agreement with 
previous reports [45], we found that superusers represented a 
small proportion of the users in both communities, though they 
contributed to a considerable proportion of the overall posts. 
Superusers were members who assumed leadership roles by 
providing support, advice, and direction to other members 
[64,65].

This is in qualitative agreement with recent work on an online 
community for people with stroke, where superusers were shown 
to play an essential role in nurturing the ability of the forum to 
provide feedback and identify inappropriate information and 
health behaviors in the context of secondary prevention 
medications [6]. Interestingly, a related study using linguistic 
analysis showed that as users’ engagement in the community 
increased, their use of language changed. For example, it has 
been documented that the frequency of imperative verbs rose 
steadily through membership length, as superusers explicitly 
directed new members to do certain things [51].

Finally, superusers’ engagement with the online community 
and their daily commitment raise questions about what motivates 
their behavior. Recent work has suggested that their behavior 
can be motivated by perceived improvements in sense of 
well-being [4]. Thus, superusers can themselves profit from 
their engagement with online health communities. However, 
what remains to be investigated is whether and to what extent 
spending so much time in online health communities might be 
detrimental to superusers’ self-management.

Implications for Policy, Practice, and Research

As a result of the voluntary basis of users’ contributions, 
self-management support through online health communities 
offers high potential for cost-effectiveness from the perspective of 
formal services. Current health care challenges [66] include 
supporting self-care and management of LTCs. A key to future 
changes in models of health and social care are the expansion of 
health services offered locally as well an increasing role for 
patient self-management of LTCs. Initiatives to improve access 
to care in the community include expanding health care team 
to incorporate more allied health care professionals [67]. The 
benefits of self-management have not been realized through 
conventional face-to-face channels [18]. Could superusers 
represent an allied health care workforce, providing a means 
for health and social care integration? The impact and benefit 
of this novel approach could be huge and include: (a) increasing 
the confidence of a large number of people to self-care, (b) 
reducing demand on general practices [15], emergency care 
services and hospitals, and (c) saving money within health care 
systems, and across society as a whole. The potential scale of 
societal benefits would likely outweigh the opportunity costs 
associated with the time contributed by users. Understanding 
the mechanisms underlying effectiveness and uncovering how 
online communities are organized and evolve are vital preludes 
to developing and testing effective interventions and are required 
by the Medical Research Council Complex Interventions 
Framework [34]. However, little work has addressed this area 
to date. Although there is evidence that highly engaged users 
play a role as active help-providers to other users [45], this is 
to our knowledge the first study showing that superusers in 
online health communities: (1) are responsible for holding the 
community together, (2) engage with other users with low 
posting activity, and (3) indirectly contribute to tie formation 
between other users.

This work has drawn on social network analysis to uncover 
fundamental mechanisms underlying the potential of online 
communities to promote effective self-management support 
interventions. In particular, our study contributes to a better 
understanding of the role played by superusers in sustaining 
and providing integration and cohesion to the network. By 
analyzing the communities over more than five years, we have 
shown that superusers can sustain and make the network thrive 
over time. The presence of both a large connected component 
and superusers is a crucial feature of successful health 
communities. It is well known that components are critical for 
information diffusion [50,68]. Without a large connected 
component, users would be members of small isolated islands, 
and information would be unable to flow from one island to 
another. An online community needs a large component to 
function effectively. As edges between users are added over 
time, a large component is likely to emerge [69]. Our work has 
shown not only that superusers play a critical role in the 
emergence of a connected component, but also that, even 
without being “appointed” externally, superusers would emerge 
as the community grows large enough. Our findings will, 
therefore, prompt and inform future research interested in 
understanding superusers’ role as a potential scalable health 
care workforce in online self-management support interventions 
[1,70].

Moreover, our study has uncovered temporal patterns of posting 
activity. This will prompt further research aimed at investigating
differences in these patterns across communities using qualitative analysis. This would include the analysis of whether users’ intents were met by replies [22] and the potential correlation between the amount of time spent online and improved disease self-management.

Across a variety of empirical domains, it has been documented that hubs (i.e., nodes with a disproportionately large number of connections) are valuable resources that help spread information widely and amplify information cascades [71], help design effective vaccination campaigns and selective immunization strategies against disease diffusion and epidemics [72,73], and help improve the system’s robustness and vulnerability to random failures [74]. Here we have shown that health online communities are no exception. Our results suggest that superusers indeed represent a crucial resource for the integration and functioning of such communities, which therefore seem to be governed by the same network mechanisms as other real-world networks. This study will, therefore, inform future research interested in uncovering the common organizing principles underpinning a variety of real-world systems.

Conclusions
This study shows that patients’ online communities share the same network features as other complex networks across a variety of empirical domains. Our analysis highlighted the special role played by superusers, their topological positions and behavior in the communities. In this sense, our results shed light on the topological mechanisms underlying the ability of patients’ online communities to provide self-management support and may, therefore, suggest levers for improving the quality of health care intervention.

At a time when health care services are working beyond capacity and patients are finding it difficult to access care, online communities provide the potential for addressing critical health care challenges. They offer a feasible way for patients with LTCs to find helpful advice and support, and a potentially cost-effective and scalable solution to the vast and rising costs associated with long-term disease management. Even though our results showed that there was no scarcity of superusers throughout the whole period of the study, nonetheless ensuring that such networks will become a core component of illness self-management on a broader scale requires proper research investment leading to randomized control studies and potentially a change in the concept of the health care team.
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Abstract

Background: We recently reported that depressed and anxious primary care patients randomized to a moderated internet support group (ISG) plus computerized cognitive behavioral therapy (cCBT) did not experience improvements in depression and anxiety over cCBT alone at 6-month follow-up.

Objective: The 1% rule posits that 1% of participants in online communities generate approximately 90% of new user-created content. The aims of this study were to apply the 1% rule to categorize patient engagement with the ISG and identify whether any patient subgroups benefitted from ISG use.

Methods: We categorized the 302 patients randomized to the ISG as: superusers (3/302, 1.0%), top contributors (30/302, 9.9%), contributors (108/302, 35.8%), observers (87/302, 28.8%) and those who never logged in (74/302, 24.5%). We then applied linear mixed models to examine associations between engagement and 6-month changes in health-related quality of life (HRQoL; Short Form Health Survey Mental Health Component, SF-12 MCS) and depression and anxiety symptoms (Patient-Reported Outcomes Measurement Information System, PROMIS).

Results: At baseline, participant mean age was 42.6 years, 81.1% (245/302) were female, and mean Patient Health Questionnaire (PHQ-9), Generalized Anxiety Disorder scale (GAD-7), and SF-12 MCS scores were 13.4, 12.6, and 31.7, respectively. Of the 75.5% (228/302) who logged in, 61.8% (141/228) created ≥1 post (median 1, interquartile range, IQR 0-5); superusers created 42.3% (630/1488) of posts (median 246, IQR 78-306), top contributors created 34.6% (515/1488; median 11, IQR 10-18), and contributors created 23.1% (343/1488; median 3, IQR 1-5). Compared to participants who never logged in, the combined superuser + top contributor subgroup (n=33) reported 6-month improvements in anxiety (PROMIS: −11.6 vs −7.8; P=.04) and HRQoL (SF-12 MCS: 16.1 vs 10.1; P=.01) but not in depression. No other subgroup reported significant symptom improvements.

Conclusions: Patient engagement with the ISG was more broadly distributed than predicted by the 1% rule. The 11% of participants with the highest engagement levels reported significant improvements in anxiety and HRQoL.

KEYWORDS
internet support group; patient engagement; anxiety; depression

Introduction

Background
Internet support groups (ISGs) are specialized social media websites that connect individuals with common health conditions and provide a forum for peers to exchange information, resources, and support [1,2]. While ISGs for mental health conditions have become increasingly common [3], randomized trials [4,5] and systematic reviews [6-8] find they have mixed benefits for reducing psychologic distress. In a recent randomized controlled trial, we reported that providing depressed and anxious primary care patients with access to a moderated ISG in addition to a computerized cognitive behavioral therapy (cCBT) program provided no additional intent-to-treat benefit in patients’ health-related quality of life (HRQoL) or mood and anxiety symptoms over the cCBT program alone at 6-month follow-up, although cCBT was more effective than primary care physicians’ (PCPs) usual care [9] (NCT01482806). These null findings raise questions about whether any subgroups of ISG members may have benefitted differentially from the ISG based on their level of engagement.

One approach to classify engagement with an online community is the 1% rule [10,11]. Adapted from the digital marketing literature, the 1% rule posits that 1% of online community members (superusers) create approximately 90% of user-generated content, approximately 10% of members (contributors) create less than 10% of the remaining content, and 90% of members (observers) rarely contribute but mainly observe activity. A recent observational study replicated the 1% rule in 4 large ISGs for individuals with addiction and mood disorders [12] and found that participants’ demographic and disease-specific characteristics were not associated with their level of engagement with these online communities [13].

Goal of This Study
Very little work has been done to investigate the relationship between level of ISG engagement and clinical outcomes for treating depression and anxiety or any other mental health condition in primary care [5,14]. Therefore, to classify the patients randomly assigned to our trial’s ISG arm by their level of engagement, we applied the 1% rule based on the number of posts they created on the ISG. We then conducted post hoc analyses to compare these engagement level subgroups with patients randomly assigned to the ISG who never logged in to examine whether any patient subgroup benefitted from participating in our online community.

Methods

Study Setting, Patient Eligibility, and Randomization and Experimental Conditions
The protocol for the Online Treatment for Mood and Anxiety Disorders Trial was approved by the University of Pittsburgh’s Institutional Review Board and detailed in the trial’s primary outcomes report [9]. Briefly, PCPs in 26 southwestern Pennsylvania practices referred patients with a Generalized Anxiety Disorder scale (GAD-7) [15] or Patient Health Questionnaire (PHQ-9) [16] score ≥10, indicating moderately severe anxiety or depression symptoms, between August 2012 and September 2014. We randomized 704 protocol-eligible participants to either (1) care manager–guided access to the 8-session “Beating the Blues” cCBT program designed to provide users with basic CBT skills [17] (cCBT-only; 301/704), (2) cCBT plus additional access to our password-protected and moderated ISG (ISG+cCBT; 302/704), or (3) their PCP’s usual care (101/704). All study arms had similar baseline sociodemographic and clinical characteristics [9]. Analyses in this report focus solely on the 302 participants assigned to the ISG+cCBT arm.

Care Manager Support
Following randomization, the care manager exclusively assigned to the ISG+cCBT arm contacted each participant via telephone to provide basic psychoeducation and encourage them to start the cCBT program and log in to the ISG. Later, he contacted participants (we define these as care manager contacts) via email, text, and telephone to promote adherence with the cCBT program and treatment recommendations, including suggestions to access various resources on the ISG. The care manager presented each participant’s progress to the study PCP, psychiatrist, and psychologist at a weekly case review meeting [18].

Internet Support Group
We used WordPress (Automattic Inc) software to create our password-protected ISG that was accessible via computer or smartphone (Figure 1). The ISG featured moderated discussion boards created by the care manager–ISG moderator and study participants. The study team used an iterative process to decide on the initial discussion board topics, with a focus on common challenges faced by patients with depression and anxiety (eg, managing symptoms, discussing mental health issues with friends, common triggers). The ISG also curated links to external resources including local $4 generic pharmacy programs; find-a-therapist; crisis hotlines; brief YouTube videos on insomnia, nutrition, exercise, and other topics; our electronic medical record system’s patient portal; and the cCBT program (Multimedia Appendix 1).

To preserve confidentiality, we assigned members usernames and regularly reminded them not to post any self-identifying information or photographs. Additionally, a study investigator logged in to the ISG daily to review new posts for suicidal thoughts and other potentially inappropriate content. Participants were also able to flag comments for review by the ISG moderator and possible removal.
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Engagement with the Internet Support Group

We provided participants with password-protected access to the ISG approximately 3 months after the start of subject enrollment once the first 25 patients were randomized to the ISG arm to promote user-generated activity. Afterward, we provided participants with ISG access shortly after randomization.

Participants created content on the ISG discussion boards by either initiating a new discussion thread or commenting on an ongoing thread (posts). On most weeks, the care manager–ISG moderator also initiated new discussion threads on such topics as coping with mental health symptoms, talking about depression and anxiety with friends, stressors (eg, holidays, work-life balance), and lifestyle challenges (eg, healthy diet, losing weight, exercise).

Although we encouraged participants to log in and post on the ISG throughout their 6-month intervention phase, we did not require them to do so. Still, we took several measures to encourage participants to log in and post by featuring status indicators on their profiles and posts (eg, stars and likes), emailing notifications of new ISG activities and posts, highlighting new posts on their homepage based on their past ISG activity, inviting participants to serve as guest moderators, and holding various contests that promoted logging in and posting.

Assessments

Following confirmation of protocol eligibility and consent, a study assessor collected sociodemographic and clinical information from our study practices’ electronic medical record system and from the participant, ascertained self-identified race, and administered the Primary Care Evaluation of Mental Disorders (PRIME-MD) Anxiety and Mood Modules to establish a psychiatric diagnosis [19], the 12-Item Short Form Health Survey Mental Components Score (SF-12 MCS) to measure HRQoL [20], and the Patient-Reported Outcomes Measurement Information System (PROMIS) Depression and Anxiety short forms to measure depression and anxiety symptom levels [21]. Later, an assessor who was blinded to participants’ randomization assignment telephoned participants to readminister the PROMIS and SF-12 MCS at 3 months and at the 6-month primary outcome time point.

We obtained counts of unique patient log-ins and posts from the logs of the server that hosted the ISG. We defined a post as an entry that initiated a new discussion thread or added an entry to an existing discussion thread, and we summarized the number of posts each participant made to arrive at a total.

Classification of Internet Support Group Engagement

Using the 1% rule as our starting point, we classified participants into subgroups by level of engagement as measured by the total...
number of posts each created during the first 6 months after randomization (top 1% of posters, next 9%, and remaining 90%) [10,11]. Given our interest in identifying the gradient of participant engagement, we further classified participants into the following subgroups: superusers (top 1%), top contributors (next 9%), contributors (made at least 1 post), observers (logged in at least once but never posted), and those who never logged in. Since several participants between the 9th and 11th percentiles made the same number of posts, we reclassified our top contributors as the next highest 10% of posters after superusers, rather than the next 9%.

Statistical Analysis
We calculated the baseline sociodemographic and clinical characteristics across the 5 ISG engagement groups using percentages, means and standard deviations, and medians and interquartile ranges (IQR), and we made group comparisons using analysis of variance and chi-square tests. As we had only 3 superusers, we grouped them with the 30 top contributors for all analyses to conduct more meaningful comparisons.

We used linear mixed models for each of the clinical outcomes (SF-12 MCS, PROMIS Depression, PROMIS Anxiety) that included fixed effects for engagement subgroup, time, group-by-time interaction, education, self-identified race, gender, and random effects for participants. We also compared the 6-month change in HRQoL and depression and anxiety symptoms between participants who were assigned to the ISG arm (ISG+cCBT) but never logged in and participants in our combined superusers + top contributor subgroup. All analyses were conducted using SAS version 9.4 (SAS Institute Inc).

Results

Baseline Sociodemographic and Clinical Characteristics
At baseline (Table 1), the 302 participants randomized to the ISG+cCBT arm reported moderately severe depression (PHQ-9 mean 13.4, SD 4.7) and anxiety symptoms (GAD-7 mean 12.6, SD 4.5) and low HRQoL (SF-12 MCS mean 31.7, SD 9.4). They had a mean age of 42.6 years, 81.1% (245/302) were female, and 47.7% (144/302) had at least a college education.

While each engagement subgroup was predominately female, white, and had comorbid depression and anxiety, reflecting the overall composition of our study cohort, participants who were female, white, and college educated were more likely to be in the superusers + top contributors subgroup (eg, ≥4-year college education: 70%, 23/33 superusers + top contributors vs 36%, 27/74 of the never log-ins; Table 1).

Distribution of Engagement
Seventy-five percent of participants (228/302) logged in to the ISG at least once during their 6-month intervention phase, for a total of 2041 log-ins. Of those, the median number of log-ins per participant was 4 (IQR 2-9.5; range 1-214). Participants created 1488 posts over the 6-month intervention phase, and 61.8% (141/228) made at least 1 post (median posts per participant: 1, IQR 0-5).

As expected, the mean number of log-ins and posts differed widely across engagement subgroups (P<.001, Tables 2 and 3). However, the distribution of posts in our sample was less skewed than predicted by the 1% rule, with superusers making 42.3% (630/1488) of posts (median 246, IQR 78-306), top contributors 34.6% (515/1488, median 11, IQR 10-18) and contributors 23.1% (343/1488, median 3, IQR 1-5). Moreover, only 28.8% (87/302) of participants in the ISG were classified as observers (ie, they logged in to the site at least once but never posted).

Process Measures of Care
Overall, the mean number of cCBT sessions completed was 5.5 (SD 2.7), and 35.8% (108/302) completed all 8 cCBT sessions. Across engagement subgroups, participants who created more posts also completed more cCBT sessions (P<.001) and had more care manager contacts (P<.001; Tables 2 and 3).

Mental Health Outcomes at 6 Months
After adjusting for gender, race, and education level, all engagement subgroups reported similar improvements in symptoms at 6-month follow-up regardless of level of engagement with the ISG (Tables 4 and 5). Furthermore, compared to participants who never logged in to the ISG, the combined superusers + top contributors subgroup reported a greater improvement in HRQoL (mean Δ SF-12 MCS: 16.1, SE 1.9 vs 10.1, SE 1.3, P=.01) and anxiety symptoms (mean Δ PROMIS T-score: −11.6, SE 1.5 vs −7.8, SE 1.0, P=.04); we did not observe a similar improvement in depression symptoms.
Table 1. Baseline sociodemographic and psychiatric characteristics by engagement level.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=302)</th>
<th>Superusers + top contributors (n=33)</th>
<th>Contributors (n=108)</th>
<th>Observers (n=87)</th>
<th>Never log-ins (n=74)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>42.6 (14.4)</td>
<td>40.9 (13.3)</td>
<td>41.9 (14.4)</td>
<td>43.0 (14.0)</td>
<td>43.9 (15.5)</td>
<td>.72</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>245 (81.1)</td>
<td>31 (94)</td>
<td>88 (81.4)</td>
<td>63 (72)</td>
<td>63 (85)</td>
<td>.04&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>White race, n (%)</td>
<td>242 (80.1)</td>
<td>29 (88)</td>
<td>94 (87.0)</td>
<td>65 (75)</td>
<td>54 (73)</td>
<td>.04&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥4-year college degree, n (%)</td>
<td>144 (47.7)</td>
<td>23 (70)</td>
<td>54 (50.0)</td>
<td>40 (46)</td>
<td>27 (36)</td>
<td>.02</td>
</tr>
<tr>
<td>Married or living with partner, n (%)</td>
<td>120 (39.7)</td>
<td>18 (55)</td>
<td>42 (38.9)</td>
<td>36 (41)</td>
<td>24 (32)</td>
<td>.38</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>204 (67.6)</td>
<td>22 (67)</td>
<td>75 (69.4)</td>
<td>62 (71)</td>
<td>45 (61)</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Psychiatric&lt;sup&gt;c&lt;/sup&gt; diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depression only</td>
<td>63 (21.6)</td>
<td>8 (24)</td>
<td>21 (19.4)</td>
<td>21 (24)</td>
<td>13 (18)</td>
<td>.75&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Generalized anxiety disorder only</td>
<td>22 (7.5)</td>
<td>3 (9)</td>
<td>5 (4.6)</td>
<td>7 (8)</td>
<td>7 (9)</td>
<td></td>
</tr>
<tr>
<td>Both depression and anxiety</td>
<td>207 (70.9)</td>
<td>22 (67)</td>
<td>78 (72.2)</td>
<td>57 (66)</td>
<td>50 (68)</td>
<td></td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;d&lt;/sup&gt;, mean (SD)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>13.4 (4.7)</td>
<td>12.3 (5.5)</td>
<td>14.0 (4.4)</td>
<td>13.2 (4.6)</td>
<td>13.3 (4.7)</td>
<td>.27</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;f&lt;/sup&gt;, mean (SD)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>12.6 (4.5)</td>
<td>13.3 (4.8)</td>
<td>12.8 (4.6)</td>
<td>12.6 (4.7)</td>
<td>12.1 (3.8)</td>
<td>.62</td>
</tr>
<tr>
<td>PROMIS&lt;sup&gt;g&lt;/sup&gt; Depression T-score, mean (SD)</td>
<td>62.0 (6.3)</td>
<td>61.8 (6.7)</td>
<td>62.4 (6.1)</td>
<td>62.0 (6.5)</td>
<td>61.5 (6.1)</td>
<td>.79</td>
</tr>
<tr>
<td>PROMIS Anxiety T-score, mean (SD)</td>
<td>65.8 (6.2)</td>
<td>66.9 (6.7)</td>
<td>66.0 (6.5)</td>
<td>65.6 (5.4)</td>
<td>65.2 (6.2)</td>
<td>.57</td>
</tr>
<tr>
<td>SF-12 MCS&lt;sup&gt;h&lt;/sup&gt;, mean (SD)</td>
<td>31.7 (9.4)</td>
<td>31.4 (8.9)</td>
<td>30.9 (9.2)</td>
<td>31.2 (8.5)</td>
<td>33.6 (10.9)</td>
<td>.25</td>
</tr>
<tr>
<td>Depression/anxiety medication use in past year, n (%)</td>
<td>236 (78.1)</td>
<td>26 (79)</td>
<td>87 (80.6)</td>
<td>68 (78)</td>
<td>55 (74)</td>
<td>.66&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mental health therapist visit in past year, n (%)</td>
<td>59 (19.5)</td>
<td>10 (30)</td>
<td>18 (16.7)</td>
<td>19 (22)</td>
<td>12 (16)</td>
<td>.35</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value represents comparison of the 4 engagement level groups.

<sup>b</sup>P value from Fisher exact test.

<sup>c</sup>10 participants did not meet diagnostic criteria for depression or anxiety on the Primary Care Evaluation of Mental Disorders; these participants were not included in the denominator when calculating the percentage with each diagnosis.

<sup>d</sup>PHQ-9: Patient Health Questionnaire.

<sup>e</sup>n=30 in Superusers and Top contributors group.

<sup>f</sup>GAD-7: Generalized Anxiety Disorder scale.

<sup>g</sup>PROMIS: Patient-Reported Outcomes Measurement Information System.

<sup>h</sup>SF-12 MCS: Short Form Health Survey Mental Components Score.
### Table 2. Six-month internet support group log-ins, posts, and process measures by engagement level across all groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Superusers (n=3)</th>
<th>Top contributors (n=30)</th>
<th>Contributors (n=108)</th>
<th>Observers (n=87)</th>
<th>Never log-ins (n=74)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ISG(^a) log-ins</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>119.0 (84.3)</td>
<td>22.5 (16.5)</td>
<td>7.3 (6.6)</td>
<td>2.5 (2.1)</td>
<td>N/A (^b)</td>
</tr>
<tr>
<td>Median (IQR(^c))</td>
<td>90 (53-214)</td>
<td>18 (13-27)</td>
<td>5.5 (3-9)</td>
<td>2 (1-3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>ISG posts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>210.0 (118.2)</td>
<td>17.2 (13.3)</td>
<td>3.2 (2.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>246 (78-306)</td>
<td>11 (10-18)</td>
<td>3 (1-5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>cCBT(^d) sessions completed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.0 (0.0)</td>
<td>7.4 (1.4)</td>
<td>5.8 (2.6)</td>
<td>4.2 (3.0)</td>
<td>1.9 (2.7)</td>
</tr>
<tr>
<td><strong>Care manager contacts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>36.0 (11.8)</td>
<td>19.4 (5.6)</td>
<td>18.4 (6.4)</td>
<td>15.7 (5.0)</td>
<td>13.1 (4.7)</td>
</tr>
</tbody>
</table>

\(^a\) ISG: internet support group.
\(^b\) N/A: not applicable.
\(^c\) IQR: interquartile range.
\(^d\) cCBT: computerized cognitive behavioral therapy.

### Table 3. Six-month internet support group log-ins, posts and process measures by engagement level with combined superusers + top contributors group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Superusers + top contributors (n=33)</th>
<th>Contributors (n=108)</th>
<th>Observers (n=87)</th>
<th>Never log-ins (n=74)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ISG(^a) log-ins</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>31.2 (38.5)</td>
<td>7.3 (6.6)</td>
<td>2.5 (2.1)</td>
<td>N/A (^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR(^c))</td>
<td>20 (13, 31)</td>
<td>5.5 (3, 9)</td>
<td>2 (1, 3)</td>
<td>N/A</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td><strong>ISG posts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>34.7 (64.8)</td>
<td>3.2 (2.1)</td>
<td>N/A</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>12 (10, 14)</td>
<td>3 (1, 5)</td>
<td>N/A</td>
<td>N/A</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td><strong>cCBT(^e) sessions completed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.4 (1.3)</td>
<td>5.8 (2.6)</td>
<td>4.2 (3.0)</td>
<td>1.9 (2.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Care manager contacts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>20.9 (7.8)</td>
<td>18.4 (6.4)</td>
<td>15.7 (5.0)</td>
<td>13.1 (4.7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) ISG: internet support group.
\(^b\) N/A: not applicable.
\(^c\) IQR: interquartile range.
\(^d\) \(P\) value from Kruskal-Wallis test.
\(^e\) cCBT: computerized cognitive behavioral therapy.
Table 4. Mental health outcomes by engagement level across all groupsa.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Superusers + top contributors (n=33)</th>
<th>Contributors (n=108)</th>
<th>Observers (n=87)</th>
<th>Never log-ins (n=74)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF-12 MCSb, estimated mean (SE)c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>31.2 (1.9)</td>
<td>30.9 (1.2)</td>
<td>31.2 (1.2)</td>
<td>33.8 (1.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>6 months</td>
<td>47.2 (2.0)</td>
<td>42.5 (1.2)</td>
<td>43.8 (1.2)</td>
<td>44.0 (1.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ 6 months</td>
<td>16.1 (1.9)</td>
<td>11.7 (1.1)</td>
<td>12.6 (1.2)</td>
<td>10.1 (1.3)</td>
<td>.08</td>
</tr>
<tr>
<td>Superusers + top contributors vs never log-in</td>
<td>16.1 (1.9)</td>
<td>N/A</td>
<td>N/A</td>
<td>10.1 (1.3)</td>
<td>.01</td>
</tr>
<tr>
<td>PROMIS® Depression T-score, estimated mean (SE)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>62.0 (1.5)</td>
<td>62.3 (0.9)</td>
<td>61.8 (0.9)</td>
<td>61.1 (1.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>6 months</td>
<td>51.7 (1.5)</td>
<td>54.1 (0.9)</td>
<td>53.2 (0.9)</td>
<td>53.5 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ 6 months</td>
<td>-10.3 (1.3)</td>
<td>-8.2 (0.8)</td>
<td>-8.6 (0.8)</td>
<td>-7.6 (0.9)</td>
<td>.39</td>
</tr>
<tr>
<td>Superusers + top contributors vs never log-in</td>
<td>-10.3 (1.3)</td>
<td>N/A</td>
<td>N/A</td>
<td>-7.6 (0.9)</td>
<td>.09</td>
</tr>
<tr>
<td>PROMIS Anxiety T-score, estimated mean (SE)g</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>67.2 (1.5)</td>
<td>66.1 (0.9)</td>
<td>65.6 (0.9)</td>
<td>65.2 (1.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>6 months</td>
<td>55.7 (1.5)</td>
<td>57.6 (0.9)</td>
<td>56.3 (0.9)</td>
<td>57.4 (1.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Δ 6 months</td>
<td>-11.6 (1.5)</td>
<td>-8.5 (0.8)</td>
<td>-9.4 (0.9)</td>
<td>-7.8 (1.0)</td>
<td>.19</td>
</tr>
<tr>
<td>Superusers + top contributors vs never log-in</td>
<td>-11.6 (1.5)</td>
<td>N/A</td>
<td>N/A</td>
<td>-7.8 (1.0)</td>
<td>.04</td>
</tr>
</tbody>
</table>

aAll models are adjusted for gender, race, and education; n=259 (25 participants were missed at the 6-month assessment, and 9 participants withdrew from the study).
bSF-12 MCS: Short Form Health Survey Mental Components Score.
cRange 0-100; higher scores indicate better health-related quality of life.
dN/A: not applicable.
ePROMIS: Patient-Reported Outcomes Measurement Information System.
fT-score range 37.1-81.1; lower scores indicate less severe symptoms.
gT-score range 36.3-82.7; lower scores indicate less severe symptoms.

Table 5. Mental health outcomes by internet support group (ISG) log-in statusa.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Logged in to ISG ≥1 timeb (n=228)</th>
<th>Never logged in to ISG (n=78)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF-12 MCSb, estimated mean (SE)d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 6 months, log-in vs never log-in</td>
<td>12.6 (0.7)</td>
<td>10.1 (1.3)</td>
<td>.11</td>
</tr>
<tr>
<td>PROMIS® Depression T-score, estimated mean (SE)f</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 6 months, log-in vs never log-in</td>
<td>-8.7 (0.5)</td>
<td>-7.6 (0.9)</td>
<td>.31</td>
</tr>
<tr>
<td>PROMIS Anxiety T-score, estimated mean (SE)g</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ 6 months, log-in vs never log-in</td>
<td>-9.3 (0.6)</td>
<td>-7.8 (1.0)</td>
<td>.20</td>
</tr>
</tbody>
</table>

aAll models are adjusted for gender, race, and education; n=259 (25 participants were missed at the 6-month assessment, and 9 participants withdrew from the study).
bIncludes superusers, top contributors, contributors, and observers.
cSF-12 MCS: Short Form Health Survey Mental Components Score.
dRange 0-100; higher scores indicate better health-related quality of life.
ePROMIS: Patient-Reported Outcomes Measurement Information System.
fT-score range 37.1-81.1; lower scores indicate less severe symptoms.
gT-score range 36.3-82.7; lower scores indicate less severe symptoms.
Discussion

Principal Findings

To the best of our knowledge, this is the first report to demonstrate that high levels of patient engagement with a moderated ISG, compared to no engagement with the ISG, are associated with improved anxiety symptoms and HRQoL in primary care. Our findings also provide further empirical evidence to support the participation inequality suggested by the 1% rule, although we observed a broader distribution of posting than posited by the 1% rule.

Our work confirms that depressed and anxious primary care patients are willing to engage in an ISG even when not required by study protocol to do so. Indeed, the sizable majority of our study subjects logged in to the ISG at least once, which is consistent with log-in rates reported in other studies of ISGs for depression [4,22]. Furthermore, among those who logged in to the ISG, participation inequality was less extreme than expected based on the 1% rule, as our top 1% and 10% of posters together generated 78% of all user-created content on our site, not 99% as the 1% rule predicts. Still, challenges remain in developing even more equitably engaged online communities to improve health and HRQoL.

Prior work on the impact of ISG engagement has been limited largely to comparing psychosocial outcomes between posters (defined as individuals who made at least 1 post) and observers in ISGs for women with breast cancer [23,24]. Findings from this work were mixed: while a moderate sized cross-sectional study showed more benefits in perceived social support in posters than observers [23], a large prospective study showed higher perceived functional well-being and fewer mood symptoms in observers than posters at 3-month follow-up [24]. To our knowledge, the only other study to explore the impact of engagement on mood symptoms in ISGs for mental health measured engagement by time spent on the ISG, showing that members who spent more than 5 hours on the ISG over a 2-week period were more likely to have resolution of depression at 6 months than members who spent less time [4].

Our finding that the participants who were highly engaged with the ISG reported improved anxiety symptoms and HRQoL at 6 months compared to individuals who never logged in identifies a subgroup that may benefit from participating in an ISG. Interestingly, this group did not report similar benefit for depression symptoms compared to the group that never logged in. On average, this highly engaged subgroup posted 5.8 times per month, which averaged approximately 1 post per log-in. Demographically, this subgroup had higher proportions of participants who were female, white, and college-educated than the group that never logged in, but both groups had similar levels of baseline depression and anxiety. This finding offers encouragement about the potential for ISGs to improve clinical outcomes in individuals who engage highly with an ISG. Still, more work is needed to confirm our findings in a randomized trial and identify the critical threshold of engagement needed to demonstrate clinically meaningful improvements in health.

Our work motivates further study into how to most accurately measure engagement with an ISG. We quantified engagement using the relatively simple metric of number of posts, and we assigned each post an equivalent weight. However, other quantitative metrics such as time spent on the ISG and number of pages viewed may offer a different perspective. Moreover, qualitative metrics that analyze post content may also be an important dimension of engagement, particularly considering evidence from breast cancer ISGs suggesting that a subset of members derive psychological benefit from creating posts that provide “insightful disclosure” [25].

Limitations

Our study has several limitations. First, our finding that high levels of engagement improved clinical outcomes reflects a post hoc analysis that we undertook to identify a subgroup that may have benefitted from the ISG. Second, the limited size of the ISG precluded further subgroup analyses and required us to combine the superuser and top contributor groups for all outcome analyses. Third, we quantified engagement using a simple measure of post counts, and we used this measure to stratify the sample into engagement levels based on the 1% rule rather than statistical methods that avoid specifying an a priori hypothesis about engagement distribution. Fourth, we were not able to include a content analysis of posts or examine the impact of post content on outcomes. Finally, since all participants had access to the cCBT program, we cannot exclude that the overall improvements we observed could be attributed to the cCBT program given its demonstrated efficacy [9,26].

Implications

Our work shows that primary care patient engagement in an online community for depression and anxiety may contribute to improved mental health at 6 months after enrollment but only at the highest levels of engagement. We strongly encourage researchers, clinicians, and health care delivery systems considering deployment of a similar ISG to first develop plans to encourage and sustain high and broad levels of user engagement. Future work is needed to (1) confirm our findings with mental health and other conditions, (2) establish the threshold of patient engagement required to benefit from an ISG, and (3) perform content and other qualitative analyses of discussion board posts to explore the influence of this content with patient engagement and other outcomes of interest.

Conclusions

In summary, we demonstrated that patient engagement with our moderated ISG for depressed and anxious primary care patients generally approximates the 1% rule. Although we observed broader engagement levels with the ISG than predicted by the 1% rule, only ISG members who engaged at the highest levels of engagement reported measurable improvement in symptoms and quality of life at 6-month follow-up.
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Abstract

Background: Modern research is heavily reliant on online and mobile technologies, which is particularly true among historically hard-to-reach populations such as gay, bisexual, and other men who have sex with men (GBMSM). Despite this, very little empirical research has been published on participant perspectives about issues such as privacy, trust, and data sharing.

Objective: The objective of our study was to analyze data from an online sample of 11,032 GBMSM in the United States to examine their trust in and perspectives on privacy and data sharing within online and mobile research.

Methods: Participants were recruited via a social networking site or sexual networking app to complete an anonymous online survey. We conducted a series of repeated measures analyses adjusted for between-person factors to examine within-person differences in the following: (1) trust for guarding personal information across different venues (eg, online research conducted by a university vs. an online search engine); (2) privacy concerns about 12 different types of data for three distinct data activities (ie, collection by app owners, anonymous selling to third parties, and anonymous sharing with researchers); and (3) willingness to share those 12 different types of data with researchers. Due to the large sample size, we primarily reported measures of effect size as evidence of clinical significance.

Results: Online research was rated as most trusted and was more trusted than online and mobile technology companies, such as app owners and search engines, by magnitudes of effect that were moderate-to-large ($\eta^2_{\text{partial}}=0.06-0.11$). Responding about 12 different types of data, participants expressed more concerns about data being anonymously sold to third-party partners (mean 7.6, median 10.0) and fewer concerns about data being collected by the app owners (mean 5.8, median 5.0) or shared anonymously with researchers (mean 4.6, median 3.0); differences were small-to-moderate in size ($\eta^2_{\text{partial}}=0.01-0.03$). Furthermore, participants were most willing to share their public profile information (eg, age) with researchers but least willing to share device usage information (eg, other apps installed); the comparisons were small-to-moderate in size ($\eta^2_{\text{partial}}=0.03$).

Conclusions: Participants reported high levels of trust in online and mobile research, which is noteworthy given recent high-profile cases of corporate and government data security breaches and privacy violations. Researchers and ethical boards should keep up with technological shifts to maintain the ability to guard privacy and confidentiality and maintain trust. There was substantial variability in privacy concerns about and willingness to share different types of data, suggesting the need to gain consent for data sharing on a specific rather than broad basis. Finally, we saw evidence of a privacy paradox, whereby participants expressed privacy concerns about the very types of data-related activities they have likely already permitted through the terms of the apps and sites they use regularly.
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Introduction

Since the development of the “World Wide Web” nearly three decades ago, the diversity and usage of available online and mobile technologies have proliferated rapidly, resulting in a shift in the landscape of their use among various populations. Among gay, bisexual, and other men who have sex with men (GBMSM), these shifts have been evident in the use of these technologies for sexual networking, which has developed from online computer chat rooms to mobile geosocial networking applications (ie, “apps”) to identify potential partners by various characteristics and categorize them by distance [1]. Evidence suggests that a large number of GBMSM use these technologies to locate sexual partners [2]. As a result of their popularity, researchers have leveraged these technologies to reach and recruit GBMSM—who have historically been a hidden or hard-to-reach population [3]—into formative and intervention studies, particularly on a range of HIV prevention and treatment topics [4-14]. Although most research, both with and without such technologies, has traditionally focused on HIV, the focus is gradually broadening [15], given that GBMSM are part of the broader population of sexual and gender minorities and are now recognized by the US National Institutes of Health as a “health disparity population” [16]. As the GBMSM-focused research agenda broadens, it is also likely to shift more toward online and mobile methodologies because of their popularity. However, this surge in research using technology brings with it novel methodological and ethical considerations.

When making decisions regarding the ethical implications of online and mobile research, researchers and review boards are charged with evaluating and minimizing risk to participants, but rapidly evolving technological advances have made it difficult to keep pace [17,18]. Researchers and ethical review boards experience several issues related to human subjects’ protections in online and mobile research that are either unique or different from those encountered in traditional research, including issues of informed consent, privacy/confidentiality, data security, and ownership of and access to data [19-25]. In recent years, there has been a substantial increase in the number of scientific papers reviewing the state of science, empirically evaluating or discussing the implications of privacy, security, and confidentiality in online and mobile research [17,19,20,22-29]. Besides risks that offline and online research share, one of the primary forms of risk posed by online and mobile research is that of informational risk [20,30], which is risk that research might lead to unintended creation, tracking, or sharing of data with third parties or interception of data by other audiences [23]. For example, many individuals—whether potential participants, researchers themselves, or ethics reviewers—are unaware of the extent to which third-party marketing firms could track and store information about individuals’ internet behaviors (eg, clicking on an ad for a research study) to create a complex profile of individuals for advertising purposes [20]. To the extent that such data, even if minimally detailed, are collected by app owners without the knowledge of researchers or participants, issues can arise about understanding and protecting the privacy and confidentiality of participants, thus potentiating research mistrust.

In addition to understanding the technical and legal aspects of risks when using online and mobile technologies, it is important to understand and weigh participants’ perspectives on trust, privacy, and data sharing. Regarding issues of privacy and confidentiality when using online and mobile technology for personal rather than research purposes, views continue to develop among the general public together with the changing technological landscape [31-35]. For example, data on 461 adults in the United States collected by Pew Research Center suggested that people weigh tradeoffs between disclosing personal information and the benefits of doing so; more than half (56.8%, 262/461) considered it acceptable to use a health information website that their doctor would upload their health data to as long as it was secure (ie, high benefits and low likelihood of disclosures), whereas only one-third (33.2%, 153/461) considered it acceptable to use a social media site that would use their profile data to deliver targeted advertising [36]. Subsequent Pew data highlighted the general public’s trust in online and mobile companies that they regularly use; data from 1040 US adults in 2016 suggested that 65.3% (605/926) were somewhat or very confident that their email providers adequately safeguard the privacy of their data, although this figure was only 47.2% (314/665) for social media sites that they used [37].

Compared with the available data on participants’ perspectives on privacy within the technologies they use for personal reasons, fewer published studies are available regarding participants’ perspectives on these issues in online and mobile research. Nonetheless, the available data suggest equally nuanced and developing views. One study showed that people preferred online methods over traditional means of research and considered online research to be more private than traditional in-person methods, although submitting sensitive health and personal information emerged as a concern [38]. Another recent study reported that concerns about privacy and confidentiality in online and mobile research are diverse and often contextually specific, varying across individuals, as well as by the type of data, the context of data collection, and the purpose of data collection or usage [39,40]. Echoing the findings outside the research context, these studies suggested that participants value control over whether and how data are used.

Although the data above highlight participants’ viewpoints regarding privacy in online and mobile research from the general public and despite growing literature on methodological issues related to online and mobile research with GBMSM [1,4,6,8,9], we are unaware of any published research that has examined the perceptions of privacy in online and mobile research specific to GBMSM. Given the growing use of online and mobile technologies within research with GBMSM and the relatively...
unique technologies available to and used by GBMSM, it is imperative to understand their views about the risks and benefits of technology-based research. We believe such data will be of use to future researchers as they design technology-based studies, consider industry partnerships to conduct research, and weigh the risks and benefits of such designs.

This study was designed to fill the noted gaps in the literature on GBMSM perspectives on trust, privacy, and data sharing in online and mobile research and to achieve three aims. First, we sought to understand trust in online and mobile research compared with that in the use of online and mobile technologies for everyday purposes. Thus, we compared levels of trust for guarding personal information—defined broadly—across numerous sources that collect such data (eg, an online research study vs. a social networking website). Second, we sought to better understand which specific types of data caused participants more and less concern about privacy. We compared the extent of privacy concerns endorsed for three distinct practices within a hypothetical app—collection and storage of the data by app developers, sale of data anonymously to third-party partners, and sharing of data anonymously with researchers—across a range of unique types of personal data. Third, we sought to examine willingness to have different types of app-generated data shared with researchers. Using the same unique types of personal data from the second aim, we compared hypothetical willingness to provide consent to have an app developer/owner share these different types of data anonymously with researchers.

Methods

In this study, data were reported from an extensive nationwide survey of GBMSM conducted over a 4-week period between May and June 2017.

Participants and Procedures

Between May 17, 2017 and June 10, 2017, we used advertisements to enroll GBMSM from two venues—one of the most popular geotargeted sexual networking apps for GBMSM and one of the most popular social networking websites for the general population. The sexual networking app pushed the advertisement as a message to the chat inboxes of all users in the United States on Friday, May 19, 2017, which remained for 7 days, unless deleted sooner. On the social networking site, we used targeted banner advertisements for approximately 4 weeks that could show up in one of the two ways—a static ad on the right-hand pane of the website or an ad that resembled a normal post as users scrolled through their feeds. We targeted the social networking site ads to people who were men, residing in the United States, aged ≥18 years, and believed to be GBMSM based on either a same-sex interest listed on their profile or a range of relevant “likes” (eg, gay pride, lesbian, gay, bisexual, and transgender, LGBT, community, gay bar, and same-sex marriage). Both ads comprised a background image (the social networking site: 2 clothed men on a bed kissing; the sexual networking app: 2 bare torsos embracing) and brief text, including that they could “enter to win a $50 Amazon.com gift card” and that there was “no participation necessary” to enter the random drawing.

Upon clicking on the ad, the participants were informed that the survey would take approximately 10-15 min to complete and provided the option to begin immediately or enter their email address to receive a link to complete later. Upon beginning the survey—whether immediately or through the emailed link—participants were provided with a brief online consent form and given the options of providing consent, declining, or declining with the option to receive instructions for entering the random gift card drawing. During consent, participants were informed about a 1 in 100 chance of receiving a $50 gift card. Those who subsequently declined consent were provided instructions should they want to enter the drawing; conversely, participants who completed the survey and were interested in entering the drawing were redirected to a separate survey in which they were required to enter an email address that was not linked in any way to their data. During the first few questions of the survey, participants were screened for eligibility, which was defined as follows: (1) age ≥18 years; (2) residing in the United States; (3) having had same-sex sexual activity within the past year; and (4) identifying as male (including both cisgender and transgender males). Those who were ineligible were informed after the first few questions, and the survey subsequently ended. The study protocol was reviewed and approved by the Human Research Protections Program of The City University of New York (New York, NY, USA).

We followed a protocol based on standards within the literature [41] for removing potentially duplicate cases while erring on the side of keeping rather than removing data in cases where a determination could not be made. In particular, we first identified potential duplicates based on birth month and year, zip code, HIV status, and race/ethnicity; all cases sharing those features in common were manually examined, focusing on responses to other questions such as education, employment, and partner status, as well as device and browser information and the survey duration.

Measures

We collected all measures for this study as self-reported items and scales within the one-time online survey. The item content was developed in part by consulting the terms of service and privacy policy for two social networking (ie, Facebook and Facebook Messenger) and two sexual networking (ie, Grindr and Scruff) apps in late 2016. In addition, we examined the types of personal information and data discussed within those agreements and the usage provided for within the agreements to develop three primary data activities described in the measure below (ie, data collection, anonymous sale of data, and anonymous sharing of data). Likewise, we used the sites and apps to create a list of the types of personal information (ie, data) that are likely to be gathered and/or generated by developers. After obtaining the complete draft of the measures, we invited a group of 20 adult GBMSM in the New York City area to participate in an in-person community feedback session; all participants were provided with a copy of the measures, and we reviewed both the study procedures (eg, recruitment and compensation) and the item content with them to gather their feedback. We received and followed numerous suggestions to improve clarity, reduce length, and minimize burden. For example, from a list of at least 15 different types of data,
community members noted that they were not all meaningfully distinct; thus, the list was condensed to form broader categories in some cases. Similarly, we implemented suggestions for improved wording. The final version of the measures was based on this feedback and a review by field experts from Fordham University’s HIV Prevention and Substance Use Research Ethics Training Institute (New York, NY), as described later (see the Online Supplementary Material for more details).

**Demographic Characteristics**
Participants responded to items inquiring about various demographic characteristics, including age, zip code (which was converted to geographic region), relationship status, sexual orientation, and race/ethnicity.

**Trust to Safeguard Personal Information**
All participants received the following instructions:

“We are interested in knowing more about how much you trust various organizations and businesses to protect the privacy and confidentiality of the data they collect on you. Please assume you are being asked to provide similar information to each. How much do you trust that each of the following sources would guard the privacy and confidentiality of your personal information?”

Following this, they were presented with a list of nine different types of online and mobile venues in which personal information could be collected and asked to rate their trust on a scale from 1 (Not at all trusting) to 4 (Very trusting).

**Concerns About Privacy Threats**
We presented the participants with a vignette describing a hypothetical new app with various features. Then, a series of 12 types of personal information were presented and participants were asked, for each, whether the following activities concerned them as a threat to their privacy: (1) app owners privately collecting and storing these data; (2) app owners selling these data anonymously to third-party marketing groups; and (3) app owners sharing these data anonymously with researchers. Participants were asked to check which, if any, of the three activities concerned them separately for each of the 12 types of personal information (ie, a total of 36 dichotomous responses).

**Data Sharing With Researchers**
Finally, we presented the participants with the same 12 types of personal information from the prior measure and the following instructions:

“Within this study, we are not gathering any data on you from any apps or sites that you use. However, please imagine we were interested in connecting data collected by the app with the data you provided in this survey. Which of the following would you give us permission to gather anonymously from the app owners to link with your survey data?”

Participants rated their willingness to provide permission for each on a scale from 1 (Definitely not) to 4 (Definitely).

**Data Analysis**
All analyses were performed in SPSS 24 (IBM Corporation; Amonk, New York, United States). To inform future online recruitment efforts, we began our analyses by characterizing the sociodemographic characteristics of the sample and comparing them across the two recruitment venues using chi-square tests of independence. To address the first aim regarding the comparisons of trust for guarding personal information across nine different sources, we iteratively conducted a series of 36 repeated measures analysis of variance (RMANOVA) models examining each pair of ratings while adjusting for relevant between-person characteristics (ie, recruitment source, race, HIV status, and age); we specified an interaction for each between-person factor with the within-person factor but not among the between-person factors.

We reported the $\eta^2$ partial effect sizes for the within-person main effect as evidence of the magnitude of each comparison. To address the second aim regarding privacy concerns raised about 12 different types of app-related data across 3 different data activities (ie, the app collecting the data, the app anonymously selling the data, and the app anonymously sharing the data with researchers), we assessed the prevalence of indicating each was a concern by examining the frequency and proportion of “yes” responses across the 36 dichotomous indicators. We also calculated a sum score for the total number of types of data that raised concerns for participants for each of the 3 data activities and compared the 3 sum scores to one another in an RMANOVA that was consistent with the prior set of analyses with two exceptions—all 3 scores were compared simultaneously rather than in pairs, and we used a simple contrast to test differences between the three, using sharing with researchers as the referent group. Finally, to address the third aim regarding which types of app-related data participants would hypothetically be willing to provide explicit permission to have shared with researchers, we used the same 12 types of data asked about in the second aim and used a series of 66 pairwise RMANOVAs consistent with the first set of analyses to compare within-person differences among the 12 ratings adjusted for the relevant between-person factors.

Across all analyses, the primary goal was to examine patterns in the data descriptively using effect sizes rather than search for statistical significance, particularly because of the large sample size. Furthermore, we reported the $\eta^2$ partial effect size as small (0.01), medium/moderate (0.06), and large (0.14) in size [42]. Nonetheless, for statistical comparisons, we reported statistical significance for those findings that reached a threshold of P<.001 to reduce the likelihood of type II error because of multiple comparisons.

We conducted an experimental manipulation to test whether providing a rationale for each of the 3 activities within the “Concerns about privacy threats” measure would influence trust. Specifically, participants were randomized to receive either a description of the 3 activities with no rationale or the same description with rationale added (eg, for the app owners collecting the information, rationale added was “to improve, tailor, and develop the services you use”). As results suggested nonsignificant and extremely small (Cohen $d<.05$) differences between groups, all results are presented irrespective of the experimental condition.
Results

Upon reaching the landing page of the survey from the advertisement, 80.4% (21,942/27,291) of participants agreed to be immediately linked to the survey, 17.1% (4677/27,291) opted to receive an email and complete the survey at a later time, and 2.5% (672/27,291) opted not to take the survey. Subsequently, 18,909 reached the consent form, of whom 94.9% (17,954/18,909) provided consent, 1.4% (262/18,909) declined consent, and 3.7% (693/18,909) requested instructions on how to enter the drawing without completing the survey. Of 17,954 who provided consent, 7.4% (1335/17,954) did not provide sufficient data to determine eligibility, 11.5% (2068/17,954) were deemed ineligible, 19.4% (3487/17,954) were eligible but only partially completed the survey, and 61.6% (11,064/17,954) completed the survey in its entirety. Among those who reached the consent form, the completion rates were similar for those who began the survey from the social networking site (56.6%, 2193/3874) and the sexual networking app (59.0%, 8871/15,035). Finally, of the completed surveys, we eliminated 30 completed surveys that were duplicate responses of previously completed surveys, resulting in a final analytic sample of 11,032 GBMSM in the United States.

Table 1 summarizes the sociodemographic characteristics of the analytic sample with comparisons by recruitment source—nearly one-fifth (19.6%, 2166/11,032) were recruited from the social networking site and the remainder (80.4%, 8866/11,032) were enrolled from the sexual networking app. The sample was diverse regarding race/ethnicity, with nearly half (46.2%, 5102/11,032) being men of color. Most of the sample identified as cisgender male (98.5%, 10,869/11,032), and gay or queer (81.9%, 9045/11,032) and the majority reported being HIV-negative (75.0%, 8275/11,032); we observed diversity in employment, educational experiences, and geographic region. In addition, we observed significant differences between the 2 recruitment sources regarding race/ethnicity, gender identity, sexual identity, employment status, and geographic region; the sexual networking app comprised more men of color, fewer transgender males, more nongay identified men, more men who were working full-time, and fewer men from the South. The sample ranged in the 18-80 years of age, with an average age of 32.6 (SD 12.0; median 29.0) years, with the social networking site (mean 33.3, SD 14.3) being 1 year older, on average, than the sexual networking app (mean 32.4, SD 11.3).

Table 2 presents the ratings of trust to guard personal information by source, with corresponding within-person comparisons across all sources reported as $\eta^2_{\text{partial}}$ effect sizes. As evident within the unadjusted means, participants rated the 3 types of online research studies with a high degree of trust for guarding personal information—the median rating for each was a 3 on a range of 1-4 with minimal differences between them. The next most trusted source was the partnership between researchers and a mobile app for GBMSM, which exhibited minimal differences in trust ratings from those of the 3 types of online research and medium-to-large differences from each of the 5 types of online and mobile companies. The mobile app designed for GBMSM was rated much lower than the four types of online research and slightly higher than the online and mobile technologies for the general public based on the unadjusted means; however, the adjusted within-person comparisons revealed inconsequentially small differences in rating between the GBMSM-specific app and each of the 3 types of online and mobile companies for the general public, which also had minimal differences from one another.

Table 3 presents the prevalence of data concerns by each type of data and data activity (ie, data collection, anonymous data sale to third parties, and anonymous data sharing with researchers). Here, two trends are worth noting. First, across the 3 activities, there was diversity in terms of which types of data participants were concerned about—the most widely endorsed types of data that concerned participants were device data, such as global positioning system (GPS) information and information about other apps installed on the phone, whereas the least endorsed were about usage of the app such as how often one logged in or whether they participated in any app-based health promotion campaigns. Second, regardless of the type of data, there was a trend about the data activities that were the most concerning, with a marked number of participants endorsing a concern about the anonymous sale of their data to third-party partners and the lowest numbers endorsing concern about the anonymous sharing of their data with researchers. Notably, across each type of data, more participants expressed concern about the app collecting their data in the first place than did about the anonymous sharing of their data with researchers. Table 3 also presents the average number of types of data endorsed as concern for each of the 3 activities. In within-person comparisons, we found that all three were significantly different from one another ($\eta^2_{\text{partial}}=0.01; P<.001$), with a small-to-moderate difference between anonymous data sharing with researchers and anonymous data selling to third parties ($\eta^2_{\text{partial}}=0.03$) and a small difference between sharing with researchers and collection of the data themselves ($\eta^2_{\text{partial}}=0.01$).
Table 1. Sociodemographic characteristics and comparisons by the recruitment source.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Full sample (N=11,032), n (%)</th>
<th>Social networking site (n=2166), n (%)</th>
<th>Sexual networking app (n=8866), n (%)</th>
<th>$\chi^2$ (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td>216.4 (4)$^a$</td>
</tr>
<tr>
<td>Black</td>
<td>1100 (10.0)</td>
<td>107 (4.9)</td>
<td>993 (11.2)</td>
<td></td>
</tr>
<tr>
<td>Latino</td>
<td>2409 (21.8)</td>
<td>344 (15.9)</td>
<td>2065 (23.3)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>5930 (53.8)</td>
<td>1456 (67.2)</td>
<td>4474 (50.5)</td>
<td></td>
</tr>
<tr>
<td>Multiracial</td>
<td>808 (7.3)</td>
<td>142 (6.6)</td>
<td>666 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>785 (7.1)</td>
<td>117 (5.4)</td>
<td>668 (7.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender Identity</strong></td>
<td></td>
<td></td>
<td></td>
<td>198.9 (1)$^a$</td>
</tr>
<tr>
<td>Cisgender male</td>
<td>10869 (98.5)</td>
<td>2063 (95.2)</td>
<td>8806 (99.3)</td>
<td></td>
</tr>
<tr>
<td>Transgender male</td>
<td>163 (1.5)</td>
<td>103 (4.80)</td>
<td>60 (0.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual Identity</strong></td>
<td></td>
<td></td>
<td></td>
<td>33.8 (3)$^a$</td>
</tr>
<tr>
<td>Gay, queer, or homosexual</td>
<td>9045 (82.0)</td>
<td>1862 (86.0)</td>
<td>7183 (81.0)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>1802 (16.3)</td>
<td>275 (12.7)</td>
<td>1527 (17.2)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>46 (0.4)</td>
<td>2 (0.1)</td>
<td>44 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>139 (1.3)</td>
<td>27 (1.2)</td>
<td>112 (1.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment Status</strong></td>
<td></td>
<td></td>
<td></td>
<td>57.6 (3)$^a$</td>
</tr>
<tr>
<td>Full-time</td>
<td>5990 (54.3)</td>
<td>1038 (47.9)</td>
<td>4952 (55.9)</td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>2505 (22.7)</td>
<td>528 (24.4)</td>
<td>1977 (22.3)</td>
<td></td>
</tr>
<tr>
<td>On disability</td>
<td>655 (5.9)</td>
<td>180 (8.3)</td>
<td>475 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1882 (17.1)</td>
<td>420 (19.4)</td>
<td>1462 (16.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational Attainment</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.6 (3)</td>
</tr>
<tr>
<td>High school, GED$^b$, or less</td>
<td>2395 (21.7)</td>
<td>469 (21.7)</td>
<td>1926 (21.7)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>4908 (44.5)</td>
<td>975 (45.0)</td>
<td>3933 (44.4)</td>
<td></td>
</tr>
<tr>
<td>4-year college degree</td>
<td>2434 (22.1)</td>
<td>465 (21.5)</td>
<td>1969 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>1295 (11.7)</td>
<td>257 (11.9)</td>
<td>1038 (11.7)</td>
<td></td>
</tr>
<tr>
<td><strong>HIV Status</strong></td>
<td></td>
<td></td>
<td></td>
<td>9.0 (2)</td>
</tr>
<tr>
<td>Negative</td>
<td>8275 (75.0)</td>
<td>1679 (77.5)</td>
<td>6596 (74.4)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>1837 (16.7)</td>
<td>326 (15.1)</td>
<td>1511 (17.0)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>920 (8.3)</td>
<td>161 (7.4)</td>
<td>759 (8.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Geographic Region</strong></td>
<td></td>
<td></td>
<td></td>
<td>20.3 (4)$^a$</td>
</tr>
<tr>
<td>Northeast</td>
<td>2089 (18.9)</td>
<td>400 (18.5)</td>
<td>1689 (19.1)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>2045 (18.5)</td>
<td>469 (21.7)</td>
<td>1576 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>3777 (34.2)</td>
<td>699 (32.3)</td>
<td>3078 (34.7)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>3034 (27.5)</td>
<td>587 (27.1)</td>
<td>2447 (27.6)</td>
<td></td>
</tr>
<tr>
<td>Other/Unknown</td>
<td>87 (0.8)</td>
<td>11 (0.5)</td>
<td>76 (0.9)</td>
<td></td>
</tr>
</tbody>
</table>

$^a P < .001$

$^b$GED: General Equivalency Diploma.
Table 2. Within-person comparisons of trust to guard the privacy of personal information reported as $\eta^2_{\text{partial}}$ effect sizes. Results are reported as $\eta^2_{\text{partial}}$ effect sizes for the difference between the two means adjusted for demographic covariates (eg, unadjusted means, medians, and standard deviations are presented in the far right columns to ease interpretation of the comparisons). Response options ranged from 1 (not at all trusting) to 4 (very trusting).

<table>
<thead>
<tr>
<th>Source</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Online research study by researchers at a university</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.82 (0.84)</td>
<td>3.00</td>
</tr>
<tr>
<td>2. Online research study by an LGBT(^a) community center</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.87 (0.82)</td>
<td>3.00</td>
</tr>
<tr>
<td>3. Online research study by government health agency</td>
<td>0.00(^b)</td>
<td>0.00(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.81 (0.96)</td>
<td>3.00</td>
</tr>
<tr>
<td>4. Mobile networking app for GBMSM(^c)</td>
<td>0.08(^b)</td>
<td>0.10(^b)</td>
<td>0.09(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.03 (0.84)</td>
<td>2.00</td>
</tr>
<tr>
<td>5. Mobile networking app for the general public</td>
<td>0.10(^b)</td>
<td>0.11(^b)</td>
<td>0.11(^b)</td>
<td>0.00(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.81 (0.81)</td>
<td>2.00</td>
</tr>
<tr>
<td>6. Online shopping website</td>
<td>0.06(^b)</td>
<td>0.07(^b)</td>
<td>0.08(^b)</td>
<td>0.00</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.84 (0.91)</td>
<td>2.00</td>
</tr>
<tr>
<td>7. Online email website</td>
<td>0.06(^b)</td>
<td>0.06(^b)</td>
<td>0.07(^b)</td>
<td>0.00</td>
<td>0.00(^b)</td>
<td>0.00</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>1.83 (0.90)</td>
<td>2.00</td>
</tr>
<tr>
<td>8. Online search engine</td>
<td>0.06(^b)</td>
<td>0.07(^b)</td>
<td>0.08(^b)</td>
<td>0.00</td>
<td>0.00(^b)</td>
<td>0.00</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>1.83 (0.90)</td>
<td>2.00</td>
</tr>
<tr>
<td>9. Research study by researchers at a university in collaboration with mobile networking app for GBMSM</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01(^b)</td>
<td>0.09(^b)</td>
<td>0.10(^b)</td>
<td>0.06(^b)</td>
<td>0.06(^b)</td>
<td>0.06(^b)</td>
<td>—</td>
<td>2.69 (0.87)</td>
<td>3.00</td>
</tr>
</tbody>
</table>

\(^a\)LGBT: lesbian, gay, bisexual, and transgender.

\(^b\)P<.001.

\(^c\)GBMSM: gay, bisexual, and other men who have sex with men.

---

Table 3. Prevalence of privacy concerns by type of data and data activity. Numbers and percentages correspond to those participants who endorsed each item as a concern.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>App owners collecting, n (%)</th>
<th>App owners anonymously selling to third parties, n (%)</th>
<th>App owners anonymously sharing with researchers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public profile information (eg, age and height)</td>
<td>5523 (50.1)</td>
<td>7302 (66.2)</td>
<td>4081 (37.0)</td>
</tr>
<tr>
<td>Account information (eg, birthdate and zip code)</td>
<td>5418 (49.1)</td>
<td>7500 (68.0)</td>
<td>4106 (37.2)</td>
</tr>
<tr>
<td>Match information (eg, HIV status and dating interests)</td>
<td>5039 (45.7)</td>
<td>7016 (63.9)</td>
<td>4090 (37.1)</td>
</tr>
<tr>
<td>Mobile device information (eg, operating system)</td>
<td>5187 (47.0)</td>
<td>6901 (62.6)</td>
<td>4258 (38.6)</td>
</tr>
<tr>
<td>Interaction information (eg, demographics of chat partners)</td>
<td>5251 (47.6)</td>
<td>6964 (63.1)</td>
<td>4143 (37.6)</td>
</tr>
<tr>
<td>App usage information (eg, login frequency)</td>
<td>4843 (43.9)</td>
<td>6459 (58.5)</td>
<td>3783 (34.3)</td>
</tr>
<tr>
<td>Health campaign participation information (eg, HIV test reminders)</td>
<td>4713 (42.7)</td>
<td>6540 (59.3)</td>
<td>3867 (35.1)</td>
</tr>
<tr>
<td>Device GPS(^3) information (eg, login locations)</td>
<td>6020 (54.6)</td>
<td>7469 (67.7)</td>
<td>4735 (42.9)</td>
</tr>
<tr>
<td>Device usage information (eg, other apps installed)</td>
<td>6337 (57.4)</td>
<td>7563 (68.6)</td>
<td>5138 (46.6)</td>
</tr>
<tr>
<td>App advertising information (eg, ad clicks)</td>
<td>5047 (45.7)</td>
<td>6890 (62.5)</td>
<td>4123 (37.4)</td>
</tr>
<tr>
<td>Third-party advertiser information (eg, service utilization)</td>
<td>5165 (46.8)</td>
<td>6880 (62.4)</td>
<td>4143 (37.6)</td>
</tr>
<tr>
<td>App-generated information (eg, advertising profiles)</td>
<td>5016 (45.5)</td>
<td>6810 (61.7)</td>
<td>4043 (36.6)</td>
</tr>
<tr>
<td>Total number of concerns (range: 0-12), mean (median)</td>
<td>5.8 (5.0)</td>
<td>7.6 (10.0)</td>
<td>4.6 (3.0)</td>
</tr>
</tbody>
</table>
Table 4. Willingness to share various data types with researchers and within-person comparisons between each reported as $\eta_{\text{partial}}^2$ effect sizes. Results are reported as $\eta_{\text{partial}}^2$ effect sizes for the difference between the two means adjusted for demographic covariates (eg, unadjusted means, medians, and standard deviations are presented in the far right columns to ease interpretation of the comparisons). Responses ranged from 1 (definitely not) to 4 (definitely).

<table>
<thead>
<tr>
<th>Type of data</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Public profile information</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.85(0.93)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>2. Account information</td>
<td>0.05^a</td>
<td>—</td>
<td>—</td>
<td>2.35 (1.00)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>3. Match information</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>—</td>
<td>2.65 (0.97)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>4. Mobile device information</td>
<td>0.03^a</td>
<td>0.00</td>
<td>0.01^a</td>
<td>—</td>
<td>2.27 (1.03)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>5. Interaction information</td>
<td>0.02^a</td>
<td>0.01^a</td>
<td>0.01^a</td>
<td>0.00^a</td>
<td>—</td>
<td>2.35 (0.99)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>6. App usage information</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.00</td>
<td>0.01^a</td>
<td>0.01^a</td>
<td>—</td>
<td>2.48 (0.98)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>7. Health campaign participation</td>
<td>0.00^a</td>
<td>0.02^a</td>
<td>0.00</td>
<td>0.02^a</td>
<td>0.01^a</td>
<td>0.00</td>
<td>—</td>
<td>2.58 (0.98)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>8. Device GPS^b information</td>
<td>0.06^a</td>
<td>0.01^a</td>
<td>0.04^a</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.04^a</td>
<td>0.05^a</td>
<td>—</td>
<td>2.08 (1.02)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>9. Device usage information</td>
<td>0.00^a</td>
<td>0.01^a</td>
<td>0.04^a</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.04^a</td>
<td>0.05^a</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>10. App advertising information</td>
<td>0.03^a</td>
<td>0.00^a</td>
<td>0.01^a</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01^a</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.02^a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.24 (0.99)</td>
<td>—</td>
</tr>
<tr>
<td>11. Third-party advertiser information</td>
<td>0.04^a</td>
<td>0.00</td>
<td>0.01^a</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.01^a</td>
<td>0.02^a</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>2.21 (0.99)</td>
<td>—</td>
</tr>
<tr>
<td>12. App-generated information</td>
<td>0.02^a</td>
<td>0.01^a</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01^a</td>
<td>0.03^a</td>
<td>0.03^a</td>
<td>0.00</td>
<td>0.01^a</td>
<td>2.33 (0.99)</td>
<td>—</td>
</tr>
</tbody>
</table>

^aP<0.001.

^bGPS: global positioning system.

Besides knowing which types of data collection, sale, and sharing are of concern as a threat to participant’s privacy, we were also interested in determining which types of data they would give explicit permission to researchers to request from app owners. Table 4 presents the average willingness expressed by participants for each type of data, which were similar to those examined in the prior set of analyses. We observed a range of willingness across the 12 types of data with adjusted within-person differences between different types of data ranging from very small ($\eta_{\text{partial}}^2<0.01$) to medium ($\eta_{\text{partial}}^2=0.06$); the majority of participants were willing to share 4 types of data and unwilling to share the other 8 (ie, 4 had median values of 3.0 corresponding to probable willingness). Consistent with the previous aim’s findings on which types of data represented a privacy concern, participants were least willing to share those data that were generated by their devices such as GPS and other apps installed, whereas they were most willing to share general app information such as public profile and match survey data, as well as app usage statistics and health campaign participation. In fact, the largest differences were in comparing the public profile information with device GPS data ($\eta_{\text{partial}}^2=0.06$) and device usage information ($\eta_{\text{partial}}^2=0.06$).

**Discussion**

**Primary Findings**

We analyzed data from an online sample of 11,032 GBMSM across the United States to examine participant perspectives on the issues of trust, privacy, and data sharing in online and mobile research. In analyses that were adjusted for relevant between-person differences (including the recruitment site), we found that trust in online research was greater than trust in online and mobile platforms for personal use, such as social and sexual networking apps or various types of websites. When focusing on 12 different types of data that could be gathered by a hypothetical sexual networking app, participants expressed the least concerns about privacy when such data were going to be shared anonymously with researchers and the most concern when these data were going to be sold anonymously to third parties; the actual collection of the data by the app owners raised an intermediate level of concern. Finally, reviewing the same 12 types of data, we examined which types of data participants would be willing to share within future research studies—participants were most willing to share information they disclose publicly within the app (such as profile information on characteristics like age and height) and least willing to share information that could be collected by the app automatically (such as GPS location or device usage information).

We found overall moderate levels of trust within online research studies, with little difference based on the type of organization conducting the research. In this study, approximately two-thirds of GBMSM trusted or highly trusted online and mobile research compared with one-quarter who trusted GBMSM-specific networking apps and approximately 18% who trusted networking apps used by the general public. Although not asked in exactly the same way, these findings suggested lower levels of trust in this sample than those in a previous Pew poll [37], which could be due to the population or due to more general shifts that occurred in the year that passed between the 2 studies. Although we asked about trust in online research across three
different types of organizations (ie, LGBT community center, a university, and a government agency), participants in this study did not appear to differentiate between online research done by these three different groups and reported similar levels of trust for each. Particularly for researchers to understand, participants expressed greater trust in research than in many of the online and mobile technology companies and services they use on a regular—if not daily—basis. With the proliferation of public-private partnerships and collaborations between research organizations and these service providers, it is critical to consider how this might affect trust within both sources. Efforts to maintain trust by promoting transparency in research practices within such partnerships might prove critical. For example, getting informed consent before having data shared anonymously could be the best practice, even when such permission has already been granted within the terms of service for the app or site and research activities might qualify for a waiver of informed consent based on the federal criteria for human subjects review exemptions if data are transmitted anonymously.

In this study, participants expressed concern about several data collection, selling, and sharing activities. These findings are consistent with a study on the privacy paradox [43], which suggests that individuals’ concerns about privacy are discrepant with their own privacy practices (eg, privacy settings). In this case, the paradox results from participants expressing concerns about the very types of data collection, selling, and sharing that they have likely already agreed to within the terms of service and privacy policies of the very apps and sites they regularly use and from which they were enrolled. Also, somewhat unexpectedly, more participants expressed concern about the actual collection of these various types of data by the app owners than they did about the anonymous sharing of the same data with researchers (an act that would be impossible without the apps first collecting these data). One potential explanation for this set of findings could be that the data remain connected to participants’ identities for the app owners, whereas they were specifically referenced as anonymous when sharing with researchers. Another possibility is that this higher willingness to share data with researchers than have it collected in the first place by the app owners is due to the higher levels of trust in research that were observed within the analyses for the first aim. Nevertheless, further investigation is warranted to explore the potential mediating roles of anonymity and trust on these differential privacy concerns. For example, privacy concerns might be lower for anonymous data activities than for identified ones—people may have similar or even higher levels of privacy concerns about sharing with researchers as they do about the app owners collecting the data if the sharing is not anonymous. Relatedly, people who trust different sources more might also express fewer privacy concerns, and so differences observed may be due to greater trust in research than the technology companies themselves.

Not surprisingly, similar types of data that participants expressed privacy concerns about were those that they were least willing to share with researchers. This might have implications for policies around broad consent for data sharing, whereby participants might need to be given the choice to opt in or out of specific types of data collection and sharing activities rather than simply consenting to share or not share all data. Specifically, these findings suggest that if individuals are given a choice of sharing all data or none, many might select to not share, resulting in low enrollment and high rates of missing data thus biasing the sample and study results. Alternatively, providing options about what to share might, at the very least, allow a more representative sample on some of the types of data (eg, sociodemographics) and could allow for a better estimate of how biased the results are for the types of data not shared. However, this study did not examine the impact of compensation, and further research is needed to examine how compensation might alter participants’ willingness to engage in data sharing; understanding the impact of compensation on data sharing—particularly types of data that participants are otherwise generally unwilling to share—may inform ethical considerations.

Finally, data for this study were collected prior to the recent concerns about data-related and privacy issues on both social networking sites and sexual networking apps [44,45], and replication of the findings in the wake of ongoing privacy-related events is warranted. Future research can and should attempt to understand the magnitude and longevity of the impact of these events on constructs such as trust, privacy concerns, and willingness to share data. In the wake of such events, many technology companies seek to update their privacy policies but may do so with little information on what types of protections are most important to their users—researchers studying privacy in online and mobile technologies both within and outside of research are well-suited to understand and subsequently advise on exactly these types of issues.

**Study Strengths and Limitations**

In this study, we considered the use of technology and limited interaction procedures as strength as it facilitated large-scale data collection of individuals with substantially fewer resources than would be possible in a standard research study. However, it also necessitated conducting a very brief survey with a limited number of measures. We used a targeted advertisement with a random chance for incentives along with rigorously implementing standards for confirming the veracity and uniqueness of participants to reduce the likelihood of false and duplicate participants [41]. However, in online studies such as this, some degree of duplication or invalid response is likely. We reviewed the terms of service and other policies for several existing social media and sexual networking sites and apps while developing our measures to contextualize them appropriately. Nonetheless, the study constraints limited our ability to ask about the extent to which participants have ever read these policies, and the extent to which they realize that many of the data types and collection activities assessed were those that they have generally agreed to for apps and sites they regularly use remains unclear. We adjusted for rather than focusing on the role of sociodemographic and behavioral factors and future research is warranted to explore how trust, privacy, and willingness to share data might differ according to factors such as HIV status and race/ethnicity. Finally, conclusions regarding trust in this study and concerns about privacy are slightly limited as this is, by definition, a sample that agreed to
participate in an online research study. However, this is also a sample using the apps and sites from which they were enrolled, which were still trusted less than research, suggesting this finding regarding the relative trust could be reliable more generally even if the actual levels of trust are skewed higher by the nature of the sample.

Conclusions

This study suggests a relatively favorable view of online and mobile research—this large sample of GBMSM across the United States expressed a moderate level of trust in online research and few data-related privacy concerns. Moreover, the sample was nearly evenly split based on their willingness to have several types of app-based data shared with researchers, suggesting the analysis of such data might be potential avenues for future collaborations between researchers and technology companies. The findings highlighted the role of the privacy paradox, as participants expressed concerns about numerous data-related activities that they have likely permitted upon agreeing to use the apps and websites from which they were enrolled. Thus, researchers and ethical boards should consider these moderate levels of trust, privacy concerns, and willingness to share data when evaluating the risks and benefits of such partnerships. Meanwhile, other perspectives, such as legal and technical insights, should also be considered. When researchers can affect decision making, apps used for research purposes should be designed to decrease the extent to which participants must agree to data collection activities that concern them. For example, allowing participants to opt in or out of different aspects and providing multimedia (ie, “gist”) rather than text-based (ie, “verbatim”) explanations of the terms might reduce the privacy paradox in online and mobile research. For any secondary collection of data from apps, researchers should provide potential participants control over the types of data shared to the greatest extent possible, given the varying levels of concerns across different types of data that apps might have access to. Further research in this area is critical, particularly in the light of ongoing public awareness of and debate about technology and privacy [44,45].
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Abstract

This article will provide a framework for producing immersive 360-degree videos for pediatric and adult patients in hospitals. This information may be useful to hospitals across the globe who may wish to produce similar videos for their patients. Advancements in immersive 360-degree technologies have allowed us to produce our own “virtual experience” where our children can prepare for anesthesia by “experiencing” all the sights and sounds of receiving and recovering from an anesthetic. We have shown that health care professionals, children, and their parents find this form of preparation valid, acceptable and fun. Perhaps more importantly, children and parents have self-reported that undertaking our virtual experience has led to a reduction in their anxiety when they go to the operating room. We provide definitions, and technical aspects to assist other health care professionals in the development of low-cost 360-degree videos.
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Introduction

This article aims to provide both methods and practical advice for the production of immersive 360-degree videos for children in hospitals. It is targeted at those with previous experience in the production of standard videos. Preoperative preparation of children is a well-researched method of reducing perioperative anxiety and the consequences of this anxiety [1]. The advancements in immersive 360-degree technologies have allowed for producing a “virtual experience” where children can prepare for anesthesia by actually “experiencing” all the sights and sounds of receiving and recovering from an anesthetic.

There are many standard videos available online aimed at the preparation of children for their hospital procedures. It would also be possible to produce these videos in panoramic or 180-degree modes, which would be technically much easier to produce. However, children and their parents prefer using a 360-degree video. The benefits of 360-degree video over these other methods are threefold [2,3]:

1. It provides a full visual account of what the child could see, there is less chance of surprise at the time of their anesthetic.
2. The increased autonomy for the child during the process of preparation may itself lead to reduced levels of anxiety on the lead up to their anesthetic.
3. The use of virtual reality (VR) headsets or 360 video viewers, by the very nature of being a toy, may reduce anxiety by the child associating the anesthetic with something fun.

Furthermore, it has been demonstrated that health care professionals, children, and their parents find this form of preparation valid, acceptable, and fun [2,3]. Perhaps more importantly, children and parents have self-reported that undertaking our virtual experience has led to a reduction in their anxiety when they go to the operating room (OR) [2,3]. We provide definitions and technical advice to assist other health
care professionals in the development of low-cost 360-degree videos.

The production of 360-degree videos is significantly more challenging than the production of standard videos. There are many production steps which should be planned: (1) production of a script and recruitment of actors, (2) filming individual 360-degree scenes with an appropriate camera, (3) footage from each camera needs to be added together to produce the completed 360-degree video during a process called stitching, (4) the 360-degree footage needs to be edited into the completed film with appropriate software, and (5) the video file needs to be loaded onto a device supporting 360-degree video with a 360-degree viewer.

Production of the Script and Recruitment of Actors

Content and Pace of Video

As with planning the production of any video, it is essential to carefully consider what information the child will gain from the experience. It is important to optimize the length and pace of the video to ensure that it contains all the necessary information and does not result in symptoms such as motion sickness, dizziness, and headaches. An unnecessarily long video may increase the incidence of such symptoms or boredom, and the pace of the video should mimic real anesthetic experience as much as possible.

Textbox 1. The structure of the virtual experience.

| 1. The preoperative area: Introduction and orientation from the nurse. |
| 2. Walking down the corridor: The nurse explains where they are going and what they will see. |
| 3. Walking into the OR: Meeting everyone in the OR and being asked to get onto the bed. |
| 4. Lying on the operating bed: The nurse explains what she is doing while attaching all the routine monitors. |
| 5. The anesthetist explains what they are doing while delivering a gas induction or inserting an intravenous (IV) tube and delivering an IV induction. The screen fades to black depicting falling asleep. |
| 6. A brief period of darkness indicating being asleep. |
| 7. In postoperative care unit: The nurse explains that procedure has finished, points out remaining pieces of monitoring, IV access, and reassures the child that the parents will be arriving soon. |

How to Film a 360-Degree Video

Choosing a 360-Degree Camera

There exists an increasing number of 360-degree cameras available to the consumer. They all have different technical specifications, associated software, and workflows for stitching images. These vary in cost as well as using rigged or non-rigged cameras. A framework and rationale for the cameras selected is provided.

Rigged Cameras or Dual Lens Cameras

Two different set ups of cameras for shooting 360-degree videos were tested: (1) GoPro rig and (2) Ricoh Theta S. The first comprises a frame with 6 cameras fixed to it pointing along all 6 axes. The second was a self-contained system with two 180-degree lens cameras located back to back. Although the GoPro rigged system was superior concerning video quality, 3 significant disadvantages of this system over the self-contained 2 camera system were found. First, it was significantly bulkier and heavier which impeded setting up the camera in a number of the scenes. Second, there is footage from 6 cameras that need stitching together as opposed to 2 (dual lens camera), greatly increasing the postproduction work-load due to the increased amount of space between cameras and the amount of footage not captured, this set-up became inferior when filming objects at close range, such as face masks (Figure 1).
Camera Definition

Resolution of video footage can be considered as the amount of information the camera collects in each frame. It is essential to understand that to produce a clear picture in immersive videos, a higher definition is required. This is for two main reasons. First, each frame of the video is not being watched in its entirety on a flat screen in front of the user. The information in each frame is, in fact, being stretched around a central point into a full 360-degree environment leading to a significant loss of resolution (Multimedia Appendix 1 and Multimedia Appendix 2). Second, the video is viewed at a distance of about 2 inches from the user’s eyes, within the 360-video viewer, and therefore any reduction in definition becomes magnified.

The first video was filmed using the Ricoh Theta S which claims a high-resolution of 1920 by 1080. Although the auto-stitch feature, which works well, the end product when viewed in the 360-degree viewer was of standard definition. 3/100 the video complained of a blurry picture, sore eyes, and a headache. This was attributed to the low resolution of the video [3].

For the second video, the Samsung Gear 360 was used which has a higher video resolution of 3840 by 1920. Although this device does not come with an auto-stitch feature, it can produce a much clearer higher definition immersive experience. Although not formally assessed, the higher resolution appears to cause less incidence of sore eyes and headaches.

How to Obtain a 360-Degree Footage

When producing non 360-degree films, the footage can be viewed as it is filmed. With 360-degree filming, everything in the line of sight of the camera is recorded, and it is not until after the stitching and into the editing process that the scene can be viewed entirely. It is a worthwhile exercise to have dry runs of each scene with someone in the position of the camera looking around the entire room to see exactly what the camera will see during the filming. This is especially important when filming in a hospital environment as it is easy to inadvertently film sensitive material such as a patient in the background or a piece of patient identifiable data on a computer screen.

The optimal way to film the experience was to use the camera as the head of the “patient” and administer an anesthetic to the camera. This ensured that the scene felt real and also enabled the user to feel like they are being spoken to and interacted with personally during their virtual experience.

To film the torso of the child and depict the application of various physiological monitors and lines, it is possible to either use a mannequin or an actor. The method we describe here uses a mannequin, but the same principles may be applied to a live model.

The camera needs to be positioned on the mannequin so that the child sees the “body” as they would their own. After testing different set-up options, the optimal position to set up the camera is as depicted in Figure 1a and b. This enables the child to see everything that happens during the induction of anesthesia and the application of monitoring equipment as shown in Figure 1c.

One aspect of preanesthetic preparation for children which the virtual experience lends itself particularly well to is the gas induction. Holding the top of the mask 3-4 inches away from the camera and 1 inch above the center of the camera allows the child to get the claustrophobic impression of the mask but also allows them to see the monitor equipment.
still to see everything that is going on in the room. This is shown in Figure 2b. Children who have used the virtual experience have found this aspect of the preparation particularly useful.

One inherent technical problem was discovered when filming in this manner. Using the camera as the head of a body means that when the user looks down during the video, they will either see a face or a “headless” body depending on whether or not the face is covered. After multiple tests, it was discovered the most aesthetically pleasing method was to do 2 things. First, during the filming process, cover the face of the mannequin in a sheet the same color as the bed, as shown in Figure 1b. Second, during the editing process, place a logo at the bottom of the video to hide the space where the head would be located (Figure 3).

The scene depicting the walk to the OR posed another technical difficulty. In the first attempt, the nurse escorting the patient to the OR pushed an IV stand with the camera attached to the top. This initially appeared to work well; however, it did reveal one of the side effects caused by this technology. During the virtual experience, the user remains in a sitting position and is placed in a “virtual environment” where they perceive motion, which can lead to motion sickness. The first video caused 20/57 (35%) of users to feel dizzy and 10/57 (17.5%) to feel nauseous. Subjects attributed their side effects predominantly to this scene.

The scene was refilmed using an IV stand with added weights at the bottom, to increase the stability of the pole, and wheeled it down the corridor much more slowly at a speed of about 0.25 meters/second. This enabled the scene to be produced where the user still gets the impression of walking down the corridor but has a much lower incidence of motion sickness. The downside to this is that it was only possible to film a small portion of the walk to the OR as it would have taken too long to walk at this speed.

Obtaining Audio for a 360-Degree Video

There are multiple ways of recording the audio for the video. The simplest option is to use the built-in microphone in the camera. This, however, does not provide the best audio quality, especially in an environment with lots of ambient noise. Voices from different locations within the environment will also be recorded at different volumes.

The most reliable way to record the actors’ voices is to fit each with microphones and add this to the video at the editing stage. Regarding background sounds, which are important for the experience, such as monitoring sounds or trays being opened, it is best to film the experience in a quiet room. Separately record these sounds and then add in during the editing. It is also possible to record actors’ voices at this stage.

Figure 2. a) Optimum position of the mask during a gas induction; b) View of this setup through the 360-degree viewer.
Stitching the Video Footage

This is a very time consuming and technically challenging task. Each frame from each camera needs to be stitched together to produce a video file that contains a full 360-degrees worth of information. The Ricoh Theta S camera allowed for a bypass to this stage as it had an auto stitch function enabling the export of data directly from the camera to the editing software. The Samsung Gear 360 did not come with this function, and it was necessary to obtain help from an outside company to complete the stitching process. This is a very significant consideration when deciding on which camera to use, as it may cost significantly more to hire outside help to complete the stitching of the footage.

Editing and Combining Footage Into a Full Video

The editing techniques behind producing a completed video are beyond the scope of this article, and there are many editing software packages available. However, some of the fundamental concepts when editing a 360-degree video are explained here. The editing software used was Adobe Premiere.

Equirectangular Videos

After the stitching process has been completed, the video files are in equirectangular format. This means that the 360-degree spherical images have been flattened and distorted onto a 2-dimensional rectangle, much like a map of the world. Therefore, when viewing the clips during the editing process, they will appear distorted, and it is difficult to appreciate what the final product will look like (Figure 4).

Video Clip Settings

For the final product to work as required in the 360-degree video viewer, it is vital to maintain the correct relative dimensions of the video during the import process into the editing software and during the export process out of the editing software. The exact magnitude of the dimensions will vary depending on the resolution of the clips but will need to be twice as wide as they are high (ie, 3840 by 1920). It is also vital to ensure that there are no borders to the image as the edges of the video will be wrapped around and brought together when playing on the 360-degree video viewer.

Lighting

Even though additional lighting was used during the filming, the finished product was still quite dark. Increasing the exposure setting by approximately 40% and the saturations setting by approximately 80% on the editing software produced a video that is much brighter and warmer. It also gives a much clearer picture. The exact degree to which these settings should be adjusted will depend on the original footage.

Exporting Video From the Editing Software and Injecting Metadata

Table 1 shows the export settings that were used. The VR mode required will depend on the device used to view the final product. Most 360-degree editing software will automatically format the video file into a stereoscopic mode (ie, 2 images side by side) which is required to view the video file in the viewer. If software is used that does not do this, then it will be necessary to export as a stereoscopic video file.

Metadata

Metadata is the information that is embedded into the video file that allows the video to be viewed in 360-degree mode. Whether or not the raw footage contains this data depends on the camera used. It may be necessary to install this metadata during the export process. Using this method, it is not necessary to do this. However, it is critical to ensure that when the video is exported from the editor that the metadata remains within the video file by enabling the metadata settings.
Figure 4. How 360-degree footage appears when flattened onto a 2-Dimensional workspace.

Table 1. Video export settings.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>H.264</td>
</tr>
<tr>
<td>Width</td>
<td>3840</td>
</tr>
<tr>
<td>Height</td>
<td>1920</td>
</tr>
<tr>
<td>Frame Rate</td>
<td>29.97</td>
</tr>
<tr>
<td>Aspect</td>
<td>Square Pixels</td>
</tr>
<tr>
<td>Bitrate</td>
<td>Maximum Bitrate</td>
</tr>
<tr>
<td>Virtual reality mode</td>
<td>Monoscopic</td>
</tr>
<tr>
<td>Metadata</td>
<td>Enabled</td>
</tr>
</tbody>
</table>

The 360-Degree Enabled Devices and Viewers

There are a large number of devices and viewers (e.g., HTC Vive, Samsung Gear, Google Cardboard), that allow viewing 360-degree video media. The most reliable and cost-effective way of viewing the completed video is as follows. First, download the completed video to a mobile phone. All current mobile phones have the ability to run the necessary VR applications. Second, open the video in an appropriate VR application. The free and open source VR application called Childlife VR was used. Third, view the video through a 360 viewer. These are readily available devices for mobile phones. The Google Cardboard viewer was used in this study due to its availability and price.

For safety reasons, it must be ensured that all users of the video remain seated at all times during the experience. This still enables them to look all around and experience the full benefit of the video. Although most of the information happens in the “looking forward” position, children still choose to take advantage of the technology and look all around them throughout the video.

Discussion

This tutorial provides an account of the technical challenges encountered and techniques that were found to be effective when producing a video (i.e., Childlife VR). There are many different ways of preparing children for a hospital procedure and not all will wish to participate in this particular way. There was 1/101 (1%) of the children approached to use the video chose not to try it as they had received over 8 previous anesthetics. They had their own coping mechanism and did not want this process interfered with. In addition, 6/100 (6%) children recruited preferred to use the standard methods of preparation in the future [1, 2].

Three-dimensional cameras and augmented reality goggles are becoming more readily available and more reasonably priced. This may represent future alternative methods used in the preparation of children for general anesthesia and other hospital procedures.
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Multimedia Appendix 1
Comparison of rigged set up (left) with dual camera (right). (A) shows the areas not captured by the cameras; (B) shows the areas that need “stitching” together
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Multimedia Appendix 2
How footage is “stretched” around the user in order to be viewed in 360-degrees.
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Abstract

Background: Electronic health (eHealth) information is ingrained in the healthcare experience to engage patients across the lifespan. Both eHealth accessibility and optimization are influenced by lifespan development, as older adults experience greater challenges accessing and using eHealth tools as compared to their younger counterparts. The eHealth Literacy Scale (eHEALS) is the most popular measure used to assess patient confidence locating, understanding, evaluating, and acting upon online health information. Currently, however, the factor structure of the eHEALS across discrete age groups is not well understood, which limits its usefulness as a measure of eHealth literacy across the lifespan.

Objective: The purpose of this study was to examine the structure of eHEALS scores and the degree of measurement invariance among US adults representing the following generations: Millennials (18-35-year-olds), Generation X (36-51-year-olds), Baby Boomers (52-70-year-olds), and the Silent Generation (71-84-year-olds).

Methods: Millennials (N=281, mean 26.64 years, SD 5.14), Generation X (N=164, mean 42.97 years, SD 5.01), and Baby Boomers/Silent Generation (N=384, mean 62.80 years, SD 6.66) members completed the eHEALS. The 3-factor (root mean square error of approximation, RMSEA=.06, comparative fit index, CFI=.99, Tucker-Lewis index, TLI=.98) and 4-factor (RMSEA=.06, CFI=.99, TLI=.98) models showed the best global fit, as compared to the 1- and 2-factor models. However, the 4-factor model did not have statistically significant factor loadings on the 4th factor, which led to the acceptance of the 3-factor eHEALS model. The 3-factor model included eHealth Information Awareness, Search, and Engagement. Pattern invariance for this 3-factor structure was supported with acceptable model fit (RMSEA=.07, Δχ²=ΔP>.05, ΔCFI=0). Compared to Millennials and members of Generation X, those in the Baby Boomer and Silent Generations reported less confidence in their awareness of eHealth resources (P<.001), information seeking skills (P=.003), and ability to evaluate and act on online health information (P<.001).

Results: Young (18-48-year olds, N=411) and old (49-84-year olds, N=419) adults completed the survey. A 3-factor model had the best fit (RMSEA=.06, CFI=.99, TLI=.98), as compared to the 1-factor, 2-factor, and 4-factor models. These 3-factors included eHealth Information Awareness (2 items), Information Seeking (2 items), and Information and Evaluation (4 items). Pattern invariance was supported with the acceptable model fit (RMSEA=.06, Δχ²=ΔP>.05, ΔCFI=0). Compared with younger adults, older adults had less confidence in eHealth resource awareness (P<.001), information seeking skills (P<.01), and ability to evaluate and act upon online health information (P<.001).
Conclusions: The eHEALS can be used to assess, monitor uniquely, and evaluate Internet users’ awareness of eHealth resources, information seeking skills, and engagement abilities. Configural and pattern invariance was observed across all generation groups in the 3-factor eHEALS model. To meet gold the standards for factor interpretation (ie, 3 items or indicators per factor), future research is needed to create and assess additional eHEALS items. Future research is also necessary to identify and test items for a fourth factor, one that captures the social nature of eHealth.

(J Med Internet Res 2018;20(7):e10434) doi:10.2196/10434
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Introduction

Background

Telemedicine and electronic health (eHealth) transcends geographic, social, and political boundaries, making them essential tools to leverage health care delivery and surveillance [1,2]. The Internet has become deeply penetrated into society, with nearly 90% of adults in the United States having Internet access [3]. Millennials (18-35-year-olds), however, continue to adopt the Internet at a more rapid rate than members of Generation X (36-51-year-olds), Baby Boomers (52-70-year-olds), and the Silent Generation (71-115-year-olds) [4]. Although age-related disparities in Internet adoption have declined in recent years [5], the strategies to narrow this chasm and optimize the eHealth experience will require a closer look at the unique attributes of generations.

Generational differences in technological adoption can be broadly attributed to the point in one’s life that technology was penetrated into society [6]. Members of Generation X created the same technology that has become central to Millennials’ everyday lives. Rather than being familiar with and growing up with technology, Baby Boomers and members of the Silent Generation were introduced to technology after their social and cultural identities had been established. Widespread adoption of the Internet and the capabilities of technology have led Baby Boomers and members of the Silent Generation, who are traditionally considered late adopters of innovations like technology [4,6], to become excited and willing to adapt and learn about new technologies [7]. However, barriers related to unfamiliarity and uncertainty surrounding the use, value, and security of health information technologies persist among middle-to-older age adults [8-11], especially among those who are not avid health service users [12]. Evidence also shows that non-primary care physicians who are 55 years old and over are less likely to integrate electronic health record systems into their practice, as compared to their younger physician counterparts [13]. Consistent with theoretical underpinnings of the Diffusion of Innovation and the Technology Acceptance Model [7,14], technology tends to be adopted more quickly among younger age groups who find that it is both useful and easy to use.

Adoption of eHealth, however, does not ensure that the technology is used appropriately or that it is used to access high-quality and actionable health information [15]. eHealth literacy, driven by health and computer literacies, is defined as the capacity to locate, understand, evaluate, and act upon health information from technology [16]. People with a low degree of eHealth literacy are less likely to find the Internet as a useful health information tool, to trust the health information from diverse online sources and channels [17], and to actively seek out health information from the Internet [18]. Literacy in eHealth is a central skill set that influences not only health information seeking behaviors [19-21], but also the likelihood of engaging in proactive health-related outcomes and experiences [18,22]. Similar to generational values, researchers argue that social and cultural contextual frames influence eHealth literacy [23,24]. As such, understanding how generational age serves as a function of eHealth literacy and optimizing its measurement across these groups will be critical in the evolving technological era.

Empirical evidence over the past decade has shown that an inverse correlation exists between age and eHealth literacy [18,22,25,26]. Older adults generally have lower health literacy than their younger counterparts [27,28], yet this population is increasingly adopting the Internet with a high degree of confidence to access health information and supplement their health care [4,25]. Paige and colleagues [17] found that adults in the middle-to-older adult age groups, or Boomers and members of the Silent Generation, were more likely to have low eHealth literacy than their younger counterparts. Older age groups were also less likely to trust health information from social support forums but more likely to trust health information from Facebook. These age disparities have been attributed to older adults’ unique health needs as compared to younger adults [29,30], including specialized health information related to chronic disease [31-33], the potential risk for social isolation [34,35], and physical and cognitive limitations that are due to the natural aging process [36]. The generational differences in information seeking behaviors in the non-health context have also been highlighted in the literature to show that Millennials and Baby Boomers consult different informational sources [37]. For these reasons, it would be naïve to assume that eHealth literacy is measured and conceptualized equivalently across generational age groups. To our knowledge, evidence to support that measurement invariance of eHealth literacy scores exists across generations does not exist.

Valid age-group comparisons of eHealth literacy and associated patient-reported outcomes cannot be established without evidence that eHealth literacy measures function equally, or invariant, among young and old adults [38,39]. Measurement invariance indicates that the latent construct captured by an instrument will function similarly across different groups. Multi-group comparisons that do not meet the assumption of measurement invariance are ambiguous and subject to bias [38,40] and may use misleading or false claims to advance
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research and practice [41]. Without such evidence, it is unknown if the different relationship between eHealth literacy and age is due to real differences or systematic biases. As such, older adults may have a lesser degree of confidence to use eHealth. However, it is also possible that normal age-related cognitive declines [42] and low health literacy [28] readily reported among older adults contribute to depleted attention and working memory to recall accurate responses. As such, specific items may appear more salient in one age group over another. Establishing measurement invariance across eHealth literacy scales will have significant implications for fair and equitable testing standards. Also, it will alleviate bias in using these instruments to identify patients who are likely to benefit from online programs.

Since the conceptualization of eHealth literacy in 2006, several instruments have been developed to capture this construct in the evolving era of eHealth. The seminal instrument, the eHealth Literacy Scale (eHEALS), is a brief 8-item measure with theoretical underpinnings in self-efficacy, or the confidence in one’s capability to engage in behavior to result in the desired outcome [43]. Alongside the emergence of online social environments, like social media, there have been criticisms that the instrument has a compromised degree of content validity [16], particularly regarding its insufficient ability to capture the multidimensional and dynamic features of eHealth. In response, formative research was conducted to derive constructs salient to eHealth literacy and its measurement inductively. The most significant contribution noted by these instruments is the ability to capture the dynamic feature of eHealth and pressing issues related to eHealth use (eg, privacy). These instruments included items that assess if an Internet user can talk to their offline health care provider about the health information found on the Internet [44], as well as their skills related to privacy protection and message self-creation with a keyboard [45]. Another instrument related to eHealth literacy assessed the Internet users preferred mode of interaction and online experiences, as well as their degree of computer anxiety and health information needs [46]. These new instruments tap into unique aspects of eHealth literacy, but they do not provide insight into the communication exchange processes that are missing from eHEALS. Instead, these instruments have been said to leave eHealth literacy static, as recent attempts to advance the concept and measurement have not built upon previous literature [47]. Given this information, it is possible that new operational definitions, concepts, and measures that do not build upon seminal work of eHealth literacy may lead researchers astray from the core operational behaviors (ie, locate, understand, evaluate, act upon). Although measures of eHealth literacy have been published, eHEALS remains the most widely used and refined instrument in the literature [48-50].

Evidence for the internal structure and external validity of eHEALS as a unidimensional measure exists across diverse age groups. These populations include adolescents [51], college students [52], the general adult population [52], patients with chronic disease [53], older adults recruited to surveys conducted online [54], and baby boomers and older adults recruited through the telephone [55]. More recently, studies applying sophisticated psychometric modeling techniques have found that eHEALS is a multi-dimensional measure that captures operational behaviors consistent with the seminal operational definition of eHealth literacy [16]. The eHEALS has been identified as a 2-factor measure of eHealth literacy among Australian adults who are at-risk for cardiovascular disease [56]. The 2-factor model was replicated among general adult populations in Germany [57] and Israel [57,58]. These factors have been defined as measuring information seeking and information appraisal. Most recently, the eHEALS 3-factor structure has been reported among adults later in the lifespan. Sudbury-Riley and colleagues [49] report that eHEALS scores produce a 3-factor model of information awareness, seeking, and appraisal skills among baby boomers. Similarly, the 3-factor model of eHEALS has been confirmed among baby boomers and older adults [55], chronic disease patients [53], as well as middle age adults, with an average age of 53, in a magnetic resonance imaging and computed tomography medical imaging outpatient clinic [59]. The 3-factor structure of eHEALS scores, however, has not been reported or confirmed among younger age groups, like Millennials or members of Generation X. As such, the discrepancy in 1-, 2-, and 3-factors captured among middle-to-older age adults and the general population in international contexts brings into question whether or not eHEALS produces similar factor structures across the lifespan.

Sudbury-Riley and colleagues [49] found measurement invariance for the 3-factor structure among baby boomers in the US, United Kingdom, and New Zealand. As such, the multidimensional eHEALS structure does not vary among Baby Boomers across international borders, regardless of the various health care provisions and coordination that drive social and cultural frames. Age, however, is also a strong determinant that shapes and influences the social and cultural frame of a given population [60]. Baby Boomers are a single generation within the lifespan, and measuring their health-related technological skills is well justified. However, Baby Boomers are a single generation whose socio-cultural and political frame has a significant influence on health outcomes and health services uptake [61-63]. Evidence that research on generational differences in eHealth adoption sets a precedent to also consider the potential generational variability in measures that assess eHealth literacy.

Although a “gold standard” eHealth literacy instrument does not exist [47], the eHEALS remains the closest to reaching this status due to its brevity, popularity, and theoretical underpinnings in health behavior change theory. Researchers have recommended the refinement of the eHEALS, specifically to account for the social nature of eHealth [47,64,65]. Before embarking on this mission, there is an obligation to understand the multidimensional factor structure of the eHEALS across age groups and whether or not these factor structures are invariant. Without such evidence, it will be challenging to refine eHEALS as a reliable measure that produces scores with a high degree of validity evidence across the lifespan in the social era of eHealth. Therefore, the purpose of this study is to examine the structure of eHEALS scores and the degree of measurement invariance among three generations: Millennials, Generation X, and Baby Boomers and the Silent Generation.
Methods

Sample and Procedures
A sample of Qualtrics Panelists from the United States completed an online survey in May 2015, which was approved by the university Institutional Review Board (IRB). The sample was stratified by race (ie, Caucasian, Black/African American). Per Qualtrics Panels, the survey functioned as opt-in, meaning that panelists who met inclusion criteria were offered the opportunity to consent to participate. For this particular survey, the inclusion criteria included residing within the United States and being older than 18 years old. Some respondents (n=11) did not provide their age and were subsequently removed from the final sample (N=829). Upon removing respondents who did not provide an age value, there were no missing eHEALS data in this sample.

Measures
The following sociodemographic factors were measured across the sample [66]: (1) age (in years), (2) gender (Male, Female), (3) race (Black/African American, Caucasian), (4) ethnicity (Hispanic, non-Hispanic), (5) education level, (6) annual income, and (7) Internet use for Health. The eHealth Literacy was assessed with the eHEALS (Norman and Skinner, [51]), an 8-item, 5-point Likert-type rating scale (1=strongly disagree, 5=strongly agree).

Data Analysis
The age group of the sample was categories as: (1) Millennials (18-35-year-olds), (2) Generation X (36-51-year-olds), and (3) Baby Boomers (52-70-year-olds) and Silent Generation (71-115-year-olds) [67]. Baby Boomers and the Silent Generation were collapsed into a single group for this study because the sample only contained 45 members of the Silent Generation. Frequency and descriptive statistics were computed to describe the sample and eHealth literacy scores. A series of chi-squared analyses were conducted to determine if sociodemographic factors were significantly different by age group.

Dimensionality
Multi-group exploratory structural equation models (MG-ESEM) were conducted with Mplus v7.3 [68] to inform the number of factors underlying eHEALS items. MG-ESEM is not a confirmatory factor analysis approach. Instead, it is a structural equation modeling (SEM) approach that integrates principles of exploratory factor analysis. This statistical approach is justified by the limited, and inconsistent (eg, 1-factor, 2-factor, 3-factor), knowledge regarding measurement properties of eHEALS across generations. For example, there is no priory theory to support that a certain number of factors are salient across generations who complete the eHEALS. Moreover, there is limited theoretical support to suggest that specific items from eHEALS would belong to one factor over another. Considered a novel framework to examine the measurement and structural properties through a SEM lens [69], a similar statistical approach has been used in measurement studies to examine the properties of eHEALS among baby boomers and older adults [55].

The fit of 4 MG-ESEM factor models was evaluated across each generation. Each model was independently examined, beginning with 1-, 2-, 3-, and finally a 4-factor model structure. The following criteria were used to evaluate the global model fit of each model [70]: (1) statistically non-significant chi-square value, (2) Root mean square error of approximation (RMSEA) value less than .08, (3) comparative fit index (CFI) value greater than .95, (4) Tucker-Lewis index (TLI) value greater than .95, (5) standardized root mean square residual (SRMR) less than .08, and (6) smaller Akaike information criterion (AIC). Factor loadings of .30 or greater [71] were examined to form the base model for testing measurement invariance.

Measurement Invariance
Mplus v7.3 [68] was used to carry out 3 analytical invariance tests within Confirmatory Factor Analyses (CFA) framework to test if the instrument functions similarly across each generational age group [39]. There were 3 tests of measurement invariance conducted [72]. The first was configural invariance, in which all parameters from the factor model identified in the MG-ESEM are freely estimated across groups to confirm that the underlying factor structure is equivalent. Next, pattern invariance tests the equivalence of unstandardized factor loadings across groups, which is used to examine if items are related to the factors in the similar ways across groups. Finally, the unique invariance test examines the equivalence of item measurement error across groups. Chi-square difference tests were conducted for model comparisons to test each level of measurement invariance, and several fit indices such as RMSEA, SRMR, CFI, and TLI, were also examined to evaluate the fit of the final model. A change in chi-square statistic was compared to the critical value with the relevant for the change in degrees of freedom. If the chi-square difference test was significant, adding invariance constraints was considered worsening the model fit and indicating lack of invariance. As chi-square is sensitive to sample sizes [73], a CFI change less than .01 was considered as non-significant changes in model fit, supporting invariance [74].

Comparing Electronic Health Literacy Scale Scores by Age Group
The statistical software SPSS v24 [75] was used to examine the internal consistency, or Cronbach’s alpha, of items comprising each eHEALS factor and compute the average of item scores. The reliability of each factor across age groups was determined by the omega coefficient, which is more appropriate for congeneric factor analysis models that do not function under tau-equivalence [76,77]. A one-way analysis of variance (ANOVA) and Tukey post-hoc analyses were conducted to identify the mean difference in eHealth literacy scores among each generation. Statistical significance was detected at P<.05.

Results

Sample Characteristics
As shown in Table 1, the mean ages of Millennials, Generation X, and Baby Boomers/Silent Generation Members were 26.64 (SD 5.14), 42.97 (SD 5.01), and 62.80 (SD 6.66), respectively. Respondents were mostly female (603/829, 72.74%), earning...
at least US $35,000 each year (499/829, 60.41%), and living
with at least some college experience (623/829, 75.15%).
There were no statistically significant differences in gender,
income, or education across each generation group. Nearly half
of the respondents were Black/African American (412/829, 49.70%) or Caucasian (417/829, 50.30%), and most were
non-Hispanic or Latino (807/829, 97.2%). A greater number of
Millennials used the Internet for health-related purposes, as
compared with members of Generation X or Baby
Boomers/Silent Generation groups ($P=.009$).

### Dimensionality

The estimates of model fit for 1-4 factor models are presented
in Table 2. Exceeding the acceptable level of RMSEA were the
1-factor (value=.14), 2-factor (value=.09) models. The 3-factor
model (RMSEA=.06, 90% CI 0.04-0.08, CFI=.98, TLI=.98)
and 4-factor model (RMSEA=.06, 90% CI 0.04-0.08, CFI=.99,
TLI=.99) indicated good global model fit. Similarly, the AIC
values for the 3-factor (value=12750) and 4-factor
(value=12737.50) models were lower than the values for the
1-factor, 2-factor, and 4-factor models.

### Table 1. Sociodemographics of millennials, generation X, and baby boomers/silent generation members.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Millennials (N=281)</th>
<th>Generation X (N=164)</th>
<th>Baby Boomers/Silent Generation (N=384)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>26.64 (5.14)</td>
<td>42.97 (5.01)</td>
<td>62.80 (6.66)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>73 (25.9)</td>
<td>54 (32.9)</td>
<td>99 (25.7)</td>
</tr>
<tr>
<td>Female</td>
<td>207 (73.7)</td>
<td>110 (67.1)</td>
<td>286 (74.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.36)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Racea, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>156 (55.7)</td>
<td>93 (56.7)</td>
<td>163 (42.3)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>124 (44.3)</td>
<td>71 (43.3)</td>
<td>222 (57.7)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>8 (2.9)</td>
<td>2 (1.2)</td>
<td>6 (1.6)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>267 (95.4)</td>
<td>161 (98.2)</td>
<td>378 (98.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>5 (1.8)</td>
<td>1 (0.6)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; High school</td>
<td>12 (4.3)</td>
<td>5 (3.0)</td>
<td>12 (3.1)</td>
</tr>
<tr>
<td>High school/GED</td>
<td>58 (20.7)</td>
<td>31 (18.9)</td>
<td>88 (22.9)</td>
</tr>
<tr>
<td>Some college</td>
<td>99 (35.4)</td>
<td>47 (28.7)</td>
<td>136 (35.3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>65 (23.2)</td>
<td>39 (23.8)</td>
<td>67 (17.4)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>26 (9.3)</td>
<td>28 (17.1)</td>
<td>59 (15.3)</td>
</tr>
<tr>
<td>Advanced graduate</td>
<td>18 (6.4)</td>
<td>13 (7.9)</td>
<td>23 (5.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.7)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Annual income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\leq$20K/year</td>
<td>60 (21.6)</td>
<td>28 (17.1)</td>
<td>65 (16.9)</td>
</tr>
<tr>
<td>$20K-$34,999K/year</td>
<td>62 (22.3)</td>
<td>33 (20.1)</td>
<td>79 (20.6)</td>
</tr>
<tr>
<td>$35K-$49,999K/year</td>
<td>50 (18)</td>
<td>27 (16.5)</td>
<td>61 (15.9)</td>
</tr>
<tr>
<td>$50K-$74,999K/year</td>
<td>57 (20.5)</td>
<td>25 (15.2)</td>
<td>88 (22.9)</td>
</tr>
<tr>
<td>$\geq$75K more/year</td>
<td>49 (17.6)</td>
<td>51 (31.1)</td>
<td>91 (23.7)</td>
</tr>
<tr>
<td>Internet use for healthb, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>278 (99.3)</td>
<td>157 (95.7)</td>
<td>366 (95.1)</td>
</tr>
<tr>
<td>No</td>
<td>2 (0.7)</td>
<td>7 (4.3)</td>
<td>19 (4.9)</td>
</tr>
</tbody>
</table>

*a*Black/African Americans and Caucasian respondents were less likely to be a member of Generation X than any other generation, $\chi^2(2, N=829)=15.62, P=.001.

*b*More Millennials reported using the Internet for health, as compared to members of Generation X or Baby Boomers/Silent Generation, $\chi^2(2, N=829)=9.35, P=.009.
Table 2. Global model fit estimates for multi-group exploratory structural equation models

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$ (df)</th>
<th>P value</th>
<th>RMSEA$^{a}$ (90% CI)</th>
<th>SRMR$^{b}$</th>
<th>CFI$^{c}$</th>
<th>TLI$^{d}$</th>
<th>AIC$^{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Factor Model</td>
<td>577.67 (90)</td>
<td>&lt;.001</td>
<td>.14 (0.13-0.15)</td>
<td>.13</td>
<td>.88</td>
<td>.89</td>
<td>13135.05</td>
</tr>
<tr>
<td>2-Factor Model</td>
<td>263.16 (79)</td>
<td>&lt;.001</td>
<td>.09 (0.08-0.10)</td>
<td>.09</td>
<td>.96</td>
<td>.95</td>
<td>12842.55</td>
</tr>
<tr>
<td>3-Factor Model</td>
<td>138.95 (67)</td>
<td>&lt;.001</td>
<td>.06 (0.05-0.08)</td>
<td>.08</td>
<td>.98</td>
<td>.98</td>
<td>12742.33</td>
</tr>
<tr>
<td>4-Factor Model</td>
<td>108.12 (54)</td>
<td>&lt;.001</td>
<td>.06 (0.04-0.08)</td>
<td>.08</td>
<td>.99</td>
<td>.98</td>
<td>12737.50</td>
</tr>
</tbody>
</table>

$^{a}$RMSEA: root mean square error of approximation.
$^{b}$SRMR: standardized root mean square residual.
$^{c}$CFI: comparative fit index.
$^{d}$TLI: Tucker-Lewis index.
$^{e}$AIC: Akaike information criterion.

Although the 4-factor model yielded the best fitting model, items from the scale did not statistically significantly load onto the fourth factor. Therefore, the 3-factor model was used as the basis for assessing measurement invariance among young and old respondents.

Table 3 shows the statistically significant unstandardized factor loadings for the 3-factor model among Millennials, Generation X, and Baby Boomers/Silent Generation groups. Factor 1, which includes items that assess awareness about what health information is available on the Internet and where it can be located, contained significant factor loadings for Items 1-2 across all groups. Similarly, items 5-8 yielded high (greater than .40) and significant loadings on Factor 3, which included items that assess confidence in evaluating and using health information to answer health-related questions. Items 3 and 4, which assessed knowledge about how to use and find helpful health resource on the Internet, had a moderate to strong relationship with Factor 2 across all generation groups. All 3 factors were statistically significantly correlated with one another across all 3 groups. Interestingly, the correlation of Factor 1 with Factors 2 ($r=.98$) and 3 ($r=.80$) were much stronger than for the other generation groups. The final 3-factor model used to guide measurement invariance testing is shown in Figure 1.

Table 3. The 3-factor loadings for each generation.

<table>
<thead>
<tr>
<th>Electronic Health Literacy Scale Item</th>
<th>Millennials$^a$</th>
<th>Generation X$^b$</th>
<th>Baby Boomer/Silent Generation$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1</td>
<td>Factor 2</td>
<td>Factor 3</td>
</tr>
<tr>
<td>(E1) I know what health resources</td>
<td>.69$^d$</td>
<td>.01</td>
<td>.06</td>
</tr>
<tr>
<td>are available on the Internet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E2) I know where to find</td>
<td>.64$^d$</td>
<td>.18$^e$</td>
<td>.01</td>
</tr>
<tr>
<td>helpful health resources on the</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>.64$^d$</td>
<td>.18$^e$</td>
<td>.01</td>
</tr>
<tr>
<td>(E3) I know how to use the health</td>
<td>.07</td>
<td>.39$^f$</td>
<td>.22$^f$</td>
</tr>
<tr>
<td>information I find on the Internet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>to help me</td>
<td>.07</td>
<td>.40$^f$</td>
<td>.22$^f$</td>
</tr>
<tr>
<td>(E4) I know how to find helpful</td>
<td>−.02</td>
<td>.78$^d$</td>
<td>.01</td>
</tr>
<tr>
<td>health resources on the Internet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E5) I have the skills I need to</td>
<td>−.09</td>
<td>.02</td>
<td>.72$^d$</td>
</tr>
<tr>
<td>evaluate the health resources I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>find on the Internet</td>
<td>.02</td>
<td>.72$^d$</td>
<td>.02</td>
</tr>
<tr>
<td>(E6) I know how to use the Internet</td>
<td>−.01</td>
<td>.18$^d$</td>
<td>.45$^d$</td>
</tr>
<tr>
<td>to answer my questions about health.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E7) I can tell high quality health</td>
<td>.17</td>
<td>−.03</td>
<td>.49$^f$</td>
</tr>
<tr>
<td>resources from low quality health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>resources on the Internet</td>
<td>.17</td>
<td>−.03</td>
<td>.49$^f$</td>
</tr>
</tbody>
</table>

$^a$Factor 1 with Factor 2 ($r=.70$, $P<.001$), Factor 1 with Factor 3 ($r=.63$, $P<.001$), Factor 2 with Factor 3 ($r=.76$, $P<.001$).
$^b$Factor 1 with Factor 2 ($r=.98$, $P<.001$), Factor 1 with Factor 3 ($r=.80$, $P<.001$), Factor 2 with Factor 3 ($r=.77$, $P<.001$).
$^c$Factor 1 with Factor 2 ($r=.79$, $P<.001$), Factor 1 with Factor 3 ($r=.79$, $P<.001$), Factor 2 with Factor 3 ($r=.89$, $P<.001$).
$^dP<.001$
$^eP<.05$
$^fP<.01$
Measurement Invariance

Table 4 shows the results for configural, pattern, and unique factor invariance tests through the use of a CFA. The 3-factor model has slightly poorer, but acceptable, model fit in regards to configural invariance. This is determined from the RMSEA (value=.08, 90% CI 0.06-0.09) and CFI/TLI (.98 and .97, respectively), confirming that the 3-factor model represents the factor structure of eHEALS across all generations. Adding constraints on the factor loadings across generation groups (pattern invariance testing) resulted in slight improvement of RMSEA and relatively steady SRMR, CFI, and TLI values. The change in chi-square was not statistically significant and the CFI did not deviate by .01. In regard to unique factor invariance, the change in chi-square ($\Delta\chi^2=69.51$, $\Delta df=16$) was statistically significant at $P<.05$. As such, unique factor invariance was rejected as equating the error variances of each item across groups significantly diminished the model fit. Moreover, the AIC value for the pattern invariance model (value=12,770.60) was lower than the models testing for configural (value=12,775.72) and unique factor (value=12,808.11) invariance. Therefore, measurement invariance of for the proposed 3-factor structure exists among Millennials, the Generation X, and Baby Boomers/Silent Generation.

Electronic Health Literacy Scale Scores by Age Group

Table 5 shows the average scale scores for the 3-factor eHEALS model across each generation. Internal consistency alpha estimates were within appropriate range for each factor, and omega coefficients demonstrated equivalent values to support reliability of the data. A one-way ANOVA showed that eHEALS scores varied across generations for Factor 1 ($F[2, 827]=8.17$, $P<.001$), Factor 2 ($F[2, 826]=6.00$, $P=.003$), and Factor 2 ($F[2, 827]=18.51$, $P<.001$). Tukey honest significant difference (HSD) post hoc analyses showed that, on average, members of the Baby Boomer and Silent Generation groups reported less knowledge and confidence in their eHealth literacy across all factors ($P<.05$), as compared to members of the Millennial and Generation X groups.

Table 4. Fit statistic summary for testing measurement invariance in the 3-factor model of electronic health literacy scale.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$ (df)</th>
<th>RMSEA$^a$</th>
<th>SRMR$^b$</th>
<th>CFI$^c$</th>
<th>TLI$^d$</th>
<th>AIC$^e$</th>
<th>Model comparison, $\Delta\chi^2$ ( $\Delta df$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: Configural Invariance</td>
<td>160.33 (61)</td>
<td>.08</td>
<td>.03</td>
<td>.98</td>
<td>.97</td>
<td>12775.72</td>
<td>0.0 (0)</td>
</tr>
<tr>
<td>Model 2: Pattern Invariance</td>
<td>175.21 (71)</td>
<td>.07</td>
<td>.05</td>
<td>.98</td>
<td>.97</td>
<td>12770.60</td>
<td>14.88 (10)</td>
</tr>
<tr>
<td>Model 3: Unique Factor Invariance</td>
<td>244.72 (87)</td>
<td>.08</td>
<td>.08</td>
<td>.96</td>
<td>.96</td>
<td>12808.11</td>
<td>69.51$^f$ (16)</td>
</tr>
</tbody>
</table>

$^a$RMSEA: root mean square error of approximation.

$^b$SRMR: standardized root mean square residual.

$^c$CFI: comparative fit index.

$^d$TLI: Tucker-Lewis index.

$^e$AIC: Akaike Information Criterion.

$^fP<.05$. 
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These 2 generations were underrepresented in their analyses. Adults representing older Baby Boomer and Silent Generations made up a smaller proportion of the sample of Web-based panelists included proportionately more Millennials. Of note, our colleagues [52], evidence generated in this study supported a theoretically driven manner consistent with eHealth literacy factors, but also how these factors might function in a principled manner. The current study strived to cast a broader net to implicit within eHEALS items across three different age groups. Moreover, the current study sought to validate constructs of variance in observed variables [78]. Considering the results of previous literature. Stellefson and colleagues [55] examined the factor structure of eHEALS scores among Baby Boomers and Silent Generation members during a telephone interview and found that Item 3 (ie, “I have the skills I need to evaluate the health resources I find on the Internet”) significantly loaded on both Factor 2 and Factor 3. In that study, Factor 2 included items related to finding health information on the Internet to make informed health decisions. Factor 3 included only 1 other item with a significant factor loading, which addressed the ability to evaluate the quality of online health information. Findings from Stellefson and colleagues [55] run contrary to the current study and also findings reported by Sudbury-Riley and colleagues’ [49], who speculated that the content and theoretical underpinnings of this particular eHEALS item (Item 3) denote skills related to confidence in the ability to evaluate and act upon health information from the Internet. After a closer inspection of Item 3 content, it appears that this question may assess two distinct skills: (1) can one evaluate health information from the Internet? and (2) can one find health information on the Internet? The mode of data collection in Stellefson and colleagues’ [55] study was over the telephone, whereas the data collected in the current study and Sudbury-Riley and colleagues’ [49] was through a Web-based survey. It is possible that respondents only cognitively processed a single operational behavior outlined in eHEALS when it was administered online to a significant proportion (60%) Millennials. Data from Nguyen and colleagues [52] showed eHEALS to have a unidimensional structure with 4 factors, but also how these factors might function in a principled manner consistent with eHealth literacy (ie, locate, evaluate, apply). These operational skills are associated with unique, albeit related, dimensions of self-efficacy in the context of eHealth literacy [16], which explains the highly correlated 3-factor model containing unique factors.

### Table 5. Average eHealth literacy scores by age group.

<table>
<thead>
<tr>
<th>Electronic Health Literacy Scale Factor</th>
<th>Millennials</th>
<th>Generation X</th>
<th>Baby Boomer/Silent Generation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1: Information Awareness</td>
<td>α</td>
<td>Mean (SD)</td>
<td>α</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>.80</td>
<td>7.69 (1.68)</td>
<td>.91</td>
<td>7.72 (1.80)</td>
</tr>
<tr>
<td></td>
<td>.83</td>
<td>7.22 (1.67)</td>
<td>.84</td>
<td>7.48 (1.71)</td>
</tr>
<tr>
<td>Factor 2: Information Seeking</td>
<td>.86</td>
<td>8.02 (1.50)</td>
<td>.90</td>
<td>8.02 (1.57)</td>
</tr>
<tr>
<td></td>
<td>.89</td>
<td>7.66 (1.46)</td>
<td>.88</td>
<td>7.85 (1.51)</td>
</tr>
<tr>
<td>Factor 3: Information Engagement</td>
<td>.79</td>
<td>15.37 (2.66)</td>
<td>.85</td>
<td>15.55 (2.77)</td>
</tr>
<tr>
<td></td>
<td>.86</td>
<td>14.25 (2.97)</td>
<td>.84</td>
<td>14.89 (2.88)</td>
</tr>
</tbody>
</table>

aP<.05.
bFactor 1 (min score=2; max score=10).
cFactor 2 (min score=2; max score=10).
dFactor 3 (min score=4; max score=20).

### Discussion

#### Principal Findings

This study examined the degree of measurement invariance in eHEALS scores in the United States belonging to the Millennial, Generation X, and Baby Boomers/Silent Generations. The eHEALS is a multidimensional measure that can be used to assess eHealth literacy across the lifespan consistently. Millennials are more knowledgeable and confident in their online health information awareness, information seeking skills, and information engagement abilities, as compared to members of Generation X and the Baby Boomers/Silent Generation. Further, this study offers significant implications for the continued use and potential refinement of eHEALS in future research and practice-based settings.

The eHEALS scores best fit a positively correlated 3-factor model that captures the following underlying factors: information awareness, information seeking, and information engagement. This finding comes at a time when there is inconsistent evidence for the factor structure of eHEALS. Results of our study contrast with those described by Nguyen and colleagues [52], who explored the dimensionality of eHEALS when it was administered online to a significant proportion (60%) Millennials. Data from Nguyen and colleagues [52] showed eHEALS to have a unidimensional structure with a principal components analysis, which traditionally identifies the fewest number of factors that explain the substantial amount of variance in observed variables [78]. Considering the conflicting evidence describing the dimensionality of eHealth literacy, our alternative multi-group exploratory structural equation modeling approach sought to validate constructs implicit within eHEALS items across three different age groups. Moreover, the current study strived to cast a broader net to explore not only which eHEALS items best explained retained factors, but also how these factors might function in a theoretically driven manner consistent with eHealth literacy literature. Contrary to findings reported by Nguyen and colleagues [52], evidence generated in this study supported a 3-factor model of the English-version of eHEALS. Of note, our sample of Web-based panelists included proportionately more adults representing older Baby Boomer and Silent Generations. These 2 generations were underrepresented in their analyses conducted using an Internet-based sample obtained through machine learning software.

The 3-factor eHEALS model supported in this study captures a more precise assessment of eHealth literacy that goes beyond individual knowledge and perceptions of behavioral capability. The 3-factor eHEALS model comprises items that measure self-efficacy towards central operations skills related to eHealth literacy (ie, locate, evaluate, apply). These operational skills are associated with unique, albeit related, dimensions of self-efficacy in the context of eHealth literacy [16], which explains the highly correlated 3-factor model containing unique factors.

Configural and pattern invariance was upheld across all generation groups in the 3-factor eHEALS model, suggesting that eHEALS scores from the 3-factor model can be interpreted equivalently, regardless of respondents’ age group membership. Despite invariance between groups in the current study, the items that comprise each of these factors are inconsistent with the results of previous literature. Stellefson and colleagues [55] examined the factor structure of eHEALS scores among Baby Boomers and Silent Generation members during a telephone interview and found that Item 3 (ie, “I have the skills I need to evaluate the health resources I find on the Internet”) significantly loaded on both Factor 2 and Factor 3. In that study, Factor 2 included items related to knowing how to use and find helpful health information on the Internet to make informed health decisions. Factor 3 included only 1 other item with a significant factor loading, which addressed the ability to evaluate the quality of online health information. Findings from Stellefson and colleagues [55] run contrary to the current study and also findings reported by Sudbury-Riley and colleagues’ [49], who speculated that the content and theoretical underpinnings of this particular eHEALS item (Item 3) denote skills related to confidence in the ability to evaluate and act upon health information from the Internet. After a closer inspection of Item 3 content, it appears that this question may assess two distinct skills: (1) can one evaluate health information from the Internet? and (2) can one find health information on the Internet? The mode of data collection in Stellefson and colleagues’ [55] study was over the telephone, whereas the data collected in the current study and Sudbury-Riley and colleagues’ [49] was through a Web-based survey. It is possible that respondents only cognitively processed a single operational behavior outlined in eHEALS.
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this item (ie, find, evaluate), or perhaps the telephone interviewer placed emphasis on one skill over the other. Future research is needed to understand how data collection modality (eg, telephone, online) might directly affect the interpretation of the eHEALS items and ultimately the construct validity of the data produced.

Lastly, the final test of measurement invariance proved to be insufficient. The residual error variances of items were significantly different across age groups when tested within the 3-factor eHEALS model. Unique factor invariance is the strictest form of measurement equivalence. It is rarely achieved in practice, and experts have recently acknowledged that establishing unique factor invariance can be somewhat unreasonable for subjective measurement [79]. Therefore, we suggest that scores produced by the eHEALS may still be used as a comparative index to examine eHealth literacy across age groups [72].

Limitations

This study sampled opt-in respondents from a Qualtrics Survey Panel taken from the general US population. Despite the population from which the sample was derived, the respondents were predominantly female with a normally distributed income and educational level. Moreover, half of the sample identified as Caucasian and the other half as Black/African American. In other words, this study enrolled over 400 respondents from population subgroups (ie, middle-older age adults, Black/African Americans) that are traditionally underserved in health promotion research. Although this represents a limitation affecting the generalizability of data to the entire US population, the diversity of sample characteristics remains a significant strength of this measurement study.

This was a self-reported Web-based survey, and, therefore, the results of this study can only speak to the interpretation and measurement invariance of scores from eHEALS administered on the Web. There is sufficient reliability and validity evidence of eHEALS delivered via telephone among middle-to-older age adults [55], a population most likely to respond differently to Web-based versus telephone-administered surveys [80]. Future research could explore the degree of measurement invariance of the 3-factor eHEALS model across generations according to the mode of survey administration. Moreover, respondents of this Web-based survey were members of Qualtrics Panels who opted-in to participate. The purposefully racially stratified sample and normally distributed income levels compromises the generalizability of the findings. However, the oversampling of minorities and low-income adults engaged these particularly vulnerable and hard-to-reach populations in survey research.

Although this study did not consider the geographic region (ie, rural versus urban) of the sample, nearly 70% of the sample reported using social media for health-related purposes, which requires a sufficient level of broadband. Rural adults are generally older [81] and have limited broadband connections [82] that enable sustained access to eHealth services. Moreover, rural residents are nearly twice as likely to not use the Internet as compared to their urban counterparts [82,83]. Therefore, factors beyond geographic location may limit rural adults’ eHealth use. Based on the limited empirical evidence related to the eHealth literacy of rural populations [84], future research is needed to explore eHealth literacy and its measurement among populations according to rurality regarding physical space (ie, Rural-Urban Commuting Area or Metropolitan Statistical Area data) and sociocultural rural identity.

Practical Implications

Acknowledging the multidimensionality of scores obtained from eHEALS will allow practitioners to obtain a more precise understanding of consumers strengths and weaknesses using the Internet for health-related purposes. Rather than ambiguously interpreting “low eHealth literacy” based on prior unidimensional assumptions underlying eHEALS, practitioners considering the 3-factor model of eHEALS can identify the degree to which their patients have confidence in online health information awareness, search, and engagement. Interpreting scores based on 3 underlying eHEALS dimensions can assist practitioners and researchers to more efficiently direct patients to eHealth resources that are appropriate to their relative skill set, whether it is simply increasing awareness of existing online health information resources or providing a direct link to a particular website with credible health information. Precisely identifying limitations in core operational behaviors central to eHealth literacy will help to inform more tailored and efficient eHealth literacy interventions that consider an individual’s perceptions of technology adoption and acceptability.

Compared with Millennials, older generations reported lower knowledge and self-efficacy in each of the factors captured by eHEALS. Specifically, adults belonging to Generation X and the Baby Boomers/Silent Generation had less confidence in their (1) awareness of online health information, (2) skills to locate online health information, and (3) ability to evaluate and act on health information once it is located online. This finding is consistent with previous literature stating that older adults have lower proficiency in eHealth literacy than their younger counterparts [18,22,25,26]. However, it is currently difficult to measure the degree to which specific eHealth literacy skills are deficient across different age segments. Our study helps to shed light on how to interpret eHEALS scores, such that information is gathered regarding which particular eHealth literacy skills are limited and the degree to which they are limited across age groups. eHEALS has strong potential to be used as the standard assessment tool for coordinating eHealth literacy training interventions based on these three discrete factors. For example, structured interventions could be delivered in three modules where skill-building activities aim to improve eHealth awareness, as well as information seeking and evaluation. Although older and younger adults respond differently to eHealth literacy interventions [85], these 3 factors (ie, skill sets) are central components of eHealth literacy, and thus should be considered in the planning, implementation, and evaluation of training interventions designed to improve the eHealth literacy of older adults through narrowing the chasm that currently exists between eHealth adoption and sustained use.

Finally, the results of this study provide implications for refining and updating the eHEALS. The brevity of eHEALS makes it an ideal scale for use in research and clinical care. However, it is necessary to ensure that there is an adequate number of items...
that correspond to each factor. Some measurement guidelines support the reliability of highly correlated factors that only comprise 2 items each [86,87]. However, other measurement standards recommend including at least 3 items per factor [88]. In the current study, the 3 eHEALS factors were correlated to a statistically significant degree. The strong factorial relationship allowed the model to function adequately with fewer items on Factors 1 and 2. This finding is contrary to the findings reported by Sudbury-Riley and colleagues [49], who found that only 1 latent factor (ie, online health information awareness) was best reflected by 2 eHEALS items, whereas factors related to information seeking and application (eg, knowing how to find and use online health information, self-efficacy to evaluate, and use online health information) were comprised of 3 items each. Further research is needed to develop unbiased items that sufficiently capture the theoretical underpinnings of eHealth literacy and its multidimensional constructs. Moreover, to account for the dynamic and interactive nature of eHealth [2], future research can build upon our findings to create and test new items that account for a fourth latent factor that captures “social” skills related to eHealth literacy.

Conclusion
Valid age group comparisons can be made with the 3-factor structure of eHEALS among Millennials, Generation Xers, and Baby Boomer/Silent Generation members. Results of this study add to the library of literature showing that older adults have significantly lower eHealth literacy scores as compared to younger adults. Specifically, this study supports that members of younger generations have a greater awareness of eHealth resources and more confidence in their information seeking and engagement skills on the Internet, as compared to older generations. The brevity of eHEALS coupled with its multi-dimensional structure can assist health care practitioners and researchers in tailoring eHealth literacy interventions designed to augment user performance on these relevant constructs. Furthermore, findings of this study have significant implications for more precisely measuring and improving eHealth literacy skills across the lifespan.
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Abstract

Background: Doctor’s performance evaluation is an important task in mobile health (mHealth), which aims to evaluate the overall quality of online diagnosis and patient outcomes so that customer satisfaction and loyalty can be attained. However, most patients tend not to rate doctors’ performance, therefore, it is imperative to develop a model to make doctor’s performance evaluation automatic. When evaluating doctors’ performance, we rate it into a score label that is as close as possible to the true one.

Objective: This study aims to perform automatic doctor’s performance evaluation from online textual consultations between doctors and patients by way of a novel machine learning method.

Methods: We propose a solution that models doctor’s performance evaluation as an ordinal regression problem. In doing so, a support vector machine combined with an ordinal partitioning model (SVMOP), along with an innovative predictive function will be developed to capture the hidden preferences of the ordering labels over doctor’s performance evaluation. When engineering the basic text features, eight customized features (extracted from over 70,000 medical entries) were added and further boosted by the Gradient Boosting Decision Tree algorithm.

Results: Real data sets from one of the largest mobile doctor/patient communication platforms in China are used in our study. Statistically, 64% of data on mHealth platforms lack the evaluation labels from patients. Experimental results reveal that our approach can support an automatic doctor performance evaluation. Compared with other auto-evaluation models, SVMOP improves mean absolute error (MAE) by 0.1, mean square error (MSE) by 0.5, pairwise accuracy (PAcc) by 5%; the suggested customized features improve MAE by 0.1, MSE by 0.2, PAcc by 3%. After boosting, performance is further improved. Based on SVMOP, predictive features like politeness and sentiment words can be mined, which can be further applied to guide the development of mHealth platforms.

Conclusions: The initial modelling of doctor performance evaluation is an ordinal regression problem. Experiments show that the performance of our proposed model with revised prediction function is better than many other machine learning methods on MAE, MSE, as well as PAcc. With this model, the mHealth platform could not only make an online auto-evaluation of physician performance, but also obtain the most effective features, thereby guiding physician performance and the development of mHealth platforms.
**Introduction**

With the advancement of the internet and electronic devices, mobile heath (mHealth), is defined by the World Health Organization as “medical and public health practice supported by mobile devices,” is becoming increasingly popular. mHealth has strong links with electronic health [1] with some differences [2]. According to an mHealth survey [3], 80% of physicians use smartphones and medical apps and 61% of people have downloaded a medical app. Meanwhile, 93% of physicians believe that mHealth apps can help to improve patients’ health. The doctor/patient communication platform is one of the most common areas in mHealth, for example, “Dermatologist-on-Call” in America and, in China, “Chunyu-Doctor-online” and “Good-Doctor-online.” These platforms digitally connect doctors and patients and offer a convenient channel for doctor/patient communication and help doctors use time more efficiently. Additionally, the mHealth platforms are more beneficial to under-developed countries, especially when medical resources are scarce, and quality medical care is difficult to access.

Many doctor/patient communication platforms face the challenge of how to evaluate the performance of doctors online. Doctor performance evaluation serves to increase the probability for patients to have a positive experience and improve patient satisfaction [4-6]. Meanwhile, doctor performance evaluation also helps doctors to improve medical practice [7]. In this paper, we address the issue of doctor performance evaluation (DPE).

Various methods have been attempted that address the issue of DPEs. Ratings by patients is the most common method, which averages patient ratings when evaluating physicians. Physician ratings are usually based on the following labels: (1) very unsatisfied, (2) unsatisfied, (3) neutral, (4) satisfied, and (5) very satisfied. Statistics show that only a small proportion of patients rate their doctors on mHealth platforms, and in China, only 36% of patients rated their doctor at the end of the consultation.

A physician expert assesses the doctors’ professional skills and services. In this combined method, experts re-rate the patient’s unsatisfied consultations and judge whether the doctors are qualified. It is an advanced evaluation method, which not only considers patient ratings but also imbues prior professional knowledge. Therefore, this method is recommended but heavily depends on the patient’s ratings.

Considering the amount of data generated from doctor/patient communication platforms every day, machine learning techniques are recommended. In the machine learning area, some scholars have rated patient satisfaction into standard classification algorithms [8,9] but ignore the ordering information between labels. The ordering information between labels as mentioned above are, (1) very unsatisfied, (2) unsatisfied, (3) neutral, (4) satisfied, and (5) very satisfied. The label “unsatisfied” is adjacent to the label “very unsatisfied” and the label “neutral,” while the label “very unsatisfied” is not next to the label “neutral,” therefore the ordering of information is extremely important. Rating a “very unsatisfied” doctor consultation as an “unsatisfied” one is less of an error than rating it as “very satisfied.” Therefore, it is important that the predicted labels are not only accurate but as close to the true labels as possible. This method of classifying the instances into the nearest ordinal labels, is called ordinal regression (OR) [10,11], and the overall evaluation model is ordinal regression for doctor performance evaluation (OR-DPE).

In supervised learning OR resides between multi-classification and metric regression. The difference between the two is that the labels of the latter are in a limited but unordered set. The difference between OR and metric regression is that the OR labels do not represent numerical values. Although standard multi-classification and regression algorithms can be used to solve OR problems, they ignore the ordering information between labels. Some researchers [11,12] have proved that ordering information benefits modelling greatly. There exist many models especially designed for OR. The “Proportional Odds” model, designed in 1980 [13], is one of the earliest such models. Since then a wide range of OR models have been proposed including support vector machine (SVM)-based models [10,14-17], Neural Network-based models [18], Gaussian Process models [19], and more. An excellent survey [11], provides a comprehensive literature review about OR. The SVM-based model is one of the most popular models used in the field.

In the OR-DPE model, the consultation text is the input, and one label from the set of (1) very unsatisfied, (2) unsatisfied, (3) neutral, (4) satisfied, and (5) very satisfied is the output. The workflow of the OR-DPE model is shown in Figure 1. OR-DPE comprises of text preprocessing, representation, model training, and predictability. Because the communication between doctor and patient is through a text message, the DPE task is like text mining. The consultation texts are preprocessed and displayed as high dimensional vectors. Because the SVM-based model with linear kernel [14] performs excellently on large-scale data and is well suited for text mining fields, this model is preferred to address the DPE. In this paper, a new SVM-based Ordinal Partitioning model (SVMOP) is proposed as the OR model for DPE. With the SVMOP model, OR-DPE can, not only make sure that the predicted labels are as correct as possible, but also ensure that the incorrect labels are as close to true as possible. To our knowledge, this is the first time that the issue of DPE has been conceptualized as an ordinal regression task. Empirical studies on real data sets from one of the largest mobile doctor/patient communication platforms in China show that the model can achieve state-of-the-art performance from multiple metrics.
Methods

Preprocessing and Text Representation

The original corpus should be preprocessed, and each sample should be represented as an input vector. In the preprocessing step, punctuation and stop words will be removed. If the experimental data is written in Chinese, the words must be segmented as in Chinese text. Sentences are represented as character strings without natural delimiters. Chinese Word Segmentation (CWS) is used to identify word sequences in a sentence and mark boundaries in appropriate places. For example, CWS can put the character sequence “天花” together as a Chinese word for “smallpox” rather than the individual Chinese character “天” (sky) and “花” (flower) respectively. Word segmentation is a preliminary and important step for preprocessing. Most methods take the CWS as a sequence labeling problem [20], which can be formalized as supervised learning methods with customized features. Additionally, domain dictionaries with technical terms as ancillary resources, are beneficial for CWS and medical feature extraction. Here, 3 medical dictionaries are employed; one for Illness, one for Symptoms and one for Medicine. Most terms in the dictionaries are customized by medical experts and extended with new word detection techniques. We have collected 49,758 illness and symptom terms and 24,975 medical terms. Information about the dictionaries are shown in Table 1. For this purpose, we combined the dictionaries with Jieba tool, an open sourced Chinese segmentation software, for word segmentation.

<table>
<thead>
<tr>
<th>Number of phrases</th>
<th>Dictionary Name</th>
<th>Medicine Dictionary (N=24,975)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1≤terms≤3, n (%)</td>
<td>32840 (66.00)</td>
<td>3746 (15.00)</td>
</tr>
<tr>
<td>4≤terms≤6, n (%)</td>
<td>16918 (34.00)</td>
<td>14486 (58.00)</td>
</tr>
<tr>
<td>terms≥7, n (%)</td>
<td>0 (0)</td>
<td>6743 (27.00)</td>
</tr>
<tr>
<td>Representative examples</td>
<td>神经衰弱症 (Neurosis), 高血压 (HTN), 天花 (smallpox)</td>
<td>帕罗西汀 (Paroxetine), 盐酸环苯扎林 (Flexeril)</td>
</tr>
</tbody>
</table>

For text representation, each sample is represented as an input vector where each dimension of the vector represents a feature. The element is the corresponding feature value. Feature engineering plays an important role in text mining. Apart from the basic text features such as Bag of Words (BOW) [21], unigrams, and bigrams, the custom medical features that can mirror some characteristics of the platform are utilized. These are specifically designed for the doctor/patient communication platform by domain experts and most are based on medical dictionaries. Typical text and medical features used in OR-DPE are presented in Table 2. Customized features (F1-F8) can capture domain knowledge: the count of medicine and symptom names in doctors’ answers reflects the doctors’ professional level; the number of Chinese characters in doctors’ answers mirrors the service attitudes, and more. Likewise, the text features (F9 and F10) cover most consultation information. The feature value is the numerical value of the feature while the feature value of text features is the term frequency inverted document frequency (TF-IDF) [22]. TF-IDF reflects how important a word is to a document. If a word occurs rarely but appears frequently in a sample, it is most likely to reflect the characteristics of this sample. Specifically, TF-IDF is the product of two statistics: term frequency and inverse document frequency, where the former represents the frequency and the latter represents the inverse frequency of occurrence in all samples.
Table 2. F1-F8 represent the customized medical features, while F9 and F10 are the text features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>The number of symptom names in doctors’ answers</td>
</tr>
<tr>
<td>F2</td>
<td>The number of illness names in doctors’ answers</td>
</tr>
<tr>
<td>F3</td>
<td>The number of medicine names in doctors’ answers</td>
</tr>
<tr>
<td>F4</td>
<td>The number of patients’ questions</td>
</tr>
<tr>
<td>F5</td>
<td>The number of doctors’ answers</td>
</tr>
<tr>
<td>F6</td>
<td>The response time for the patient’s first question</td>
</tr>
<tr>
<td>F7</td>
<td>The number of Chinese characters in patients’ questions</td>
</tr>
<tr>
<td>F8</td>
<td>The number of Chinese characters in doctors’ answers</td>
</tr>
<tr>
<td>F9</td>
<td>Unigrams</td>
</tr>
<tr>
<td>F10</td>
<td>Bigrams</td>
</tr>
</tbody>
</table>

The quantity of text features is so large that the customized features (see Table 2) can easily be overshadowed. To highlight the importance of customized features, they are boosted by the Gradient Boosting Decision Tree (GBDT) [23]. GBDT is a powerful tool in many industrial communities [24]. GBDT mines the most effective features and feature combinations by a decision tree to boost the performance of regression and classification tasks. This technique is applied to increase the number of custom medical feature combinations. The main idea of GBDT is to combine weak learners into a single, strong learner like other boosting methods. GBDT is an iteration algorithm, which is composed of multiple decision trees. In the m-th iteration of GBDT, assumes that there are some imperfect models, \( F_m \). The GBDT would construct a better model \( F_{m+1} \) to approach the best model by adding an estimator \( h \), namely \( F_{m+1} = F_m(x) + h(x) \). Then the problem is transformed by the question of how to find \( h(x) \). As the above equations imply, a perfect \( h \) should satisfy the equation:

\[
h(x) = F_{m+1} - F_m(x) = y - F_m(x)
\]

where \( y \) is the true label, \( y - F_m(x) \) is called a loss function. In practice, a general way is to apply square loss function is: \( \frac{1}{2}(y - F_m(x))^2 \). Because the residual is exactly the negative gradients of the squared loss function. The problem on the left can then be solved directly by gradient descent algorithms. In our work, we apply GBDT to boost the 8 customized features shown in Table 2 to generate several effective feature combinations. According to the statistics, the number of features is 363,336 with text features, and 363,344 if adding the 8 customized features. After boosting the customized features, the number becomes 370,858. Another 7514 combined customized feature combinations have been added. The performances of various features are shown in Section Results.

Model Training

**How the Ordinal Regression Method for the Ordinal Regression for Doctor Performance Evaluation Model Was Chosen**

There are many different models of OR. Referring to an OR survey [11], the models are grouped into three categories, namely the (1) naive approach, (2) threshold approach, and (3) ordinal partitioning approach. These models have corresponding strengths and weakness. The naive approach considers OR naively, as a standard classification task or a regression task [14,25]. At the same time, the ordering information between labels has been ignored. The threshold approach is based on the idea of approximating a real value predictor and then dividing the real line into intervals [10,15,26,27]. Assuming \( P \) is the number of categories, the objective of threshold-based OR models is to seek \( P-1 \) parallel hyperplanes further dividing the data into ordered classes. The ordinal partitioning approach uses the ordering information to decompose the ordinal regression into several binary classification tasks. For binary classification, there are many models to choose from. For example, Frank and Hall [16], applied decision trees as submodels while Waegeman and Boullart [17] used weighted SVMs as binary classifiers.

Since the ordering of information is conducive to model building [11], we chose the OR model from the latter two methods. As the number of samples is large and the dimension of the representative vectors is high, a model was chosen that can handle large-scale and high dimensional data. So, the ordinal partitioning approach is used instead of the threshold approach for OR problems depending on paralleled hyperplanes. There are many binary classifiers that can be chosen from the submodels. Hsieh et al [14] showed that the linear SVM is a robust tool that can deal with large-scale and high dimensional data. Inspired by these, we want to combine SVM with Ordinal Partitioning (SVMOP) as the OR model for the OR-DPE.
**SVMOP Model and Training Algorithm**

The OR problem can be described as follows: given a training set $\mathbf{x} \in \mathbb{R}^l$ is the $i$-th input vector ($i=1,2,…,n$), where $n$ is the number of instances, $l$ is the number of features, and $y_i \in Y$ is the label of $x_i$. Assuming there are $P$ categories and without loss of generality, we take the label set $Y=\{1,2,…,P\}$. The goal of OR is to find a function $f: X \rightarrow Y$ to predict the label of a new instance $x$. As mentioned earlier, SVMOP will be embedded into the OR-DPE model. Figure 2 illustrates the SVMOP procedure. In this figure, five ordinal categories of data are represented by different colors and shapes. The idea of SVMOP is to partition the overall model into $P-1$ binary classifications. Then the associated question: “Is the rank of the input greater than $p$?” can be asked. Here $p=1,2,…,P-1$. Therefore, the rank of $x$ can be determined by a sequence of these binary classification problems. Specifically, when training the $p$-th binary classifier, the label $y_i$ is retransformed to a new class.
where \(i=1,2,...,n\). Therefore, the problem can be reformulated: given a training set, where \(x \in \mathbb{R}^d\) is the \(i\)-th input sample, \(\hat{y}_{pi}\) \([-1,1]\) is defined by equation 1. The model aims to find a function to predict the ordered labels of new instances.

Linear SVM is one of the best candidates among the binary classifiers dealing with high dimensional data. Then linear SVM is taken as the \(p\)-th sub-model:

\[ w_p \]

Where \(w_p\) represents the parameter of the \(p\)-th submodel, \(\xi_{pi}\) is the slack variable of the \(p\)-th submodel. As for the optimization solver, we chose the Dual Coordinate Descent algorithm (DCD) as the training algorithm of SVM [14]. DCD is one of the most effective training algorithms for linear SVMs. It solves the model in equation 2 by the Lagrange dual form. The dual form of the \(p\)-th sub-model in equation 2 is given as equation 3.

Without loss of generality, we ignore the subscript \(p\) in the dual form:

\[ w \]
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where \( \| \cdot \|_2 \) represents the L2-norm of a vector. When the contributions of all the features have been computed, they would be ranked and hence obtain the top-most predictive features.

**Results**

**Preparation of Datasets**

To validate the proposed model on real data, the data from one of the popular doctor/patient consultation platforms (Platform X) in China was chosen as the experimental data sets. In practice, the platform maintains long-term cooperation with us. However, in order to comply with the confidentiality agreement with the platform, we are not able to use the real name of the platform in the paper but instead we use the name Platform X throughout. On Platform X, the consultation mainly consists of patients’ questions (eg. “医生您好，如何补钙” [Hi doctor, how can I add more calcium?]) and the response (eg. “很高兴为您提供服务，您可以通过牛奶，豆制品，鱼等食物，也可以口服碳酸钙和葡萄糖酸钙” [“Glad to help you,” “you can eat foods such as milk, bean products, and fish” and “You can also take calcium gluconate and calcium carbonate directly”]). To introduce experimental data, an actual consultation letter was used (Figure 3). Based on analysis of patients’ questions, multiple question types are proposed. Most questions are about ailments that are not serious or related to personal privacy, like chronic pharyngitis and dermatosis. And, because they are flexible and convenient, most consultations are done through mobile software applications. Platform X faces the same problem when evaluating doctor’s online performance. Platform X did not receive direct customer ratings or feedback since most patients tend to rate the very good or bad and at times feedback was not received because, for example, a customer may have been offline.

Of a sampling of 2,337,828 clinical data collected over the last twenty days, only 841,618 (36%) of the data was labeled by patients, which proves that most patients do not like to provide feedback. From the labeled data, only 720 instances, 1712 instances, and 8737 instances were labeled very unsatisfied, unsatisfied, and neutral respectively. The unbalanced data challenges the model. To alleviate the issue of unbalanced data and collect more instances of “very unsatisfied,” we chose sample training data from Platform X’s database. As previously mentioned, we have a long-term association with Platform X. It takes approximately two hours to access the entire database. Data collected is valid for about 18 months. After that, the same number of instances from each category are sampled. After filtering the data, (removing consultations with a length of less than 10 words), we have approximately 112,485 instances to use as experimental datasets. Each category contains approximately 22,497 samples which are randomly split into five sections with four sections serving as the training sets and the remaining one as the test set.

**Baseline Methods**

To better reflect the effectiveness of the proposed model with the above metrics, the following baseline methods will be compared with our model. These methods are popular and representative in OR fields. To solve the high dimensional data efficiently, the following models all use the linear kernel. The DCD algorithm is adopted to solve the following models. These are implemented by modifying the open source package LIBLINEAR [36] directly and all the codes related to the experiment are uploaded to a Github website. The following methods were used to compare with our model.

1. **SVC** [14]: Support vector classification with one versus the rest. This model belongs to the naive approach.
2. **SVR** [37]: Support vector regression. The ordinal labels are treated as continuous values. When predicting new instances, the predictions for test instances are rounded to the nearest ordinal label and the model belongs to the naive approach.
3. **LR** [38]: Logistic regression one versus the rest. This model belongs to the naive approach.
4. **SVOR** [10]: Support vector ordinal regression. This model aims to optimize multiple thresholds to define parallel discriminant hyperplanes. The SVOR model is used with implicit constraints and belongs to the threshold approach.
5. **RedSVM** [39]: Reduction support vector machine. A threshold approach and it is a reduction framework from ordinal ranking to weighted binary classification by extending examples.

**Evaluation Performance**

First, we compare the performance of five different baselines with our SVMOP model using different sets of features, including (1) text features (T), (2) text and customized features (T+C), and (3) text, customized, and boosted features (T+C+B). Three metrics, (ie, MAE, MSE, and PAcc) are used to evaluate model performance. Table 3 shows the results of the experiment. The best performance for each metric is represented by the footnote “k” while the best “one of” feature sets is represented by the footnote “e.” In Table 3, the SVMOP model outperforms other baselines on MAE, MSE and PAcc with each type of feature sets, demonstrating the effectiveness of our model. On different set of features, all models achieved better performance with feature set T+C and feature set T+C+B. Furthermore, compared with feature set T+C+B, feature set T+C attained more improvement. In other words, using customized features are important for performance improvement.
**Figure 3.** An example of consultation letters on Platform X. The left subfigure is the real consultation on Platform X by mobile software applications but without sensitive information such as doctors’ photos. The right one is the version in English.

**Left Subfigure:**
- Top: 头皮得了脂溢性皮炎怎么办（女，21岁）
- Middle: 你好，很高兴为您解答，请问有多长时间了？
- Middle: 从去年开始的
- Middle: 一开始没注意
- Middle: 有治疗过吗？
- Bottom: 这两天买了希尔斯
- Bottom: 洗过一次了
- Bottom: 噢，用希尔斯可以的
- Bottom: 那吃的药呢
- Bottom: 可以不用吃药的
- Bottom: 注意不要熬夜，辛辣油腻食物忌口就可以了
- Bottom: 没事的，不客气的哈

**Right Subfigure:**
- Top: How to treat seborrheic dermatitis (female, 21 years old)?
- Middle: Hi, glad to help you. How long has it been, please?
- Middle: Since last year
- Middle: I didn’t notice it at first
- Middle: Have you ever seen the doctor?
- Middle: I thought it was the shampoo that caused the problem
- Middle: Not yet
- Middle: I bought selenium sulfide lotion
- Middle: I used it once
- Bottom: Selenium sulfide lotion is fine
- Bottom: Do I need to take any pills?
- Bottom: You don’t need to
- Bottom: Is there anything else to be noticed?
- Bottom: Don’t stay up late and avoid fatty and spicy foods
- Bottom: Thank you, doctor
- Bottom: You’re welcome
Table 3. Performances of various models having multiple feature sets (T, T+C, T+C+B) are shown in this table.

<table>
<thead>
<tr>
<th>Method</th>
<th>Text (T)</th>
<th>Text and Customized (T+C)</th>
<th>Text, Customized, and Booster (T+C+B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (^a)</td>
<td>MSE (^b)</td>
<td>PAcc (^c) (%)</td>
</tr>
<tr>
<td>SVC (^d)</td>
<td>0.7925</td>
<td>1.7613</td>
<td>53.32</td>
</tr>
<tr>
<td>SVR (^f)</td>
<td>0.8023</td>
<td>1.3302</td>
<td>49.74</td>
</tr>
<tr>
<td>LR (^g)</td>
<td>0.7716</td>
<td>1.6883</td>
<td>53.86</td>
</tr>
<tr>
<td>SVOR (^h)</td>
<td>0.8086</td>
<td>1.3742</td>
<td>49.58</td>
</tr>
<tr>
<td>RedSVM (^i)</td>
<td>0.8046</td>
<td>1.3715</td>
<td>50.11</td>
</tr>
<tr>
<td>SVMOP (^j)</td>
<td>0.7054 (^k)</td>
<td>1.2706 (^k)</td>
<td>54.11 (^k)</td>
</tr>
</tbody>
</table>

\(^a\)MAE: mean absolute error.  
\(^b\)MSE: mean standard error.  
\(^c\)PAcc: pairwise accuracy.  
\(^d\)SVC: support vector classification.  
\(^e\)Best “one of” feature sets.  
\(^f\)SVR: support vector regression.  
\(^g\)LR: logistic regression.  
\(^h\)SVOR: support vector ordinal regression.  
\(^i\)RedSVM: reduction support vector machine.  
\(^j\)SVMOP: a combined support vector machine and ordinal partitioning scheme model.  
\(^k\)Best performance for each metric.

Figure 4 displays the performances of 6 models on 3 measures, namely MAS, MSE, and PAcc. As we can see, SVMOP greatly outperforms the other models on MAE, MSE, and PAcc. Additionally, the models that consider ordering information, namely, SVOR, RedSVM, and SVMOP, perform better than the rest on MSE; and SVC and LR achieve comparable performances with SVMOP on PAcc. To investigate the influence of the parameter, we show the various performance of each model as we change the parameter log\(_2\)C in a range [-5,5]. In Figure 5, we find that the performances vary as the parameters change and the model can achieve the best performance in this range.

Additionally, the confusion matrices were used to further discuss the differences among the performance of different models. Each confusion matrix is generated by the corresponding model on feature set T+C+B. As shown in Figure 6, models that consider ordering information, such as SVOR, RedSVM, and SVMOP, misclassify the incorrectly labeled samples into the closest categories. For example, in the confusion matrix of SVMOP, the third cell of the third row shows that 63% of most (17%) misclassified instances fell into Category 2. In contrast to the confusion matrix of SVMOP, the third cell of the third row shows that 63% of most (17%) misclassified instances fall into Category 2. In contrast to the confusion matrix of SVMOP, when looking at the third row of the confusion matrix of SVC, we find that most (19%) of the misclassified instances fall into Category 1. For this study, this example illustrates that the nonordering information methods, such as SVC and LR, can misclassify doctors having neutral performance levels into the very unsatisfied category. However, methods that consider ordering information of doctors’ performances, such as SVOR, RedSVM and SVMOP,
are more likely to place misclassified neutral doctors into the unsatisfied category.

**Predictive Features Analysis**

As for mining the most predictive features, (see equation 9), and after computing and sorting each feature, we find that 4 customized features are in the top 5 most predictive features, including F3, F4, F5, and F7. Feature F6 ranks 8th and feature F8 ranks 23rd. In other words, most of the customized features play the most predictive roles in DPE, which is consistent with our numerical results. In view of the most predictive text features, we find that the features that contribute most to the model decision are the polite expressions like: “不客气” (“You’re welcome”), “谢谢您” (“Thank you”), “很乐意帮助您” (“Glad to help you”) and sensitive words such as “好评” (“good rating”), “态度” (“attitude”), “五星” (“five-star”). Some words like “禁忌辛辣食物” (“avoid spicy foods”), “对身体有害” (“bad for health”) are helpful, and indicates that the doctor is explaining some issues in more detail. These features cannot guide in questionnaire design but are beneficial for platform building and optimization.

**Figure 5.** The different performances with different parameters in training process with the text, customized, and boosted feature set (T+C+B). LR: logistic regression; MAE: mean absolute error; MSE: mean square error; PAcc: pairwise accuracy; RedSVM: reduction support vector machine; SVC: support vector classification; SVMOP: a combined support vector machine and ordinal partitioning scheme model; SVOR: support vector ordinal regression; SVR: support vector regression.

**Figure 6.** The confusion matrices of different models with the text, customized, and boosted feature set (T+C+B). RedSVM: reduction support vector machine; SVC: support vector classification; SVMOP: a combined support vector machine and ordinal partitioning scheme model; SVOR: support vector ordinal regression; SVR: support vector regression.
Discussion

Principal Results
Statistically, 36% of data on doctor/patient communication platforms has been labeled by patients, showing that 64% of the clinical data lack evaluation. Considering that doctors’ performance could affect patient satisfaction, we take the DPE task as an ordinal regression problem, ensuring the automatically predicted labels are as close as possible to the true ones. The OR-DPE, SVMOP model with revised prediction is applied as the core model, and the metrics of MAE, MSE, PAcc, and SVMOP models with feature set T+C+B could achieve state-of-the-art performance. Compared with other auto-evaluation models, SVMOP improves MAE by 0.1, MSE by 0.5, and PAcc by 5%. The customized features improve MAE by 0.1, MSE by 0.2, and PAcc by 3%. Additionally, with the boosting technique, the performance of SVMOP can be further improved. Furthermore, based on OR-DPE model, predictive features like polite expressions and sentiment words can also be mined, which can be used to guide the development of mHealth platforms.

Comparison with Prior Work
The experiments conducted on real data have validated the effectiveness of SVMOP. Because of the noise in the real data, we continue to experiment on benchmark OR datasets [19] in a precisely controlled environment. The datasets can be downloaded from the public website. In this experiment, we compare our model with all the baselines mentioned in the paper. The details about the benchmark datasets and the results are shown in Tables 4 and 5.

We find that SVMOP always performs better than other baselines on MAE, MSE, and PAcc. The results verify the effectiveness of SVMOP on clean data. Therefore, the good results benefit from the SVMOP model but not the experimental data about DPE, which further demonstrates the correctness of choosing SVMOP as the core model of OR-DPE.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#ins</th>
<th>#fea</th>
<th>#class</th>
</tr>
</thead>
<tbody>
<tr>
<td>housing-5</td>
<td>10120</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>machine-5</td>
<td>4180</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>abalone-5</td>
<td>83540</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>housing-10</td>
<td>10120</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>machine-10</td>
<td>4180</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>abalone-10</td>
<td>83540</td>
<td>11</td>
<td>10</td>
</tr>
</tbody>
</table>

Limitations
Although this study has solved the problem of doctors’ auto-evaluation on doctor/patient communication platforms by the ordinal regression approach, there are limitations. Firstly, the definition of a good consult here is related to user satisfaction, not to medical accuracy or clinical utility. A good doctor seems to be a likable one, but a likable one may make incorrect medical decisions. Secondly, Farmer et al [40] point out that doctors’ work should be evaluated by multiple complex professional factors. In other words, a good consult is not only related to patients but also to many other factors. One way to handle this issue is to multisource feedback [41], which is called 360-degree evaluation in which key performance behaviors are simultaneously rated by peers, patients, and coworkers. Considering the characteristics of doctor/patient communication platforms, peer evaluation can be achieved by questionnaires, and the predictive features generated by the OR-DPE model may, in turn guide the questionnaire design.

Conclusions
The authors are the first to conceptualize the problem of DPE as an ordinal regression task and develop an OR-DPE model to address it. Apart from the basic text features, we use eight customized features suggested by domain experts as important features to improve model performance. Furthermore, we applied GBDT to boost the 8 customized features. Additionally, we proposed a new model called SVMOP which has a reasonable and effective prediction function. Experiments show that the performance of SVMOP is better than many other machine learning methods on MAE, MSE, and PAcc. In summary, with the OR-DPE model, the mHealth platform could not only make an auto-evaluation of online doctors’ performance but also mine the most effective features which can then be further applied to guide the promotion of doctors and platforms. In the future, we hope our model can also be explored and applied to other medical service-oriented issues in medical education.

Table 4. Benchmark datasets. “#ins” is the number of instances. “#fea” is the number of features. “#class” is the number of classes.
Table 5. The mean absolute error (MAE), mean standard error (MSE), and pairwise accuracy (PAcc) performances of different models on benchmark datasets. The best result is indicated by a footnote.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>SVC(^a)</th>
<th>SVR(^b)</th>
<th>LR(^c)</th>
<th>SVOR(^d)</th>
<th>RedSVM(^e)</th>
<th>SVMOP(^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean absolute error (MAE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>housing-5</td>
<td>0.517</td>
<td>0.454</td>
<td>0.435</td>
<td>0.398</td>
<td>0.403</td>
<td>0.366(^g)</td>
</tr>
<tr>
<td>machine-5</td>
<td>0.606</td>
<td>0.550</td>
<td>0.451</td>
<td>0.390</td>
<td>0.424</td>
<td>0.369(^g)</td>
</tr>
<tr>
<td>abalone-5</td>
<td>0.798</td>
<td>0.712</td>
<td>0.700</td>
<td>0.683</td>
<td>0.675</td>
<td>0.648(^g)</td>
</tr>
<tr>
<td>housing-10</td>
<td>1.513</td>
<td>0.962</td>
<td>0.999</td>
<td>0.859</td>
<td>0.848</td>
<td>0.757(^g)</td>
</tr>
<tr>
<td>machine-10</td>
<td>1.425</td>
<td>1.151</td>
<td>0.986</td>
<td>0.935</td>
<td>0.927</td>
<td>0.841(^g)</td>
</tr>
<tr>
<td>abalone-10</td>
<td>1.959</td>
<td>1.451</td>
<td>1.557</td>
<td>1.435</td>
<td>1.434</td>
<td>1.391(^g)</td>
</tr>
<tr>
<td><strong>Mean standard error (MSE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>housing-5</td>
<td>0.665</td>
<td>0.545</td>
<td>0.612</td>
<td>0.494</td>
<td>0.524</td>
<td>0.446(^g)</td>
</tr>
<tr>
<td>machine-5</td>
<td>0.994</td>
<td>0.634</td>
<td>0.648</td>
<td>0.469</td>
<td>0.505</td>
<td>0.429(^g)</td>
</tr>
<tr>
<td>abalone-5</td>
<td>1.450</td>
<td>0.992</td>
<td>1.244</td>
<td>1.042</td>
<td>0.991</td>
<td>0.962(^g)</td>
</tr>
<tr>
<td>Housing-10</td>
<td>4.564</td>
<td>1.858</td>
<td>2.560</td>
<td>1.694</td>
<td>1.642</td>
<td>1.453(^g)</td>
</tr>
<tr>
<td>machine-10</td>
<td>3.998</td>
<td>2.487</td>
<td>2.277</td>
<td>1.786</td>
<td>1.720</td>
<td>1.547(^g)</td>
</tr>
<tr>
<td>abalone-10</td>
<td>7.222</td>
<td>3.703</td>
<td>5.091</td>
<td>3.586</td>
<td>3.783</td>
<td>3.635(^g)</td>
</tr>
<tr>
<td><strong>Pairwise accuracy (PAcc)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>housing-5</td>
<td>0.614</td>
<td>0.638</td>
<td>0.658</td>
<td>0.663</td>
<td>0.659</td>
<td>0.676(^g)</td>
</tr>
<tr>
<td>machine-5</td>
<td>0.602</td>
<td>0.604</td>
<td>0.652</td>
<td>0.666</td>
<td>0.655</td>
<td>0.680(^g)</td>
</tr>
<tr>
<td>abalone-5</td>
<td>0.547</td>
<td>0.553</td>
<td>0.584</td>
<td>0.584</td>
<td>0.577</td>
<td>0.589(^g)</td>
</tr>
<tr>
<td>Housing-10</td>
<td>0.552</td>
<td>0.623</td>
<td>0.609</td>
<td>0.635</td>
<td>0.637</td>
<td>0.642(^g)</td>
</tr>
<tr>
<td>machine-10</td>
<td>0.488</td>
<td>0.562</td>
<td>0.597</td>
<td>0.601</td>
<td>0.599</td>
<td>0.612(^g)</td>
</tr>
<tr>
<td>abalone-10</td>
<td>0.514</td>
<td>0.568</td>
<td>0.566</td>
<td>0.565</td>
<td>0.568</td>
<td>0.569(^g)</td>
</tr>
</tbody>
</table>

\(^a\)SVC: support vector classification.  
\(^b\)SVR: support vector regression.  
\(^c\)LR: logistic regression.  
\(^d\)SVOR: support vector ordinal regression.  
\(^e\)RedSVM: reduction support vector machine.  
\(^f\)SVMOP: a combined support vector machine and ordinal partitioning scheme model.  
\(^g\)Best result.
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CWS: Chinese word segmentation
DCD: Dual Coordinate Descent algorithm
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OR: ordinal regression
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RedSVM: reduction support vector machine
SVC: support vector classification
SVM: support vector machine
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Abstract

Background: With the advent and popularity of social media and consumer rating websites, as well as the emergence of the digitally engaged patient, there has been an increased interest in doctor rating websites or online patient feedback websites, both inside and outside academia. However, there is very little known about how the public across England views such rating websites as a mode to give patient experience feedback.

Objective: The aim of the overall study was to measure and understand public awareness, usage, and attitudes towards doctor rating websites as a mode to give experiential feedback about GPs in general practice in England. This paper reports on the findings of one of the aims of the study, which was to measure public awareness, current usage and future consideration of usage of online patient feedback websites, within the context of other feedback methods, This could allow the value of online patient feedback websites to be determined from the patients’ perspective.

Methods: A mixed methods population questionnaire was designed, validated and implemented face-to-face using a cross-sectional design with a representative sample of the public (n=844) in England. The results of the questionnaire were analyzed using chi-square tests, binomial logistic regressions, and content analysis. The qualitative results will be reported elsewhere.

Results: Public awareness of online patient feedback websites as a channel to leave experiential feedback about GPs was found to be low at 15.2% (128/844). However, usage and future consideration to use online patient feedback websites were found to be extremely low, with current patient usage at just 0.4% (3/844), and patient intention to use online patient feedback in the future at 17.8% (150/844). Furthermore, only 4.0-5.0% of those who would consider leaving feedback about a GP in the future selected doctor rating websites as their most preferred method; more than half of patients said they would consider leaving feedback about GPs using another method, but not using an online patient feedback website.

Conclusions: The findings suggest that online patient feedback websites may not be an effective channel for collecting feedback on patient experience in general practice. Feedback on online patient feedback websites is not likely to be representative of the patient experience in the near future, challenging the use of online patient feedback not just as a mode for collecting patient experience data, but for patient choice and monitoring too. We recommend the National Health Service channels its investment and resources towards providing more direct and private feedback methods in general practice (such as opportunities for face-to-face feedback, email-based feedback, and web-based private feedback forms), as these are currently much more likely to be used by the majority of patients in England.

(J Med Internet Res 2018;20(7):e243) doi:10.2196/jmir.9523
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Introduction
Since the 1990s, there has been an exponential increase in the usage of the internet around the world, including a rise in the number of people using the internet for health purposes [1]. There has also been a growth in the number of people giving ratings and reviews online for products and services (such as on amazon.com). Some argue that this has allowed for transparent information and communication to influence change and has provided opportunities for consumers to read reviews and make more informed choices [2-4].

The National Health Service (NHS) when founded in 1948 was paternalistic in its approach to the care of patients [5]. However, from the 1970s onwards, there has been an increasing emphasis on patient and public involvement (PPI), with the introduction of multiple measures to collect patient experience feedback, and the provision of more patient choice [5-7]. There has also been a growing emphasis on public reporting of performance measures across the government, including healthcare. Patients are now argued to have an equal relationship with the NHS and other healthcare providers [5,8].

All of the above factors led to the evolution of online patient feedback (OPF) websites or doctor-rating websites. NHS England introduced an OPF website in 2007—the NHS Choices feedback website [9]. For primary care and general practice, this means that patients can use these types of websites to review their healthcare experience and use these reviews to choose a provider. The presence of these websites has been argued to yield multiple benefits, including empowering patients, improving transparency and enhancing patient choice [9-11]. However, there is little evidence to support these claims.

Despite this, there has been a growth in the volume of OPF, which may suggest that patients in England (and other parts of the world) are embracing the opportunity to review their health care online [11-14]. Similarly, growth in the development of OPF can also be seen, with the development of websites where patients can review their medication and treatment plan [15].

There has also been a steady increase in research into OPF websites, with studies conducted in the UK [9,11,13,14,16--24], Germany [16-21], Netherlands [22], Australia [23] and other countries [24,25] all contributing to the OPF evidence basis. Some evidence can be found to suggest that there is an association between online ratings and the quality of care [12,13,26-28], but the results are often conflicting [29].

Studies conducted outside of England have focused on the characteristics of patients that use OPF websites [18,30-33]. However, the findings cannot be directly applied to England due to the nature of the healthcare systems being distinctly different [10]. Furthermore, the main OPF website in England is a practice-based OPF website, where patients leave reviews under a practice name, rather than the name of the general practitioner (GP).

In England, 3 studies focused on OPF websites from the patients’ perspective [34-36]. The first is a qualitative study based on 3 focus groups conducted by the Nuffield Trust which explored public attitudes towards health and social care ratings. The findings suggested that patients relied more on the word-of-mouth to choose a GP rather than an overall score of a GP [34].

The second was a small convenience survey study conducted with 200 participants in one borough of London [35] to explore the predictors for the usage of doctor-rating websites. The findings suggested a low awareness of doctor-rating websites. Those younger, or ethnically white, or those when deciding where to receive care either give importance to the reputation of the doctor or hospital statistics, are more likely to be aware of doctor-rating websites. They also found that income, ethnicity, and the doctor-patient relationship were significant predictors of future intention to use doctor-rating websites.

This latter study was small and was not representative of patients across England. More crucially, however, it was not evident from the study for which purpose patients were using or were aware of these websites (for feedback or choice or both). Furthermore, none of the studies found in the literature compared patient awareness, usage or predictors of OPF to other methods of collecting feedback that are available for patients to use. This means that it is difficult to truly determine usage or awareness outside of its context. Hence, for example, it may be that usage of other methods is also low too, and therefore limited usage is not exclusive to OPF websites. It is also not clear whether OPF is filling a feedback gap.

The authors of this paper, therefore, conducted a small qualitative study (n=18) to explore patients’ views towards giving online feedback and ratings to GPs in England. This was done within the context of other feedback methods available in primary care, in particular, paper-based feedback cards, which has been published [36]. This current study is a follow up to that study [36], to explore nationwide public views towards online patient feedback or feedback on doctor-rating websites (both terms are used interchangeably in this paper) in England.

The aim of this study was to measure and understand public awareness, usage, and attitudes towards doctor-rating websites, within the context of other feedback methods. Understanding how patients perceive and use OPF websites in comparison to other feedback methods can help determine whether OPF websites are of any perceived value to patients. This may potentially even help increase usage of OPF websites and improve the design and user-experience of OPF websites. This also allows for adequate comparison and a more comprehensive understanding of public awareness and usage of doctor-rating websites, rather than an isolated one, as previous researchers in this field have conducted [18,31,32,35,37]. These researchers also explored the effect or association of socio-demographic variables and other health factors on the usage and awareness of doctor-rating websites and used some of the factors to explain the variation in results. This was also conducted in this study.
This study was also unique in that it focused specifically on using doctor-rating websites to give feedback about GPs, whereas all of the previous studies [18,31,32,35,37] explored doctor-rating websites more generally (for feedback and choice), and asked respondents to comment on its overall use for all healthcare services.

This paper addresses the research question: Are patients aware of OPF websites as a channel for experiential feedback in general practice, and do they use them? (The other mainly qualitative findings of this study will be reported elsewhere).

**Methods**

**Questionnaire Design and Mode**

A mixed methods population questionnaire was developed by the first author (SP) using the themes that emerged from the authors’ qualitative study [36] and previous literature (see Multimedia Appendix 1 for a copy). It was evaluated and validated based on the Total Survey Error Framework [38] using 7 stages, which included multiple-stage expert reviews (n=16), cognitive interviews (n=9), and pilot testing (n=22). The study had ethical approval from the Biomedical and Scientific Research Ethics Committee at the University of Warwick (ref REGO-2015-1472; May 2015 and #REGO-2015-1472 AM01; Dec 2015).

A decision was made for Ipsos Mori (a research company) to implement the questionnaire face-to-face with a representative sample of the public across England. Face-to-face was the most appropriate mode because of the length of the questionnaire, it was within budget, and it is also least burdensome on the respondent [39]. Ipsos MORI was chosen because they are a reputable and well-experienced research company, who also conducts the national GP Patient Survey on behalf of NHS England (and the Department of Health).

**Sample Size and Sampling Procedure**

An target sample size of 850 members of the public (in England) was set based on guidance from Field [40] to allow prevalence statistical estimate proportions to be within 3.5% confidence interval with 95% confidence level. A post-hoc sample size analysis illustrated that the prevalence data was within a confidence interval of 3.37% with a 95% confidence level.

Random location quota sampling using quotas for age, working status, gender and tenure within the region were used in this study. There were 2 stages to the sampling. In the first stage of sampling, approximately 180 Local Area Authorities were randomly selected from all those in the UK, some of which were in Scotland and Wales and therefore do not feature in this study. In the second stage of sampling, one Output Area (a small area made up of around 60 to a 100 addresses) was randomly selected from each of the Local Area Authorities selected in the first stage. These were the output areas where interviewers went to conduct the interviews with the public. Interviewers (n=155) were given quotas of people to interview for each Output Area according to age, working status, gender and tenure within the region.

**Data Collection Procedure**

The questionnaire from this study (which was around 10 minutes long) was included in the Ipsos MORI Face-to-Face Omnibus survey called Capibus (which runs every week and is around 30 minutes long) and was conducted using the Computer Assisted Personal Interviewing technique (ie, face-to-face interviews assisted by a computer) by 155 trained interviewers in people’s homes from January 29, 2016 to February 10, 2016. Informed consent was taken verbally from all respondents before entering their homes. Interviewers went door to door and invited the person who answered to take part. The visits were spread out during the week, including evenings and weekends.

During the interview, interviewers immediately noted down each response on to their laptops, and the results were collated in real-time and recorded centrally by Ipsos MORI. There were 110/844 (13%) of all interviews validated (back-checked) so that the interview data was validated according to the ISO 20252 guide.

**Data Preparation**

The data captured was provided to the first author (SP) in an SPSS file and Excel files. There was no missing data because the computer programming of the script ensured all respondents answered the relevant questions.

**Weighting the Quantitative Survey Data**

The sample profile produced for this study was similar to that achieved on The National Readership Survey (NRS), which uses random probability sampling. Therefore, using rim-weighting, only a very small corrective weighting was applied (on gender, age, social grade, region, working status, tenure, and ethnicity) by Ipsos MORI to adjust the final results to make them in-line with the national demographic profile. This was so that any minor deficiencies or biases in the sample could be corrected and to ensure that the sample was as close to a nationally representative sample.

The unweighted and weighted profile data can be seen in Table 1, which shows minor differences between profiles. For the responses to the questions on the questionnaire, the overall responses between the weighted and unweighted data varied if at all by only 1% or 2%.

**Data Analysis**

IBM SPSS Statistics 22 was used to conduct the statistical analysis (content analysis was conducted on the qualitative data, and the results for which will be reported elsewhere). The sampling weights provided by Ipsos MORI were first applied to the data to correct for known sample biases. Univariate analysis or descriptive statistics was performed to describe respondent demographics, and responses to all other relevant questions.

Bivariate analysis was used to describe differences for the main variables (dependent variables, for example, awareness, usage) with the demographic characteristics (independent variables, for example, gender and age). All variables were categorical, and therefore a 2-tailed chi-square test (or Pearson’s test where appropriate) was used, with <.05 considered to be statistically significant. The demographic independent variables (eg, gender
and age) were then included in binomial logistic regression models, which were adjusted manually to determine which demographic factors in combination had a significant association or were predictors for the dependent variable [41]. Results were presented as odds ratio and 95% confidence intervals, using the format recommended by Peacock and Kerry [42] for publication. The results for the first binomial logistic regression model and its interpretation were checked and approved by an experienced academic medical statistician in March 2016.

**Results**

**Response Rate and Demographic Characteristics**

A total of 844 respondents over the age of 15 years from England responded to the questionnaire. The sociodemographics that respondents were asked about included gender, age, social grade, region, qualification, income and ethnicity, and these are reported in Table 1, including both the weighted data used in the analysis as well as the unweighted data. There were 4 further questions related to internet usage and health also asked, and the responses to these are also listed in Table 1. These 11 demographic variables are the independent variables against which other dependent variables were checked for association during the analysis. Further details are in the forthcoming sections.

**Results on Awareness**

**Awareness of the Opportunity to Give Feedback About Care From General Practitioners Using Any Method**

A total of 326 of 844 (38.6%) respondents were aware that they could give feedback about their experience of receiving care from a GP, whereas 518 (61.4%) were not aware that they could give feedback at all.

The effect of 11 demographic variables (in Table 1) on awareness was explored using chi-square tests and binomial logistic regression. The following 4 variables (Textbox 1) remained significant (also see Table 2).

**Awareness of Doctor-Rating Websites for Giving Feedback About Experience of Receiving Care From General Practitioners**

All respondents were provided an explanation of doctor-rating websites on screen and verbally by the interviewer (see Multimedia Appendix 1). They were then asked if they had been aware of doctor-rating websites before this survey. A total of 128 of 844 (15.2%) of respondents said that they had been aware of doctor-rating websites previously, and 716 (84.8%) said they had not.

The effect of 11 demographic variables (in Table 1) as well as 2 other relevant variables (1) being aware of the option to give feedback in general about GPs, and (2) having given feedback about GPs in the past were explored on the awareness of doctor-rating websites using chi-square tests and binomial logistic regression. The following 3 variables (Textbox 2) were found to be significant (see Table 3).

Qualifications and income were predictors for the awareness of the option to leave feedback using any method but were not found to be predictors for the awareness of doctor-rating websites.

**Which, If Any, of the Following Doctor-Rating Websites Are You Aware Of?**

From the 128 of 844 (15.2%) respondents who were aware of doctor-rating websites, 54/128 (42.2%) said they were not aware of a specific website. In total, 61/128 (47.7%) were aware of NHS Choices feedback site, 20/128 (15.6%) were aware of Patient Opinion, 5/128 (3.9%) were aware of PrivateHealth, 1/128 (0.8%) were aware of iwantgreatcare, and 2/128 (1.6%) mentioned “other.” This means that from all the respondents, only 61/844 (7.2%) were aware of the NHS Choices feedback site, and 20/844 (2.4%) were aware of Patient Opinion.

**Results on Past Usage of Online Rating Websites**

**Past Experience of Giving Feedback About General Practitioners Using Any Method**

There were 161 of 844 (19.1%) respondents that said they had formally given feedback about the care they had received from a GP in the past, and 683/844 (80.9%) said they had not. Of those who had given feedback formally in the past, 94/161 (58.4%) had given it directly to the GP, and 57/161 (35.4%) had given it to the GP practice. The remaining 10/161 (6.2%) had given it to an external organization.

The effect of 11 demographic variables (Table 1) on whether someone had given feedback in the past about their experience of receiving care from a GP was explored using chi-square tests and binomial logistic regression. There were 2 variables (Textbox 3) found to be significant (also see Table 4).

**Past Usage of Doctor-Rating Websites for Any Purpose**

Respondents who were aware of doctor-rating websites were asked if they had used a doctor-rating website before. Nineteen out of 128 (14.8%) had done so in the past, and the remaining 108/128 (84.4%) had not. This means that in total, from all the respondents, only 15/844 (1.8%) had used a doctor-rating website before. Given the amount the NHS and other external organizations have invested in establishing OPF websites, and the popularity of other rating websites like TripAdvisor, the very low level of usage at 15 is surprising.

The effect of 11 demographic variables (in Table 1) on the usage of doctor-rating websites was explored using Fisher’s exact test and binomial logistic regression. The variables ethnic origin (P=.043) and region (P=.041) as well as having searched the internet for health information previously (P=.007) were found using Fisher’s exact test to be significant on the usage of doctor-rating websites. The combined effect of all variables was investigated using binomial logistic regression; however, none of the variables were found to be significant (P>0.05). Thus, it would seem that while having searched for health information in the past was found to be a predictor for the awareness of doctor-rating website and future consideration of using doctor-rating websites; it is not a predictor for usage.
Table 1. The 11 demographic characteristics of the respondents of the questionnaire (n=844).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Respondents, n (%)</th>
<th>Difference between unweighted and weighted data, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unweighted data</td>
<td>Weighted data</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td>433 (51.3)</td>
<td>413 (48.9)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>411 (48.7)</td>
<td>431 (51.1)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>150 (17.8)</td>
<td>132 (15.7)</td>
</tr>
<tr>
<td>25-34</td>
<td>112 (13.3)</td>
<td>142 (16.8)</td>
</tr>
<tr>
<td>35-44</td>
<td>116 (13.7)</td>
<td>134 (15.9)</td>
</tr>
<tr>
<td>45-54</td>
<td>138 (16.4)</td>
<td>144 (17.1)</td>
</tr>
<tr>
<td>55-59</td>
<td>58 (6.9)</td>
<td>51 (6.1)</td>
</tr>
<tr>
<td>60-64</td>
<td>67 (7.9)</td>
<td>63 (7.4)</td>
</tr>
<tr>
<td>65+</td>
<td>203 (24.1)</td>
<td>178 (21.0)</td>
</tr>
<tr>
<td>Social grade(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td>191 (22.6)</td>
<td>231 (27.4)</td>
</tr>
<tr>
<td>C1/C2</td>
<td>435 (51.5)</td>
<td>412 (48.8)</td>
</tr>
<tr>
<td>D</td>
<td>124 (14.7)</td>
<td>129 (15.3)</td>
</tr>
<tr>
<td>E</td>
<td>94 (11.1)</td>
<td>72 (8.6)</td>
</tr>
<tr>
<td>Government office region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>East Midlands</td>
<td>56 (6.6)</td>
<td>73 (8.6)</td>
</tr>
<tr>
<td>Eastern</td>
<td>71 (8.4)</td>
<td>94 (11.1)</td>
</tr>
<tr>
<td>London</td>
<td>137 (16.2)</td>
<td>130 (15.5)</td>
</tr>
<tr>
<td>North East</td>
<td>41 (4.9)</td>
<td>41 (4.9)</td>
</tr>
<tr>
<td>North West</td>
<td>126 (14.9)</td>
<td>111 (13.2)</td>
</tr>
<tr>
<td>South East</td>
<td>111 (13.2)</td>
<td>137 (16.3)</td>
</tr>
<tr>
<td>South West</td>
<td>100 (11.8)</td>
<td>86 (10.2)</td>
</tr>
<tr>
<td>West Midlands</td>
<td>101 (12.0)</td>
<td>88 (10.4)</td>
</tr>
<tr>
<td>Yorkshire and Humber</td>
<td>101 (12.0)</td>
<td>84 (9.9)</td>
</tr>
<tr>
<td>Qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCSE/ O-LV/CSE/NVQ1(^b)</td>
<td>215 (25.5)</td>
<td>212 (25.1)</td>
</tr>
<tr>
<td>A-level or equivalent</td>
<td>168 (19.9)</td>
<td>160 (18.9)</td>
</tr>
<tr>
<td>Bachelor/Master/PhD</td>
<td>234 (27.7)</td>
<td>264 (31.3)</td>
</tr>
<tr>
<td>No formal qualification</td>
<td>168 (19.9)</td>
<td>150 (17.8)</td>
</tr>
<tr>
<td>Other</td>
<td>59 (7.0)</td>
<td>59 (7.0)</td>
</tr>
<tr>
<td>Income (£)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;11,499</td>
<td>102 (12.1)</td>
<td>88 (10.4)</td>
</tr>
<tr>
<td>11,500-17,499</td>
<td>78 (9.2)</td>
<td>76 (9.0)</td>
</tr>
<tr>
<td>17,500-24,999</td>
<td>47 (5.6)</td>
<td>45 (5.4)</td>
</tr>
<tr>
<td>25,000-29,999</td>
<td>56 (6.6)</td>
<td>54 (6.4)</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>63 (7.5)</td>
<td>68 (8.0)</td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>49 (5.8)</td>
<td>54 (6.4)</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>66 (7.8)</td>
<td>86 (10.2)</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td>Respondents, n (%)</td>
<td>Difference between unweighted and weighted data, %</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>Unweighted data</td>
<td>Weighted data</td>
</tr>
<tr>
<td>&gt;75,000</td>
<td>35 (4.1)</td>
<td>44 (5.3)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>158 (18.7)</td>
<td>153 (18.2)</td>
</tr>
<tr>
<td>Refused</td>
<td>190 (22.5)</td>
<td>176 (20.8)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>710 (84.1)</td>
<td>723 (85.9)</td>
</tr>
<tr>
<td>Non-white</td>
<td>134 (15.9)</td>
<td>118 (14.1)</td>
</tr>
<tr>
<td><strong>Internet access frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>657 (77.8)</td>
<td>679 (80.4)</td>
</tr>
<tr>
<td>Weekly</td>
<td>67 (7.9)</td>
<td>62 (7.3)</td>
</tr>
<tr>
<td>Monthly</td>
<td>14 (1.7)</td>
<td>12 (1.5)</td>
</tr>
<tr>
<td>Never</td>
<td>106 (12.6)</td>
<td>91 (10.8)</td>
</tr>
<tr>
<td><strong>Have you ever used the internet to search for health information?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>434 (51.4)</td>
<td>458 (54.2)</td>
</tr>
<tr>
<td>No</td>
<td>410 (48.6)</td>
<td>386 (45.8)</td>
</tr>
<tr>
<td><strong>Do you have a long-term health condition?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>241 (28.6)</td>
<td>222 (26.3)</td>
</tr>
<tr>
<td>No</td>
<td>603 (71.4)</td>
<td>622 (73.7)</td>
</tr>
<tr>
<td><strong>Approximately how many General Practitioners are there in your current general practitioner surgery?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>31 (3.7)</td>
<td>29 (3.5)</td>
</tr>
<tr>
<td>2-3</td>
<td>203 (24.1)</td>
<td>197 (23.3)</td>
</tr>
<tr>
<td>4-5</td>
<td>265 (31.4)</td>
<td>268 (31.8)</td>
</tr>
<tr>
<td>6-9</td>
<td>206 (24.4)</td>
<td>210 (24.9)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>45 (5.3)</td>
<td>45 (5.3)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>94 (11.1)</td>
<td>95 (11.2)</td>
</tr>
</tbody>
</table>

Textbox 1. The 4 significant variables.

1. Income (£): This was found to be statistically significant (P=.003), and those with an income of £50,000-£74,999 had the highest odds and were 2.2 times more likely to be aware of the option to give feedback about their experience of care from a general practitioner (GP), in comparison to those whose income was below £11,499.
2. Qualification: This was found to be statistically significant (P=.002), and those with a graduate qualification had the highest odds and were also 2.2 times more likely to be aware than those with no formal qualifications.
3. The presence or absence of a long-term condition: This was found to be statistically significant (P=.004), and those who did have a long-term condition were 1.6 times more likely to be aware of the option to give feedback about a GP than those who did not have a long-term condition.
4. The number of GPs in the respondents’ surgery: This was also found to be statistically significant (P=.02), with those who were not aware of the number of GPs present in their surgery being the least likely (64.4%) to be aware of the option to give feedback about GPs, as compared with those who were aware that they had 1 GP in their surgery.
Table 2. Odds ratio adjusted for all the other variables for the effect of set demographic variables on the awareness of the option to give feedback about a general practitioner (n=844). The term “Ref” refers to the reference category (odds ratio of 1.000).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income (£)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;11,499</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>11,500-17,499</td>
<td>1.790</td>
<td>0.937-3.420</td>
</tr>
<tr>
<td>17,500-24,999</td>
<td>1.303</td>
<td>0.608-2.792</td>
</tr>
<tr>
<td>25,000-29,999</td>
<td>1.126</td>
<td>0.547-2.317</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>1.307</td>
<td>0.660-2.591</td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>0.892</td>
<td>0.425-1.872</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>2.211</td>
<td>1.131-4.320</td>
</tr>
<tr>
<td>75,000</td>
<td>0.534</td>
<td>0.234-1.219</td>
</tr>
<tr>
<td>Don’t know</td>
<td>0.789</td>
<td>0.436-1.429</td>
</tr>
<tr>
<td>Refused</td>
<td>0.826</td>
<td>0.472-1.445</td>
</tr>
<tr>
<td>Qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal qualification</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>GCSE/O-level/CSE/NVQ</td>
<td>1.020</td>
<td>0.628-1.659</td>
</tr>
<tr>
<td>A-level or equivalent</td>
<td>1.386</td>
<td>0.832-2.309</td>
</tr>
<tr>
<td>Degree/masters/PhD or equivalent</td>
<td>2.197</td>
<td>1.350-3.575</td>
</tr>
<tr>
<td>Other</td>
<td>1.463</td>
<td>0.761-2.811</td>
</tr>
<tr>
<td>Long-term condition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>1.631</td>
<td>1.166-2.283</td>
</tr>
<tr>
<td>Number of General Practitioners in the surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>2-3</td>
<td>0.902</td>
<td>0.389-2.090</td>
</tr>
<tr>
<td>4-5</td>
<td>0.899</td>
<td>0.392-2.065</td>
</tr>
<tr>
<td>6-9</td>
<td>0.867</td>
<td>0.372-2.018</td>
</tr>
<tr>
<td>&gt;10</td>
<td>0.479</td>
<td>0.170-1.352</td>
</tr>
<tr>
<td>Don’t know</td>
<td>0.356</td>
<td>0.138-0.917</td>
</tr>
</tbody>
</table>

Textbox 2. The 3 significant variables.

1. Age: This was found to be significant ($P=.02$), with those between the ages of 60-64 being 63% less likely to be aware of doctor-rating websites than those aged 35-44.
2. Those who had searched for health information on the internet in the past were 2.7 times more likely to be aware of doctor-rating websites than those who had not.
3. Also, those who were aware of the option to give feedback about a general practitioner using any method, were 5.6 times more likely to be aware of the existence of doctor-rating websites than those who were not aware, suggesting that being aware of any method of giving feedback is a predictor for awareness of doctor-rating websites.

---

$^aP=.003$

$^bP=.05$

$^cP=.002$


$^eP=.004$

$^fP=.019$
### Table 3. Adjusted odds ratio for the effect of a set of demographics and 2 other variables on whether someone was aware of doctor-rating websites. Each odds ratio is adjusted for all the other variables in the table (n=844). The term “Ref” refers to reference category (odds ratio of 1.000).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>0.425</td>
<td>0.181-1.000</td>
</tr>
<tr>
<td>25-34</td>
<td>1.442</td>
<td>0.753-2.762</td>
</tr>
<tr>
<td>35-44</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>45-54</td>
<td>0.974</td>
<td>0.493-1.927</td>
</tr>
<tr>
<td>55-59</td>
<td>1.473</td>
<td>0.627-3.461</td>
</tr>
<tr>
<td>60-64</td>
<td>0.366</td>
<td>0.127-1.057</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0.779</td>
<td>0.399-1.523</td>
</tr>
<tr>
<td><strong>Past use of internet to search for health information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>2.690</td>
<td>1.709-4.234</td>
</tr>
<tr>
<td><strong>Awareness of the option to give feedback about general practitioners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>5.632</td>
<td>3.631-8.737</td>
</tr>
</tbody>
</table>

<sup>a</sup>P=.02  
<sup>b</sup>P=.05  
<sup>c</sup>P<.001

**Textbox 3.** The 2 significant variables.

1. Gender was found to be statistically significant (<sup>a</sup>P=.002), with female respondents almost twice as likely to have given feedback in the past than male respondents.
2. The presence or absence of a long-term health condition was found to be significant (<sup>a</sup>P=.002), with those with a long-term health condition 1.8 times more likely to have given feedback about their experience of receiving care from a general practitioner in the past.

### Table 4. Odds ratio adjusted for all the other variables in the table for the effect of a set of demographics on whether someone had given feedback about their experience of receiving care from a general practitioner in the past (n=844). The term “Ref” refers to reference category (odds ratio of 1.000).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.574</td>
<td>0.403-0.819</td>
</tr>
<tr>
<td><strong>Long-term health condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>1.782</td>
<td>1.233-2.576</td>
</tr>
</tbody>
</table>

<sup>a</sup>P=.002
Seven variables were found to be statistically significant explored using chi-square tests and binomial logistic regression.

1. Gender: This was found to be statistically significant ($P=.01$), with male respondents less likely to consider giving feedback in the future than females.

2. Age: This was also found to be statistically significant ($P=.001$), with those aged between 35-44, 55-59, and 60-64 around 2.5 times more likely to consider leaving feedback than those aged >65.

3. Long-term health condition: These were also twice more likely to consider leaving feedback than those did not have a health condition, as may be expected.

4. Who had used the internet in the past to search for health information: These were more than twice as likely to consider leaving feedback in the future than those who had not used the internet in the past to search for health information.

5. Number of general practitioners (GPs) in the respondents’ surgery: This was also found to be significant with those who had 2-3 GPs in their surgery found to be 2.5 times more likely to consider leaving feedback than those who had just 1 GP in their surgery.

6. Qualification: This was also found to be statistically significant ($P<.001$), with those who had a graduate qualification being 4 times more likely to consider leaving feedback than those with no qualifications, and those with GCSEs or equivalent twice as likely to leave feedback than those with no qualifications.

7. Region: This was also found to be significant ($P<.001$), with those living in the North West, South East and Yorkshire and Humber, twice as likely to consider leaving feedback than those living in London, and those living in the North East 4.8 times more likely to consider leaving feedback than those living in London.

### Past Usage of Doctor-Rating Websites for Giving Feedback About a General Practitioner

From the 19 respondents who had used a doctor-rating site before, 8/19 (42.1%) had used it to read a review for a doctor or hospital, 5/19 (26.3%) had used it to find a doctor or hospital, 4/19 (21.1%) had used it to review their experience of the NHS, and 3/19 (15.8%) had used it to give feedback about their experience of receiving care from a GP. Therefore, only 3/844 (0.4%) of the entire sample of respondents had used a doctor-rating website in the past to give feedback about their experience of receiving care from a GP.

From the 3 participants that left feedback on a doctor-rating website about a GP, 2 commented on a positive experience, and 1 commented on a negative experience. The reasons the 3 respondents gave for leaving feedback online was that they either wanted to let the GP know how much they appreciated the consultation or they believed sharing their experience would benefit the GP, or they wanted to comment on their treatment in general. No other reasons were cited.

### Future Use of Online Rating Websites

#### Consideration of Giving Feedback in the Future Using Any Method

All respondents were asked whether they would consider giving feedback in the future about their experience of receiving care from a GP. A total of 638 of 844 (75.6%) respondents said they would consider giving feedback in the future, 214 (25.4%) said definitely, and 424 (50.0%) said possibly. A total of 199 (23.6%) said they would not consider giving feedback in the future, and 7 (0.8%) said they do not know.

Responses were first combined to form a bivariate variable of yes and no. The effect of 11 demographic variables (in Table 1) on consideration of giving feedback in the future was then explored using chi-square tests and binomial logistic regression. Seven variables were found to be statistically significant (Textbox 4 and Table 5).

#### Consideration of Future Use of Doctor-Rating Websites to Give Feedback About General Practitioners

A total of 18 of 844 (2.1%) respondents said they would consider using doctor-rating websites to give feedback about their experience of care from a GP (ie, a GP who is based in a surgery).

The effects of the 11 demographic variables (in Table 1) on the consideration of future use of doctor-rating websites was explored as well as the following additional variables: (1) awareness of doctor-rating websites, (2) past use of doctor-rating websites, (3) consideration of future use of doctor-rating websites for any purpose, and (4) consideration of giving feedback in the future about a GP. After using chi-square tests and binomial logistic regression, only past use of internet to search for health information remained significant ($P=.007$; please see Textbox 5 and Table 6).

#### Public Preference on Mode of Feedback

All respondents who said they would consider giving feedback in the future about a GP (n=776) were asked which mode they would most prefer using to give feedback about their experience with a GP, for both negative and positive feedback. They were provided with a list of 15 methods and were first asked to select the top 3 most preferred ways (or modes) to leave feedback and then their main preference. The complete sets of results are provided in Multimedia Appendix 2.

In summary (see Figure 1), the main preferences of respondents for giving feedback about their experience with a GP was (1) giving feedback directly to the GP where 397/776 (51.2%) selected this for positive feedback, and 348 (44.8%) for negative feedback, (2) giving feedback to the GP surgery manager where 84 (10.8%) for positive, and 123 (15.9%) for negative, (3) filling in a feedback form at the surgery or on the practice’s website where 115 (14.8%) for positive, and 130 (16.8%) for negative, (4) posting feedback on a public website where 33 (4.3%) for positive, 36 (4.6%) for negative, and (5) giving feedback through an app where 29 (3.7%) for positive, and 33 (4.3%) for negative.
Table 5. Adjusted odds ratio for all the other variables in the table for the effect of a set of demographics on whether someone will consider giving feedback in the future about a general practitioner (n=844). The term “Ref” refers to reference category (odds ratio of 1.000).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.630</td>
<td>0.438-0.906</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>0.866</td>
<td>0.457-1.638</td>
</tr>
<tr>
<td>25-34</td>
<td>1.607</td>
<td>0.833-3.102</td>
</tr>
<tr>
<td>35-44</td>
<td>2.617</td>
<td>1.328-5.156</td>
</tr>
<tr>
<td>45-54</td>
<td>0.864</td>
<td>0.475-1.570</td>
</tr>
<tr>
<td>55-59</td>
<td>2.555</td>
<td>0.992-6.578</td>
</tr>
<tr>
<td>60-64</td>
<td>2.483</td>
<td>1.071-5.754</td>
</tr>
<tr>
<td>&gt;65</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>London</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>East Midlands</td>
<td>0.584</td>
<td>0.284-1.200</td>
</tr>
<tr>
<td>Eastern</td>
<td>0.825</td>
<td>0.428-1.590</td>
</tr>
<tr>
<td>North East</td>
<td>4.823</td>
<td>1.489-15.628</td>
</tr>
<tr>
<td>North West</td>
<td>2.330</td>
<td>1.167-4.649</td>
</tr>
<tr>
<td>South East</td>
<td>2.448</td>
<td>1.178-5.084</td>
</tr>
<tr>
<td>South West</td>
<td>2.298</td>
<td>1.055-5.003</td>
</tr>
<tr>
<td>West Midlands</td>
<td>0.979</td>
<td>0.512-1.870</td>
</tr>
<tr>
<td>Yorks and Humber</td>
<td>2.357</td>
<td>1.093-5.082</td>
</tr>
<tr>
<td><strong>Qualifications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Formal Qualifications</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>GCSE/O-Level/CSE/NVQ</td>
<td>2.126</td>
<td>1.238-3.650</td>
</tr>
<tr>
<td>A-Level or Equivalent (=NVQ3)</td>
<td>1.714</td>
<td>0.952-3.084</td>
</tr>
<tr>
<td>Bachelors/Masters/PhD Or Equivalent</td>
<td>4.086</td>
<td>2.287-7.298</td>
</tr>
<tr>
<td>Other</td>
<td>2.649</td>
<td>1.166-6.019</td>
</tr>
<tr>
<td><strong>Past use of internet to search for health information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>2.392</td>
<td>1.624-3.524</td>
</tr>
<tr>
<td><strong>Long-term health condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>2.078</td>
<td>1.257-3.433</td>
</tr>
<tr>
<td><strong>No. of General Practitioners in surgery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Ref (1.000)</td>
<td>—</td>
</tr>
<tr>
<td>2-3</td>
<td>2.511</td>
<td>1.034-6.097</td>
</tr>
<tr>
<td>4-5</td>
<td>2.010</td>
<td>0.823-4.911</td>
</tr>
</tbody>
</table>
Only past use of internet to search for health information remained significant ($P=0.007$), with those who had used the internet to search for health information in the past being 1.6 times more likely to consider using doctor-rating websites to give feedback about a general practitioner (GP), than those who had not previously used the internet to search for health information. This suggests that existing engagement and interest in health, as well as being an indicator for patient awareness of doctor-rating websites (as mentioned earlier), is also an indicator for patient intention to use doctor-rating websites in the future to give feedback about GPs.

**Table 6.** Logistic regression (odds ratio) showing the effect of past use of the internet to search for health information on whether someone would consider using a doctor-rating website to give feedback about a GP ($n=844$). The term “Ref” refers to reference category (odds ratio of 1.000).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet to search for health information$^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref (1.000)</td>
<td></td>
</tr>
<tr>
<td>Yes$^b$</td>
<td>1.649</td>
<td>1.144-2.376</td>
</tr>
</tbody>
</table>

$^aP=0.007$

$^bP=0.05$

**Figure 1.** Summary of respondents' ($n=776$) main preference for giving feedback about their experience of receiving care from a general practitioner (GP).
Table 7. Summary of key results from all respondents (n=844) relating to awareness, past usage and future consideration of giving feedback about experience with receiving care from a general practitioner (GP). Additional details are presented in the subsections.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Awareness</th>
<th>Doctor-rating websites</th>
<th>Past Use</th>
<th>Doctor-rating websites</th>
<th>Future Consideration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive (yes), n (%)</td>
<td>329 (39.0)</td>
<td>126 (15.0)</td>
<td>160 (19.0)</td>
<td>3 (0.4)</td>
<td>641 (75.9)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>Y\textsuperscript{a}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social grade</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet access frequency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past use of internet to search for health information</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presence or absence of a long-term health condition</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of GPs in surgery per local health center</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Y: significant using binomial logistic regression.

It is interesting to note that although results in the previous sub-section indicate that 150/844 (17.0%) of all respondents would consider using doctor-rating websites (both NHS and independent websites) in the future to give feedback about GPs. Only 36 respondents selected a doctor-rating website as their most preferred method to leave negative feedback about GPs. This corresponds to 36/776 (4.6%) of all those who would consider giving feedback, and 36/844 (4.3%) of all respondents. The overwhelming preference for leaving feedback with GPs or the GP surgery correlates with earlier results that indicated that 151/161 (93.8%) of those who had left feedback for or about a GP in the past, had left it with the GP or GP practice.

Figure 1 also demonstrates that patients’ most preferred method to give feedback varies depending on whether their feedback is about a negative or a positive experience. This suggests “patient feedback mode” is partially dependent upon the nature of the experience.

Summary of the Results

Table 7 summarizes the key results found in this study, as well as the demographic factors that were found to be significant on each of the key dependent variables. The table demonstrates that 128 of 844 (15.2%) respondents were aware of doctor-rating websites for giving feedback about GPs, in comparison to 326 (38.6%) of respondents who were aware of giving feedback using any of the methods. Similarly, 161 (19.1%) of respondents had given feedback about a GP in the past using any method, whereas only 3 (0.4%) had given feedback about a GP using a doctor-rating website. A total of 638 (75.6%) of respondents said they would consider giving feedback about a GP in the future (using any method); whereas only 150 (17.8%) of respondents said they would consider giving feedback in the future using doctor-rating websites.

Discussion

Public Awareness of Doctor-Rating Websites

The results suggest that based on a representative sample of 844 respondents, 15.2% (128/844) of the population in England is aware of the existence of doctor-rating websites to give feedback to a GP, whereas 38.6% (326/844) is aware that they can give feedback using any method. The level of awareness found in this study is in line with findings from a previous study by Galizzi et al [35] who found that 15% of their London-based respondents was aware of the existence of doctor-rating websites, although it was not clear for which purpose they were aware of such websites, and which specific websites they were aware of. However, they suggested that this indicated low awareness amongst the population in England.

Figure 1 also demonstrates that patients’ most preferred method to give feedback varies depending on whether their feedback is about a negative or a positive experience. This suggests “patient feedback mode” is partially dependent upon the nature of the experience.

Summary of the Results

Table 7 summarizes the key results found in this study, as well as the demographic factors that were found to be significant on each of the key dependent variables. The table demonstrates that 128 of 844 (15.2%) respondents were aware of doctor-rating websites for giving feedback about GPs, in comparison to 326 (38.6%) of respondents who were aware of giving feedback using any of the methods. Similarly, 161 (19.1%) of respondents had given feedback about a GP in the past using any method, whereas only 3 (0.4%) had given feedback about a GP using a doctor-rating website. A total of 638 (75.6%) of respondents said they would consider giving feedback about a GP in the future (using any method); whereas only 150 (17.8%) of respondents said they would consider giving feedback in the future using doctor-rating websites.

http://www.jmir.org/2018/7/e243/
Outside of the UK, usage of doctor-rating websites was found to be much higher. A recent study in the USA (in Rochester Minnesota) reported that 16% of the surveyed sample had used a doctor-rating website, and 3% had used it to give feedback [37]. This was different to another study in the USA, conducted in 2012, which reported general usage at 23%, and found that 6% of parents had left ratings for doctors online [45]. The difference may be partly because the latter study used an online panel as the survey mode, and the former study used a written questionnaire, or that the former was conducted in a single healthcare setting.

Usage of doctor-rating websites was also high in Germany. In 2013, 25% of the population had used a doctor-rating website to search for a doctor, and 11% to leave feedback or ratings [18]. Similarly, Terlutter et al [32] discovered in Germany (in 2012) that 26% of the population had used a doctor-rating website before, although it was not clear for which purpose. More recently, in 2017, researchers found usage of doctor-rating websites in Germany at 43.6% [21]. In Austria, researchers conducted an experimental study based on a convenient sample and found that 47% of respondents had used a doctor-rating website, and 6% had used it to leave feedback [46]. The difference in results may be due to regional differences in the diffusion of doctor-rating websites and the adoption of the internet for seeking health information. However, there may also be a sampling effect, because many of the studies outside of the UK (with the exception of the one conducted by Burkle and Keegan [37] and McLennan et al [21]) used an online panel as their sample population. The use of online sampling may have affected results, because those who are online, and had used the internet to search for healthcare information, may be more likely to be aware of and use doctor-rating websites than those that had not, as results from this present study suggest.

In the USA and Germany, academics found various predictors for usage of doctor-rating websites, such as the presence of a long-term condition, advanced education, age, and gender [18,32,37,45]. Predictors for the usage of doctor-rating websites for feedback about GPs could not be computed in this study because only 0.4% (3/844) of respondents had used a doctor-rating website for that purpose. However, the results do indicate however that female respondents and those with long term health conditions are significantly more likely to have given feedback in the past to a GP (using any method). Those with long-term health conditions tend to use GP services more than those who do not have a long-term health condition, and so it is not surprising that they are more likely to leave feedback.

Future Use of Doctor-Rating Websites

Although the present study suggests that 75.6% (638/844) of the population in England would consider giving feedback in the future to a GP using any method, only 17.8% (150/844) would consider giving feedback in the future to a GP on a doctor-rating website. This suggests that more than half of respondents would consider giving feedback to a GP but not on a doctor-rating website. Similarly, 33.1% (279/844) of the population would consider using doctor-rating websites but not to leave feedback for a GP. This, as well as the 0.4% (3/844) past usage of doctor-rating websites, and only 4.3% (33/776)
to 4.7% (36/776) selecting doctor-rating websites as their most preferred feedback method, questions whether doctor-rating websites are wanted or needed by the public for leaving feedback about GPs.

The only significant predictor for the future use of doctor-rating websites for giving feedback about GPs was the past use of the internet to search for health information, with those who had were found to be 1.6 times more likely to consider using doctor-rating websites to give feedback about a GP than those that had not. This predictor is not surprising given it indicates an active interest in one’s health as well as familiarity with the internet. What was surprising was the absence of 6 other predictors which were found to be significant for the future consideration of using any method to leave feedback about GPs. These predictors indicated that those that are either female, younger in age, have a long-term health condition, have higher qualifications, have more GPs in their surgery, or live outside of London are much more likely to consider leaving feedback about a GP using any method. This could be seen as a positive suggestion that doctor-rating websites, unlike other feedback methods, may span across the age, social and regional divide, and appeal to everyone who takes an active interest in their health and is familiar with the internet to pursue that interest. This appears to support Bardach et al’s argument that OPF websites would collect feedback from those patients who would not normally give feedback. For consideration of using doctor-rating websites in the future for any purpose (and not just giving feedback about a GP), in addition to past use of the internet to search for health information, the respondent’s age and internet consumption were also found to be significant predictors. This is in contrast to Galizzi et al’s findings with Londoners in which income, ethnicity, and the doctor-patient relationship were the significant predictors for future intention to use doctor-rating websites for any purpose.

Public Preference on Mode of Feedback

The results suggest that there is no one most preferred way for patients to leave feedback about a GP, and this was also found by Patel et al. However, like the results of Patel et al [47], the present study also found rather surprisingly that almost half of those who would consider leaving feedback for a GP would prefer to give feedback directly to the GP, even when it is negative feedback. Furthermore, the 2 major reasons for choosing 1 mode of feedback over another were ease and convenience, followed by the method being a direct way of giving feedback (and Patel et al [47] found that the latter was so that patient feedback reaches the GP and is used by the GP for improvement purposes). These are interesting findings because currently there is little formal provision in general practice in England to give feedback directly to the GP.

Current formal provisions for leaving feedback about GPs in the NHS also include the NHS Friends and Family Test card, which is a paper-based feedback form that is used in most GP practices in England [48], and the GP Patient Survey [48]. The paper-based feedback form was only selected by 10% of respondents (who would consider leaving feedback in the future) as their most preferred method for leaving negative feedback for a GP. Similarly, use of OPF websites to report a negative experience was selected as the main preference by only 5% of respondents. In contrast, 45% of patients’ most preferred method to leave negative feedback was directly with the practice and 16% directly with the practice manager. The vast majority of patients (94%) who had given feedback in the past had given it directly to the GP or practice.

These results as well as others suggest that current methods available in general practice to leave feedback are on the whole not the most preferred methods for patients. Therefore, GP practices and the NHS need to consider alternative ways and methods to collect feedback. For example, giving patients the option to send feedback through email, which was selected by 12% of respondents (who would consider leaving feedback in the future) as their most preferred method. This also questions the value of OPF websites and questions whether patients in England want or need these types of websites to leave feedback about GPs.

Although preference for leaving feedback online was minimal, one of the interesting findings from the results was that more people prefer to leave feedback online on a private feedback form on the GP surgery website, rather than leaving it on a (public) doctor-rating website. Similarly, although more people preferred to give feedback directly to the GP in person or telephone, in comparison to writing a letter, more respondents preferred to use email to send feedback. Furthermore, an app was found to be almost the same in popularity as leaving feedback on a doctor-rating website, although again the main preference was to use an app that would give the feedback to the GP surgery directly rather than an app that would publish the feedback online. These findings support the notion that many patients prefer to give feedback directly to the GP and practice rather than leaving feedback in the public domain, and these alternative modes of leaving feedback need to be taken into consideration by GPs and GP practices in England, if they want to engage and increase the volume of patient experience feedback.

Strengths and Limitations

The strength of this study lay in its use of a well-validated mixed methods population questionnaire whose aim was to measure representative views of the public on giving feedback about GPs on OPF websites, within the context of other feedback mechanisms. Nevertheless, this study did have several limitations.

Firstly, the sampling method used—a random location quota sampling—was not a random sample, and although the data was weighted so that it would be a representative sample of the population in England, the sample may still contain biases, and claiming generalizability (external validity) across the whole population in England could be questioned. However, given that it was not feasible to get a random sample of the population in England, this was as close as possible to a true representative sample and very little correction of the results was needed to make them in line with The National Readership Survey (NRS), which uses random probability sampling. The interviews were also conducted face-to-face, which meant that there was very little risk of respondents misunderstanding the questions, and
there was a lower risk of premature termination, as interviewers could keep respondents motivated.

Secondly, although the questionnaire had strong internal validity, the fieldwork was conducted by 155 interviewers from Ipsos MORI, and not the authors, and this could be a potential weakness. Nevertheless, the interviewers were all experienced professional interviewers who were trained by Ipsos MORI and given the same very specific instructions. A validation procedure on the fieldwork was also conducted to ensure that interviewers had interviewed respondents as expected.

Thirdly, the results of this study question the value of providing OPF websites in England to give feedback about GPs; however, this study did not explore patients’ views on OPF websites for choice, an issue that was outside the scope of this study. Although both giving feedback and patient choice are highly connected (because if patients do not give feedback or reviews online, other patients will not have these patient reviews to choose from), they are distinctly different as actions. The results when reported in this study make clear that they are specifically about giving feedback on GPs only.

Fourthly, this study focused on primary care and GPs only in England. The results may have been different if the study focused on other healthcare professionals such as surgeons, or secondary care.

Implications for Practice

The results from this study strongly suggest that GPs, GP practices, the NHS, and feedback website providers should consider alternative mechanisms to collect patient feedback in general practice, instead of relying primarily on the NHS Family and Friends Test card and online patient feedback websites as a day-to-day feedback method. In particular, direct methods to give feedback to the GP or the GP practice (digital or non-digital) are most used and preferred by patients, such as face-to-face feedback, email, telephone, and private feedback forms on the GP practice website. Therefore, we recommend the NHS to channel its investment and resources towards providing more direct and private feedback methods in general practice (such as opportunities for face-to-face feedback, email-based feedback, and Web-based private feedback forms), as these are much more likely to be used currently by the majority of patients in England. We also recommend that when online feedback is presented to other patients for choice, the feedback must be part of a collection of measures including patient feedback collected using other methods, and other measures such as the clinical competency of the GP, findings from the Care Quality Commission report, and safety results. Other recommendations for OPF providers and GPs and GP practices can be found in Multimedia Appendix 3 and Multimedia Appendix 4 respectively, where we also highlight what the NHS and other OPF providers can do to increase patient use of OPF websites.

Conclusions

This is the first piece of nationally representative research that has explored patients’ awareness and usage of OPF websites within the context of other feedback mechanisms available in general practice in England, and to date, in our knowledge, the largest and most robust study conducted with patients about doctor-rating websites.

Given the popularity, acceptance, and usage of consumer rating websites such as Trip Advisor, coupled with the increasing emphasis on PPI and patient experience in the NHS, and the millions of pounds investment into OPF websites by the NHS [44], it is surprising that this study (alongside Patel et al [36]), unlike previous academic work on online rating websites, questions whether patients and carers really want or need OPF to give feedback about GPs in England.

This is because the findings indicate that although awareness is not so poor of doctor-rating websites when compared to awareness of giving feedback in general, past usage is extremely uncommon at 0.4% for feedback about GPs, and so is future consideration to use doctor-rating websites for giving feedback about GPs 82.0% of the public indicated that they will not consider using doctor-rating websites to give feedback in the future; although a further 32.9% of the population would consider using doctor-rating websites but not to leave feedback for a GP. Furthermore, only 4.0%-5.0% of those who would consider leaving feedback in the future selected doctor-rating websites as their most preferred method to leave feedback about a GP.

This, as well as the different predictors found for awareness, usage, and future consideration to use OPF websites, all appear to suggest that (1) OPF websites may not be an effective channel for collecting feedback on patient experience in general practice (and hence the NHS should provide alternative methods of collecting feedback), and (2) feedback on OPF websites is not likely to be representative of the patient experience in the near future. Although this may not be a pertinent problem for GPs and GP providers using the patient experience data for improvement (because improvement even based on 1 piece of patient feedback could potentially be useful), fundamentally it is a huge problem for the use of OPF for selection (ie, patient choice), and for monitoring. This is because the results suggest that OPF is biased because it is not representative of patient experience, and therefore patients using OPF for choice of healthcare provider are basing their choice on biased and unrepresentative data, challenging strongly the popular notion that OPF is useful for patient choice, as advocated both by academics [9,11,14] and the NHS [49,50]. Furthermore, the findings appear to contradict Greaves et al’s [14] observation of associations between NHS Choices general practice ratings and patient experience measures, thus strongly questioning the usefulness of OPF as a measure of quality in health care.

Nevertheless, the findings do suggest that OPF websites fulfill a feedback gap for a very small number of patients, and appear to support the argument that some patients, who would not normally give feedback using other methods, would leave feedback on OPF websites. Therefore, this may suggest that OPF websites could be used to improve patient experience, as feedback can be collected from those patients who may not give feedback using other channels, as long as GP Practices were willing to use OPF for improvement purposes.

http://www.jmir.org/2018/7/e243/
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Accuracy of Internet-Based Patient Self-Report of Postdischarge Health Care Utilization and Complications Following Orthopedic Procedures: Observational Cohort Study

Background: The accuracy of patient self-report of health care utilization and complications has yet to be determined. If patients are accurate and engaged self-reporters, collecting this information in a manner that is temporally proximate to the health care utilization events themselves may prove valuable to health care organizations undertaking quality improvement initiatives for which such data are often unavailable.

Objective: The objective of this study was to measure the accuracy of patient self-report of health care utilization and complications in the 90 days following orthopedic procedures using an automated digital patient engagement platform.

Methods: We conducted a multicenter real-world observational cohort study across 10 orthopedic practices in California and Nevada. A total of 371 Anthem members with claims data meeting inclusion criteria who had undergone orthopedic procedures between March 1, 2015, and July 1, 2016, at participating practices already routinely using an automated digital patient engagement platform for asynchronous remote guidance and telemonitoring were sent surveys through the platform (in addition to the other materials being provided to them through the platform) regarding 90-day postencounter health care utilization and complications. Their self-reports to structured survey questions of health care utilization and complications were compared to claims data as a reference.

Results: The mean age of the 371 survey recipients was 56.5 (SD 15.7) years, 48.8% (181/371) of whom were female; 285 individuals who responded to 1 or more survey questions had a mean age of 56.9 (SD 15.4) years and a 49.5% (141/285) female distribution. There were no significant differences in demographics or event prevalence rates between responders and nonresponders. With an overall survey completion rate of 76.8% (285/371), patients were found to have accuracy of self-report characterized by a kappa of 0.80 and agreement of 0.99 and a kappa of 1.00 and agreement of 1.00 for 90-day hospital admissions and pulmonary embolism, respectively. Accuracy of self-report of 90-day emergency room/urgent care visits and surgical site infection were characterized by a kappa of 0.45 and agreement of 0.96 and a kappa of 0.53 and agreement of 0.97, respectively. Accuracy for other complications such as deep vein thrombosis, hemorrhage, severe constipation, and fracture/dislocation was lower, influenced by low event prevalence rates within our sample.

Conclusions: In this multicenter observational cohort study using an automated internet-based digital patient engagement platform, we found that patients were most accurate self-reporters of 90-day hospital admissions and pulmonary embolism, followed by 90-day surgical site infection and emergency room/urgent care visits. They were less accurate for deep vein thrombosis and least accurate for hemorrhage, severe constipation, and fracture/dislocation. A total of 76.8% (285/371) of patients completed surveys without the need for clinical staff to collect responses, suggesting the acceptability to patients of internet-based survey dissemination from and collection by clinical teams. While our methods enabled detection of events outside of index institutions, assessment of accuracy of self-report for presence and absence of events and nonresponse bias analysis, low event prevalence...
rates, particularly for several of the complications, limit the conclusions that may be drawn for some of the findings. Nevertheless, this investigation suggests the potential that engaging patients in self-report through such survey modalities may offer for the timely and accurate measurement of matters germane to health care organizations engaged in quality improvement efforts post discharge.

(J Med Internet Res 2018;20(7):e10405) doi:10.2196/10405
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Introduction

Rates of health care utilization and complications post discharge are topics of increasing interest and value under both federal [1-3] and commercial [4,5] bundled payment and hospital readmission reduction initiatives [6-8]. However, accurate and timely measurement and reporting of these outcomes vary, in part due to limitations of the sources from which such data are derived, large variations in the ways in which they are measured [9], and the lag time between the capture of these events in reporting systems and their dissemination back to the very health care organizations at which the index encounters occurred [10].

In the rise of the era of the patient-as-partner-in-care, health care organizations engaged in quality improvement or those seeking to enhance performance in value-based reimbursement models may find patients to be uniquely valuable sources of information regarding rates of health care utilization and complications post discharge. However, for a feedback cycle between patients and health care organizations to be meaningful and useful in quality improvement, health care organizations need to (1) enable and engage patient participation in this cycle, (2) scale the low-burden dissemination of such surveys to patients, (3) attain high survey completion rates, and (4) feel confident that patients can be timely and accurate self-reporters.

This study aimed to understand whether patients in real-world clinical practice settings, surveyed at 90 days post encounter through an automated digital patient engagement (DPE) platform, are accurate self-reporters of real-time or near real-time readmissions, emergency room/urgent care (ERUC) usage, and postencounter complications.

Studies have been conducted investigating the accuracy of patient self-report on topics ranging from past medical history [11,12], surgical history [13], and diagnosis underlying the need to (1) enable and engender patient participation in this cycle, (2) scale the low-burden dissemination of such surveys to patients, (3) attain high survey completion rates, and (4) feel confident that patients can be timely and accurate self-reporters.

Other studies have been prone to the potential for recall error, sometimes referred to as memory decay, caused by the lag time between when the event occurred and the relatively distant time at which the patient was later surveyed for such events [17,18]. Stability of accurate patient recall for such events appears to remain over at least 2 to 3 months [19,20] but suffers from notable decline between 3 and 8 months [21,22], suggesting that earlier survey intervals may be beneficial for capturing accurate response data.

Determining the accuracy of patient self-report is confounded by several additional factors. First, index institutions are only implicitly aware through their own reporting systems of readmissions back to their own health care systems. It has been reported, for example, that leakage—presentation of the patient to facilities other than the index facility for complications and readmissions—occurs in 31% to 65% of cases with some rates as high as 87.5%, suggesting that index institutions have large blind spots about postencounter health care utilization for which they may bear financial risk [16,17,23]. This degree of leakage, in a health care environment such as that of the United States which lacks a single payer, means that readmissions, complications, and health care utilization may be underrecognized and underreported. Although large public payers such as Medicare may be able to report readmission rates back to index facilities with reasonable leakage-free accuracy, Medicare beneficiaries are not demographically representative of the US population at large and constitute a portion of the US population that is increasingly being outpaced in certain procedural volume areas by other age cohorts [24]. Second, reliance solely on metrics such as proportion of correct reports [15], concordance [16,17,25], or agreement [13] that inflate when event prevalence rates are low rather than presenting these metrics alongside of an appropriate kappa statistic may lead to misinterpretations of the accuracy of patient self-report.

Some studies have attempted to address leakage by using single [17] or multi-institutional [25] databases or registries. Notable among them is Harrold et al [18], who used medical records from the Function and Outcomes Research for Comparative Effectiveness in Total Joint Replacement (FORCE-TJR) network, a group of over 230 surgeons across 28 states, to evaluate the accuracy of patient self-report following total knee and total hip replacement against data from hospitals within the region of the index facility as the reference. The study also evaluated the accuracy of patients reporting no utilization by examining orthopedic notes at the FORCE-TJR core sites as well as emergency department, day surgery, and hospitalization records at the index site. For 60% of the patients, the nearest
hospitals to their homes were not the index facilities, so the investigators received releases of information from the nearest hospitals to the patients’ homes in 87% of cases. Nevertheless, utilization or complications documented in primary care or other specialty settings or in external facilities not otherwise included may have posed limitations.

Two parties, the payers and the patient, may be the most knowledgeable about health care utilization and complication events and in ideal positions to report the most comprehensive health care event information post encounter. If quality improvement is a goal, and readmissions and postencounter complications represent the last mile in the health care quality chain, could patients become active participants by providing accurate and timely information about these outcomes back to health care organizations? While payer databases may be nearly leakage-free references against which to compare patient self-report, relatively few have been used in such analyses, and when they have, they have been largely limited to single-payer settings [26-28] or to employer-based health care claims data [29] that do not necessarily generalize to the broader population.

To our knowledge, this is the first study of the accuracy of patient self-report using a commercial payer claims database as a reference that (1) minimizes the potential for underreporting due to leakage across specialties, care settings, and institutions, (2) enables measurement of self-report among patients attesting to either the presence or absence of events, (3) includes a nonresponse bias analysis, and (4) facilitates the timely collection of responses to mitigate recall error using workflow-compatible tools such as automated internet-based DPE platforms to survey patients in an optimal postencounter timeframe.

Methods

Study Design

We conducted a multicenter observational cohort study on postdischarge outcomes following orthopedic procedures falling into 1 of 5 categories: hip arthroplasty, knee arthroplasty, knee arthroscopic procedures, shoulder arthroscopic procedures, and knee arthrotomy. As part of a broader investigation of the impact of automated DPE platforms on health care costs and outcomes [30], data on patient self-report of 90-day hospital admissions, ERUC use, and complications were collected through an automated DPE platform (HealthLoop Inc) and compared against claims data from Anthem Inc for Anthem members who had undergone the procedure at 1 of 10 community orthopedic practices and was not within the influence of the authors. Practices whose patients were sent utilization and complication surveys were already using the DPE platform in their routine provision of care to provide asynchronous, automated remote guidance and conduct telemonitoring before and after procedures. Because this was a retrospective observational cohort study and not a prospective trial, there was no recruitment. Patients were enrolled for routine clinical purposes on the platform that was already in use at practice sites (ie, they were not enrolled in a trial), and investigators later compared deidentified survey responses to claims data. Enrollment of patients on the platform was at the discretion of the individual practices and was not within the influence of the authors. However, since practices were using the platform for their routine provision of care, most patients undergoing relevant procedures at these sites were enrolled on the platform and were receiving surveys. The only exclusion criteria at the points of care were the lack of a valid email address and internet access, as required to receive check-in notifications and interact with the DPE platform itself.

Digital Patient Engagement Platform and Health Care Utilization and Complication Surveys

For context, the DPE platform worked as follows. Automated email check-in notifications generated by the platform and designed to come from the physicians were sent to patients longitudinally over time according to predetermined procedure-specific care plan schedules. A notification link within the email prompt took the patient into the Health Insurance Portability and Accountability Act (HIPAA)-compliant environment where materials pertinent to that day, written to a Flesch-Kincaid 6th grade reading level, were queued up, including reminders, checklists, educational materials, structured symptom assessments, and patient reported outcome measure (PROM) surveys. At approximately 90 days post encounter, the utilization and complication questions pertinent to this study were asked of patients (see Multimedia Appendix 1).

With regard to health care utilization, patients were asked about hospital admissions and ERUC visits. They were also queried about complications relevant to their procedures, including deep vein thrombosis (DVT), pulmonary embolism (PE), surgical site infection (SSI, including sepsis), hemorrhage (including gastrointestinal bleeding), fracture/dislocation, and severe constipation. Delivery of surveys and collection of responses were fully automated, requiring no additional human support. Further DPE platform details have been described in Steele [36] and Rosner [30]. The platform was accessible to patients and health care professionals via the internet on desktop, laptop, tablet, and iOS- or Android-enabled mobile devices.
Data Inclusion and Exclusion

Claims outcomes were identified in the Anthem database with *International Classification of Diseases, Ninth Revision, Clinical Modification* (ICD-9-CM) and ICD-10-CM codes. Because the transition from ICD-9 to ICD-10 occurred during the study period, forward and reverse mappings between the versions were performed. All data extracted from the Anthem database were deidentified with randomized case identifiers applied for investigator reference.

Not considered for the study were practice patients who were not Anthem members, because we did not have claims data against which to compare patient responses. Among the Anthem members receiving surveys, excluded from analysis were patients not having a procedure within 1 of the 5 specified categories, patients whose enrollment with Anthem terminated prior to 90 days (i.e., incomplete 90-day claims data), and patients with short episode durations, defined as patients who had more than 1 eligible procedure within a 90-day timeframe whose 90-day surveys for the first procedure could have overlapped with and been confounded by events associated with the second procedure (Figure 1). Response data from patients with capitated health maintenance organization products for which Anthem did not have full professional service claims were also to be excluded, but after the above exclusions, there were no remaining patients for whom this applied.

For admissions outcomes, the Anthem database contained complete data even for patients for whom Anthem was not the primary payer. However, for other outcomes (e.g., ERUC visits and complications), the Anthem database did not necessarily contain full data for patients whose primary payer was not Anthem. Therefore, for outcomes other than admissions, data from patients for whom Anthem was not the primary payer were further excluded from analysis.

Figure 1. Data inclusion and exclusion waterfall.
Primary Analysis

The primary outcome metric for each survey question was the kappa statistic, a standard measure of how much the observed agreement between patient self-report and the events in the claims database differed from expected. Other metrics of relevance, widely reported in related studies, included true positive (TP), true negative (TN), false positive (FP), false negative (FN), sensitivity, specificity, positive predictive value, negative predictive value, and agreement, the latter of which was defined as (TP+TN)/(TP+TN+FP+FN). Although some studies use agreement as the primary outcome metric to evaluate the accuracy of patient self-report, agreement is prone to inflation when event prevalence rates are low, and kappa serves as a standard statistic that is not unduly influenced in this manner. Many studies have used the following thresholds as guidance to help interpret the meaning of the value of kappa, but there is not universal agreement as to what cut points should be considered clinically meaningful, and as such, interpretation of kappa in a relative sense is more useful than in an absolute sense: kappa < 0.20, poor; 0.20 to 0.39, fair; 0.40 to 0.59, moderate; 0.60 to 0.79, very good; and ≥0.80, excellent [37-39].

A sensitivity analysis of the primary outcome (Figure 2) was also performed to illustrate the influence on kappa of changing 1 TN response to TP and 1 TN response to FP for each question.

Secondary Analyses

We conducted 3 secondary analyses to examine for potential bias that could influence kappa, the primary outcome metric. When it was not possible to evaluate for bias influencing kappa (eg, when there were no self-report data from which to calculate kappas from cohorts such as account nonactivators or survey nonresponders), we considered differences in surrogate metrics such as event prevalence rates or demographics. The 3 demographic variables to which the authors had access were age; gender; and DxCG score, a composite indicator of overall illness burden.

In the first among these, a nonactivator bias analysis, we examined for bias between patients who activated their platform accounts and those who did not. Since kappas were not available for comparison (nonactivators, by definition, did not furnish self-report data from which kappas could be calculated), we examined for differences in demographics between these cohorts. We did not examine for differences in event prevalence rates in this bias analysis since it has been shown in the literature [30] that one of the effects of DPE platforms for patients who activate their accounts is to reduce event rates relative to those who do not.

We similarly conducted a nonresponse bias analysis, examining for differences in demographics between activated patients who responded to self-report surveys and those who did not. Again, differences in kappa could not be examined because the nonresponders furnished no self-report data, but evaluation for differences in event prevalence rates was possible because account activation status in both cohorts was the same.

Finally, we conducted a bias analysis between 2 cohorts with expected demographic differences: the arthroplasty cohort (expected to be older) and the nonarthroplasty cohort. Since age and comorbidity burden are known to drive event rates, differences in event rates would not necessarily be an accurate assessment of bias. However, in this analysis, since both cohorts did furnish self-report data, we were able to directly assess for differences in kappa as a function of demographics.

Statistical Analysis

Analyses were performed in R version 3.2.3 (The R Foundation). Fisher exact test and analysis of variance were used where categorical and continuous variables were compared, respectively. P < 0.05 was deemed significant. Kappas were computed using the CohenKappa function from the R DescTools package and compared using the values and standard errors produced by that function. The kappa statistic was considered significant if the confidence interval excluded 0 [40].

Figure 2. Sensitivity of observed kappa to changing 1 true negative to false positive and to changing 1 true negative to true positive. DVT: deep vein thrombosis; ERUC: emergency room/urgent care; PE: pulmonary embolism; SSI: surgical site infection.
Results

User Statistics

The mean age of the 371 survey recipients available for admission analysis was 56.5 (SD 15.7) years, 48.8% (181/371) of whom were female. The mean DxCG score for this group was 5.32 (SD 5.28). The mean age of the 285 Anthem members who responded to the surveys was 56.9 (SD 15.4) years, 49.5% (141/285) of whom were female (Table 1). The mean DxCG score for the 285 responders was 4.89 (SD 4.96). As a measure of overall platform usage (not just survey response rates) within the responder cohort, the mean patient engagement, measured as the number of check-ins performed divided by the number of check-ins scheduled, with additional credit in both the numerator and denominator for proactive, unscheduled activity in the platform, was 79.7% (SD 19.9). There was no statistical difference in overall platform usage as measured by engagement between patients less than 65 years of age and those 65 years and older (P=.61).

Primary Analysis

Surveys were sent to 452 Anthem members, of whom 371 met the inclusion criteria (Figure 1). Of these 371 patients, 285 completed 1 or more survey questions and submitted the surveys regarding admissions (76.8% completion rate [41]). Regarding all other survey questions (for which availability of complete claims data required patients to have Anthem as a primary payer), 123 patients for whom Anthem was not the primary payer were excluded from analysis. Of these patients, 65.0% (80/123) had Medicare as their primary payer. Among the patients for whom Anthem was the primary payer, 248 met the inclusion criteria, and 191 completed 1 or more questions and submitted the survey (77.0% completion rate).

With regard to 90-day admissions, patient self-reports were found to be characterized by a kappa of 0.80 and agreement of 0.99 (Table 2). With respect to ERUC, patient responses were found to be characterized by a kappa of 0.45 and agreement of 0.96. Regarding complications, patient responses were characterized by kappas and agreements of 1.00 and 1.00 for PE, 0.53 and 0.97 for SSI, 0.32 and 0.97 for DVT, 0.00 and 0.98 for fracture/dislocation, 0.00 and 0.99 for severe constipation, and –0.01 and 0.98 for hemorrhage, respectively.

Secondary Analyses

In the nonactivator bias analysis, we found there were no significant demographic differences between the patients who activated their DPE platform accounts and those who did not. The mean ages in the activated versus nonactivated cohorts were 56.2 (SD 15.7) and 55.8 (SD 18.5) years, respectively (P=.88). The gender distributions in the activated versus nonactivated cohorts were 48.4% (188/388) female and 45.3% (29/64) female, respectively (P=.69). The mean DxCG scores in the activated versus nonactivated cohorts were 5.30 (SD 5.25) and 5.18 (SD 5.89), respectively (P=.87).

In the nonresponse bias analysis, there were no significant demographic differences between patients who responded and those who did not. The mean ages in the responder versus nonresponder cohorts were 56.5 (SD 15.4) years and 55.3 (SD 17.5) years, respectively (P=.46). The gender distributions in the responders versus nonresponders were 49.5% (149/301) female and 45.0% (68/151) female, respectively (P=.42). The mean DxCG scores in the responders versus nonresponders were 4.96 (SD 5.27) and 5.91 (SD 5.44), respectively (P=.08). The lowest P value for event prevalence rate differences between the 2 groups was .30 (Table 3).

Table 1. Demographic characteristics of responders.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>90-day admission (all payers, n=285)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.9 (15.4)</td>
</tr>
<tr>
<td>Age (years), median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>58 (47, 68)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>141 (49.5)</td>
</tr>
<tr>
<td>DxCG&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>4.89 (4.96)</td>
</tr>
<tr>
<td>DxCG, median (IQR)</td>
<td>3.58 (2.02, 6.25)</td>
</tr>
<tr>
<td><strong>90-day events (Anthem primary payer, n=191)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.0 (12.3)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>52 (42, 58)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>92 (48.2)</td>
</tr>
<tr>
<td>DxCG, mean (SD)</td>
<td>3.99 (4.95)</td>
</tr>
<tr>
<td>DxCG, median (IQR)</td>
<td>2.87 (1.59, 4.77)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.

<sup>b</sup>DxCG: a composite indicator of overall illness burden.
Table 2. Counts and calculated values for determination of accuracy of patient self-report.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>Prevalence</th>
<th>Sn</th>
<th>Sp</th>
<th>PPV</th>
<th>NPV</th>
<th>Agreement</th>
<th>Kappa (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90-day admission (all payers)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Admission</td>
<td>4</td>
<td>2</td>
<td>239</td>
<td>0</td>
<td>0.02</td>
<td>1.00</td>
<td>0.99</td>
<td>0.67</td>
<td>1.00</td>
<td>0.99</td>
<td>0.80 (0.52 to 1.00)</td>
</tr>
<tr>
<td>90-day events (Anthem primary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency room/urgent care visit</td>
<td>3</td>
<td>7</td>
<td>148</td>
<td>0</td>
<td>0.02</td>
<td>1.00</td>
<td>0.95</td>
<td>0.30</td>
<td>1.00</td>
<td>0.96</td>
<td>0.45 (0.11 to 0.78)</td>
</tr>
<tr>
<td>Pulmonary embolism</td>
<td>1</td>
<td>0</td>
<td>120</td>
<td>0</td>
<td>0.01</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00 (1.00 to 1.00)</td>
</tr>
<tr>
<td>Surgical site infection</td>
<td>3</td>
<td>3</td>
<td>149</td>
<td>2</td>
<td>0.03</td>
<td>0.6</td>
<td>0.98</td>
<td>0.50</td>
<td>0.99</td>
<td>0.97</td>
<td>0.53 (0.17 to 0.89)</td>
</tr>
<tr>
<td>Deep vein thrombosis</td>
<td>1</td>
<td>1</td>
<td>115</td>
<td>3</td>
<td>0.03</td>
<td>0.25</td>
<td>0.99</td>
<td>0.50</td>
<td>0.97</td>
<td>0.97</td>
<td>0.32 (0.17 to 0.81)</td>
</tr>
<tr>
<td>Fracture/dislocation</td>
<td>0</td>
<td>3</td>
<td>152</td>
<td>0</td>
<td>0.00</td>
<td>N/A</td>
<td>0.98</td>
<td>0.00</td>
<td>1.00</td>
<td>0.98</td>
<td>0.00 (0.00 to 0.00)</td>
</tr>
<tr>
<td>Severe constipation</td>
<td>0</td>
<td>1</td>
<td>154</td>
<td>0</td>
<td>0.00</td>
<td>N/A</td>
<td>0.99</td>
<td>0.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.00 (0.00 to 0.00)</td>
</tr>
<tr>
<td>Hemorrhage</td>
<td>0</td>
<td>2</td>
<td>154</td>
<td>1</td>
<td>0.01</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.98</td>
<td>0.98</td>
<td>-0.01 (-0.02 to 0.00)</td>
</tr>
</tbody>
</table>

*TP*: true positive.
*FP*: false positive.
*TN*: true negative.
*FN*: false negative.
*Sn*: sensitivity.
*Sp*: specificity.
*PPV*: positive predictive value.
*NPV*: negative predictive value.
*Indicates statistical significance.
*N/A*: not applicable.

Table 3. Nonresponder bias analysis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Responder (n)</th>
<th>Responder prevalence</th>
<th>Nonresponder (n)</th>
<th>Nonresponder prevalence</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>90-day admissions (all payers)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Admissions</td>
<td>245</td>
<td>0.02</td>
<td>40</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>90-day events (Anthem primary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Emergency room/urgent care visit</td>
<td>158</td>
<td>0.02</td>
<td>33</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Pulmonary embolism</td>
<td>121</td>
<td>0.01</td>
<td>70</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Surgical site infection</td>
<td>157</td>
<td>0.03</td>
<td>34</td>
<td>0.03</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Deep vein thrombosis</td>
<td>120</td>
<td>0.03</td>
<td>71</td>
<td>0.00</td>
<td>.30</td>
</tr>
<tr>
<td>Fracture/dislocation</td>
<td>155</td>
<td>0.00</td>
<td>36</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Severe constipation</td>
<td>155</td>
<td>0.00</td>
<td>36</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Hemorrhage</td>
<td>157</td>
<td>0.01</td>
<td>34</td>
<td>0.00</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

In comparing arthroplasty to nonarthroplasty cohorts, we found no difference in gender distribution between the 2 groups (female 51.4% [53/103] vs 48.4% [88/182], respectively, P=.62). As expected, the arthroplasty patients were older (mean age of 66.7 (SD 10.2) years versus 51.3 (SD 15.0) years, respectively, P<.001) and had higher mean DxCG scores (7.36 [SD 5.70] versus 3.49 [SD 3.85], respectively, P<.001). However, despite the age and DxCG differences, there were no significant differences between these groups in kappa for any of the questions (lowest P value .09), suggesting that differences in age and illness burden across these cohorts did not have effects on self-report accuracy.

Discussion

Principal Findings

In this multicenter observational cohort study, we sought to assess the accuracy of patient self-report of health care utilization and complications in the 90 days post encounter following 5 types of orthopedic procedures. We found the accuracy of patient self-report of 90-day hospital admissions and 90-day ERUC visits to be characterized by kappas of 0.80 and 0.45, respectively. These findings are consistent with those of Ungar [42] (kappas of 0.80 and 0.60, respectively), who described parental report of pediatric asthma-related
hospitalizations and emergency room visits in a Canadian population, and Yu [28] (kappas of 0.75 and 0.52, respectively), who described self-report of utilization of such services among a general Taiwanese population.

We also found the accuracy of patient self-report of 90-day PE events, SSI, DVT, fracture/dislocation, severe constipation, and hemorrhage to be characterized by kappas of 1.00, 0.53, 0.32, 0.00, 0.00, and –0.01, respectively, although the interpretation of several of these items may be limited in our study by small sample sizes for events with extremely low prevalence rates. For example, the limitation related to fracture/dislocation is demonstrated, when sample size was larger in a New Zealand registry study [43], by the close agreement observed between patient self-report of hip dislocation and revision in the 6 months following hip arthroplasty and registry confirmed hip dislocation and revision (0.37% vs. 0.39%, respectively). This limitation is further demonstrated by a sensitivity analysis (Figure 2) in which we examine the kappa when 1 TN is changed to TP and when 1 TN is changed to FP. The kappa is shown to be particularly sensitive to events of lowest prevalence in which there are either no TPs or FPs in our sample (severe constipation, fracture/dislocation, hemorrhage, and PE). The implication, particularly for the first 3, is that due to low event prevalence, our results may not have sufficient resolution to conclude that patients are necessarily poor self-reporters of these specific complications.

It is noteworthy that accuracy appears quite high for some items and lower for others, even when event prevalence is not negligible. One explanation that has been suggested is the concordance between patient self-report and a reference is higher for significant events such as hospitalizations than for more routine events [29]. Our results may be consistent with that explanation. Nevertheless, it is noteworthy that 2 patients had false positive reports of admissions. One explanation is that while these patients may have been accurate in reporting an overnight stay in the hospital, for billing purposes they might have been classified as outpatients under observation status or under the Centers for Medicare and Medicaid Services’ 2-midnight rule. To minimize the impact that clinical decision units or observation units might have on false positives, our survey question for hospital admissions (Multimedia Appendix 1) asked patients not to count overnight stays in the emergency department. Not all clinical decision units or observation units are physically located in emergency departments, however, and it may be difficult for patients to know or even later ascertain whether their stay in such a unit or their stay in the hospital for less than 2 midnights had been classified by the payer as inpatient or outpatient.

Regarding the lower accuracy of self-report observed for ERUC than for hospital admissions, the difference between payer classification and patient perception of what constitutes an urgent care visit may be central. It has been reported, for example, that patients may consider an urgent care visit to be either to an urgent care center or a general practitioner for a same-day visit. On the other hand, payer claims data differentiate the services based on location and would attribute the general practitioner visit as an outpatient encounter rather than an urgent care encounter [29]. Therefore, it is arguable that these 2 visit types should not be aggregated within a single survey question and that location should be more distinctly specified. This hypothesis seems to be supported by the high agreement and high kappas reported by Harold et al [18] regarding emergency room visits post discharge in which the emergency room was the only location specified in the survey question.

Accuracy of self-report may also suffer due to survey question language around concepts that are well understood to medical practitioners but not to others. For example, Greenbaum [17] found that there was good concordance for clearly defined complications (eg, pulmonary embolism, dislocation) and poor concordance for less clearly defined complications (eg, major bleeding). Similarly, Bream [9] reported that accuracy of SSI self-reporting was variable, but there was greater accuracy when patients were asked about symptoms or antibiotic use (as we have done) rather than being asked about an overall diagnosis. This suggests that the limitations may not reside with the patient’s actual capacity for accuracy but with the language and construct of the questions. Such language should be within the grasp and availability of the lay person, although for certain medical concepts, this may not be possible. When the language is put into lay terminology and in the context of phenomena within the patient experience, accuracy may be optimized.

Also of relevance are the intervals at which patients are asked to self-report. Although short intervals (eg, 30 days) might be desirable from a recall perspective, cumulative event rates at 30 days are likely to be low and less useful to health care organizations than event rates accumulated over longer periods of time. Furthermore, administering surveys at high frequencies and comparing them to references at recurring intervals such as 30, 60, and 90 days may be prohibitively resource intensive using traditional means. As such, many studies have asked patients for self-report at a single 6-month time point [16,17,44]. However, such a long lag between a health care utilization or complication event and the survey itself may introduce recall error. In several studies, stability of patient recall appears to remain over 2 to 3 months [19,20] but suffers from marked decline between 3 and 8 months [21,22]. Survey periods of 90 days, as in this study, may not only minimize recall error but facilitate accuracy and timeliness of results in closed loop feedback cycles to index institutions engaged in quality improvement.

Accuracy of patient self-report is just 1 component critical to postencounter quality improvement processes for health care organizations. Beyond accuracy are needs for easy distribution and collection of surveys, timely reporting to ensure a temporally proximate feedback cycle, and high rates of patient response. In this study, we report a 76.8% completion rate of 90-day surveys facilitated entirely through an automated process, requiring no additional manual support. Automated DPE platforms may offer a practical and scalable distribution and collection modality acceptable to patients and health care teams.

**Strengths**

This study has overcome several limitations of prior, related studies in that it (1) mitigated the potential for underreporting due to leakage across specialties, care settings, and institutions, (2) enabled the measurement of self-report among patients...
attesting to the presence and absence of events—the latter being a major challenge in studies involving manual chart review because the cohort of patients without events is substantially larger than those with events—and (3) facilitated the timely collection of responses to mitigate recall error using workflow compatible tools.

Using a payer claims database overcame limitations inherent in a commonly applied technique of using physician retrospective report as a reference, an approach that has been described as prone to underreporting due to poor professional compliance with completing audit data, inaccurate coding of procedures [44], unawareness due to leakage [18,25], and potential for bias [45].

Another strength was the use of 90-day self-report surveys rather than longer periods commonly used such as 6 months [16,17,44], as it has been demonstrated that accuracy of self-report begins to taper after 2 to 3 months [20,21]. Finally, unlike many studies which fail to conduct nonresponse bias analyses—including those that acknowledge the potential of nonresponse bias in their own samples [15]—we did conduct such an analysis and found there to be no nonresponse bias in our sample.

Limitations

Accuracy of claims data is subject to the accuracy of coding, which is reportedly variable [46,47]. Low prevalence rates of some events in our sample also limit resolution of the results for several of the survey questions. The influence of demographic factors such as age, race, ethnicity, socioeconomic status, and level of education on the use of internet and email and on the potential for inaccuracy of self-report is worthwhile to consider. Several studies have demonstrated differences in the use of email and internet according to race and ethnicity [48] and based on age, with the most notable age-based use drop-off among those over 75 years [48,49]. The only demographic factors to which the authors had access, however, were age, gender, and DxCG score. Subgroup analysis based on age alone was not possible because the low prevalence rates of events in our sample combined with exclusion of data for patients whose primary payer was not Anthem (particularly those 75+ years of age for whom internet and email usage is reported to drop) rendered most subgroup analyses too small to lead to any meaningful conclusions. However, we did explore the influence of age and disease burden by comparing the older arthroplasty group to the younger nonarthroplasty group and found no difference in accuracy of self-report between these groups. An additional limitation was that comprehensibility of survey questions around concepts that are inherently clinical may be a factor in this sort of investigation. Although we made every attempt to put questions in terms within patients’ grasp, some concepts will likely always be challenging for patients to self-report, either because the definition of an event is clinical or the patient does not have access to all of the information needed to self-report (eg, lab values, imaging studies, classification of a 1-night hospital stay as either inpatient or outpatient).

Generalizability is often a key issue in translating study findings to real-world practice. Our findings came from a limited set of orthopedic patients in a West Coast US geographic area and may not necessarily generalize to other patient populations, geographies, and medical conditions. However, there are other aspects of our study that may contribute toward generalizability. First, rather than being limited to a single site, this was a multicenter study that drew from community orthopedic practices. Second, while the lack of real-world practice results has often been criticized among digital health applications [50], this retrospective study occurred in real-world practice settings and did not involve recruitment, formal inclusion or exclusion criteria, or research staff to support or promote patient engagement.

Conclusions

We have demonstrated through the use of an internet-based automated DPE platform in real-world clinical settings kappa and agreement values for patient self-report of 90-day hospital admission of 0.80 and 0.99, respectively, and of 90-day ERUC visits of 0.45 and 0.96, respectively. We have also demonstrated higher accuracy for major complications such as PE and lower accuracy for complications such as hemorrhage, which were found to be subject to low event prevalence rates and small sample sizes. We further demonstrated a survey completion rate of 76.8%, requiring no additional support in real-world clinical practice settings, and that there was no significant bias introduced by platform nonactivators, survey nonresponders, or patients of older age or higher disease burden.

These findings may bear relevance to the very health care entities that are increasingly bearing risk under programs such as the Hospital Readmissions Reduction Program and bundled payment programs including the Comprehensive Care for Joint Replacement program, the Bundled Payments for Care Improvement initiative [1], and its recent successor, Bundled Payments for Care Improvement Advanced [2]. These institutions have had limited temporally proximate insight into readmission and postdischarge complication rates for their own patients, in part because of leakage and in part because of the lag between when an event happens and when reconciliation occurs. Patient self-report of utilization and complications has been considered not only as a means of enhancing the accuracy and timeliness of utilization and complication reporting but as a potential means of engaging the patient further as a partner in his or her own care.

As health care facilities consider such self-report mechanisms as means to enhance their own quality improvement efforts, capture of health care events by index institutions is only part of the needed solution. It remains up to these institutions to implement quality improvement initiatives that reduce potentially avoidable readmissions and complications based on the closed feedback cycle. Additional research spanning other medical specialties, geographies, and patient populations may demonstrate whether this approach could be generalized more broadly.
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Abstract

Background: The value of secure messaging in streamlining routine patient care activities is generally agreed upon. However, the differences in how patients use secure messaging, including for communicating both routine and nonroutine issues, and the implications of these differences in use are less well understood.

Objective: The purpose of this study was to examine secure messaging use to extend current knowledge of how this tool is being used in outpatient care settings and generate new research questions to improve our understanding of the role of secure messaging in the patient-provider communication toolbox.

Methods: We conducted an in-depth qualitative analysis of secure message threads in 12 US Department of Veterans Affairs outpatient clinics in south Texas. We analyzed 70 secure message threads with a total of 179 unique communications between patients and their outpatient teams for patterns in communication and secure message content. We used theories from information systems and complexity science in organizations to explain our observations.

Results: Analysis identified content relating to 3 main themes: (1) information management, (2) uncertainty management, and (3) patient safety and engagement risks and opportunities. Within these themes, we identified 2 subcategories of information management (information exchange and problem solving), 2 subcategories of uncertainty management (relationship building and sensemaking), and 3 subcategories of patient safety and engagement risks and opportunities (unresolved issues, tone mismatch, and urgent medical issues). Secure messages were most often used to communicate routine issues (eg, information exchange and problem solving). However, the presence of subcategories pertaining to nonroutine issues (eg, relationship building, sensemaking, tone mismatch, urgent issues, and unresolved issues) requires attention, particularly for improving opportunities in outpatient care settings using secure messaging.

Conclusions: Patients use secure messaging for both routine and nonroutine purposes. Our analysis sheds light on potentially new patient safety concerns, particularly when using secure messaging to address some of the more complex issues patients are communicating with providers. Secure messaging is an asynchronous communication information system operated by patients and providers who are often characterized as having significant differences in knowledge, experience and expectations. As such, justification for its use beyond routine purposes is limited—yet this occurs, presenting a multifaceted dilemma for health care organizations. Secure messaging use in outpatient care settings may be more nuanced, and thus more challenging to understand and manage than previously recognized. New information system designs that acknowledge the use of secure messaging for nonroutine and complex health topics are needed.

(J Med Internet Res 2018;20(7):e218) doi:10.2196/jmir.9269

http://www.jmir.org/2018/7/e218/
Introduction

Background
Secure messaging is rapidly becoming a commonly used health information technology (IT) tool [1]. This electronic communication feature, embedded within a patient portal, allows patients to communicate privately and securely with members of their care team about their health and medical condition(s), as well as about administrative matters such as medication refills and appointment requests. Despite reports of provider apprehension that use of secure messaging would increase workload [2-6], both patients and providers increasingly regard this health IT tool as an effective way to streamline health care delivery [7-10]. Patients who use secure messaging report higher patient satisfaction, improved face-to-face visits, and improved access to care outside of traditional in-person clinical visits [11]. Providers report positive impacts of secure messaging as well, particularly in terms of streamlining medication refills, managing referral requests, and scheduling appointments [4,12].

Features of Secure Messaging
Recent research has begun to highlight some important strengths of secure messaging tools for disease management, including a study showing that the use of secure messaging for prescription refills was associated with greater control of HIV viral load [13]. At the same time, studies identified key factors contributing to patient-level differences in secure message use, including end-user goals, internet availability, health literacy, and computer literacy [14]. At an organizational level, human resources, technology resources, and leadership support are associated with increased secure message adoption rates; higher secure message use is associated with lower urgent care use; and early adopters of secure messaging experienced a greater decrease in urgent care use over time than did later adopters [15]. Another study pointed to the perplexing nature of the IT-supported patient-provider relationship, finding that patients were responsive to provider engagement with secure messaging. Patients were more likely to use secure messaging if their provider frequently initiated messages to patients in general. If a provider was a low initiator, their patients were likely to be infrequent users of secure messaging as well [16].

Evidence of the value of secure messaging in streamlining routine patient care activities is growing [17-19]. While a substantial portion of the secure messaging literature has focused on describing the types of activities for its use, it has placed little emphasis on examining the complexity of these various activities and how different levels of message complexity might affect communication between patients and their providers. Secure messaging, because it is an asynchronous and virtual communication channel, is a lean form of communication lacking the capacity to convey the typical cues that characterize interpersonal conversation [20,21]. Gestures and nonverbal nuances, cues of social influence, symbolic content, and contextual cues are not easily captured and transmittable in secure messages. Thus, effective communication in an asynchronous technology-mediated context requires a great deal of effort and attention [22,23].

The effective transfer of rich information and the communication of ambiguous information via secure messaging is not well understood. Likewise, the linkage between secure message use and patient safety, and between secure message use and patient engagement, is not well understood. While researchers have examined secure message use in terms of message volume, frequency, and response time [12] and described activities for which secure messaging is used (e.g., medication refills, appointment scheduling, referral request, and questions about medical conditions) [3,24,25], less is known about the nature of the information being exchanged and sought, and about capabilities of secure messaging for conveying information that is complex or nonroutine. We focused our examination on this aspect of secure messaging in an effort to extend current knowledge of how this tool can support outpatient care delivery, particularly for understanding the potential patient safety and engagement implications of using secure messaging to address nonroutine tasks and complex issues.

Conceptual Framework
We used complexity science [26-29] to frame our analysis because of its emphases on examining the interdependencies between system elements [30-32] and uncertainty management [31,33]. Complexity science is a useful lens through which to study relationships among primary care providers [34,35], care improvement in nursing homes [36], and collaboration in intensive care units [37]. In addition to its application in studying a diversity of health care delivery settings, complexity science has been useful in examining provider-level differences in health IT use [31], examining clinic-level differences in the implementation of health IT for practice redesign [38], and developing a sociotechnical model for studying health IT in health care systems [32]. Complexity science helped us evaluate secure messaging interactions between patients and their outpatient care team as a system of relationships [39] sometimes characterized by high complexity (contexts that cannot be fully understood simply by analyzing individual components of the system) [27] and uncertainty (an inevitable and natural part of complex systems that cannot be avoided, eliminated, or controlled) [40,41]. Thus, our study was both theoretically driven and grounded in the reality of everyday technology-supported communication between patients and their care teams.

Methods

Study Design
We conducted a retrospective in-depth qualitative analysis of secure message threads sent between patients and provider teams in 12 US Department of Veterans Affairs (VA) outpatient clinics of a single VA health system in south Texas, USA. Study clinics consisted of 9 primary care clinics, 1 mental health clinic, 1 allergy clinic, and 1 geriatric evaluation and management clinic.
The VA is undergoing a series of transformational initiatives to design a veteran-centric health care model and infrastructure to help veterans navigate the health care delivery system and receive coordinated care [42]. Health IT is a major part of this transformation, including the rollout of secure messaging as an additional communication channel for patients and their providers. This particular VA system uses a triage team model in its implementation of secure messaging: patients contact their care team and a nurse triages the messages, escalating messages to physicians as needed. We used a combination of thematic content analysis [43] and medical record audits. To follow up on any issues that appeared unresolved in the secure message thread, we examined patient medical records for signs of patient-provider communication that occurred through modalities other than secure messaging. The University of Texas Health Science Center San Antonio and South Texas Veterans Health Care System, San Antonio, TX, institutional review boards approved this study.

**Data Collection**

From the 12 study clinics, we retrospectively collected all secure messages sent between May 19, 2013 and December 19, 2013. We selected this time period to allow us to collect and analyze an adequate number of messages. At the time of the study, secure messaging was in the early phases of rollout and implementation at this VA. The only inclusion criterion was that the message was initiated by a patient of 1 of the 12 clinics during this 7-month time period. Data collection, achieved via a query sent to a clinical systems analyst followed by manual review, resulted in 70 total message threads with 179 unique messages and between 5 and 8 message threads per clinic. Each secure message thread was initiated by a unique patient and contained between 1 and 7 unique messages between a patient and their care team. The messages were captured in Word, deidentified and printed out for analysis. We excluded no messages in the analysis.

**Analysis**

We qualitatively analyzed [44] messages in 3 phases: (1) content analysis focused on uncovering general themes in the data and then developing subcategories under each theme, (2) systematic coding of the data, and (3) medical record auditing.

**Content Analysis**

The first phase was a content analysis using an open coding approach [45]. Two researchers (HJL, JAP) read and coded all messages. Messages were read to identify patterns in the types of information being exchanged or sought (requested). We abstracted text segments into a coding matrix to help with data sorting. During analysis, all 3 authors met to review and reach agreement on selected segments and the codes.

As themes emerged, we used complexity science literature in information systems and organizational sciences to interpret and refine themes and subcategories. For instance, medication renewals and appointment scheduling are message types that have been covered in the literature by previous studies of secure messaging, as information exchange and problem solving are known *information management* activities [46,47]. As such, we used this literature to define and examine these categories. We defined *information exchange* as content that is primarily aimed at sharing or transferring information between parties. We defined *problem solving* as content that presents a problem to be addressed.

We also identified patterns in the use of secure messaging that we coded as relationship building and sensemaking. For instance, we observed patients and providers who seemed to be using secure messaging as a way to establish or maintain the patient-provider relationship (relationship building). Further, we observed content in the messages where patients expressed confusion about their medical situation and sought help in interpreting or assigning meaning to something they were experiencing or to information they discovered from the patient portal or from another information source (sensemaking). Relationship building and sensemaking are known strategies for *uncertainty management* [33,40,48,49]. We used complexity science literature in organizational science and information systems [50,51] to define and examine these categories. We defined *relationship building* as content that sought to establish or maintain a relationship between parties. We defined *sensemaking* as content that demonstrated the seeking of new understanding or meaning, or help with interpretation of complex or ambiguous information.

Finally, we identified themes in the data pertaining to potential *patient safety* and *patient engagement* risks (or opportunities for improvement). For instance, we observed delays in care team responses to patient-initiated messages, tone mismatches between patient and care team messages, and urgent issues being communicated by patients via secure message. We viewed such content as having the potential to introduce unanticipated safety risks and detrimental effects on patient engagement. Therefore, we also coded the messages for these *safety* and *patient engagement* subcategories. We defined *unresolved problems* as problems initiated in a secure message thread that were sometimes not resolved in that same thread and may have gone unresolved. We defined *tone mismatch* as messages from patients that included personal, emotional, or mental health details, or that were of a style that provided abundant detail; care team responses to these messages were brief or curt in tone, in contrast to the tone or content of patient-initiated messages. We defined *urgent medical issues* as messages that contained text with urgent or highly complex medical issues needing immediate medical attention.

**Systematic Coding**

In the second phase of analysis, we systematically coded the secure message threads for the 2 information management subcategories (*information exchange, problem solving*), 2 *uncertainty management* subcategories (*relationship building, sensemaking*), and 3 *patient safety* and *patient engagement* subcategories (*unresolved issues, tone mismatch, urgent medical issues*) that we had identified in the first phase of analysis [44]. Two authors (HJL, JAP) independently coded the messages and a third author (LKL) provided an additional perspective to resolve coding discrepancies and reach conceptual agreement. We discussed coding in 5 group sessions to ensure adequate consistency in the application of the coding definitions. Discussion with all 3 authors led to the final coding scheme,
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and all authors reviewed the final coding for consistency and accuracy. Because threads frequently contained multiple messages, some threads were coded for multiple categories. Longer and more complex unique messages were often coded for multiple categories.

**Medical Record Auditing**

In the third phase of analysis, 2 authors (JAP, HJL) conducted medical record audits to follow up on messages that appeared unresolved after analyzing the secure message threads and messages categorized as urgent. The goal was to determine whether the issue or issues raised via secure message was or were ultimately addressed outside of the original secure message thread (eg, via an office visit, scheduled subspecialty outpatient visit, phone call). To do this, we searched for and reviewed additional secure messages sent after the data collection period to see whether the issue in question was resolved in a subsequent message. We also searched the medical record for follow-up appointments and office visits related to the issue raised via secure message. For example, if a patient asked for a referral to a physical therapist and the issue was unresolved in the original thread, we looked for a physical therapy visit or appointment scheduled close to the original request made via a secure message. We examined the medical record for anything that would signal or provide data that the issue was ultimately resolved. In this step, we considered all subsequent secure messages, visits, consults, and phone calls within 3 months of the initial secure message to be potentially involved in resolving an issue that appeared to have been unresolved in the original secure message thread.

**Results**

We identified and analyzed patient-outpatient care team secure message communication for 7 subcategories of secure messaging use nested within 3 main themes. We identified 2 information management subcategories, 2 uncertainty management subcategories, and 3 patient safety and engagement subcategories. Table 1 provides example quotes from the messages and the total number of threads coded for each category. Each quote was obtained from a unique patient. Approximately 50% (6/11) of the messages initially categorized as unresolved remained unresolved 3 months following the initial secure message communication.

**Information and Uncertainty Management Strategies**

We categorized secure message content as information management (information exchange and problem solving) and uncertainty management (relationship building and sensemaking). Information exchange (37/70, 53%) and problem solving (29/70, 41%) were more prominent in the data than sensemaking (10/70, 14%) and relationship building (6/70 instances, 8.6%).

**Patient Safety and Patient Engagement Risks and Opportunities**

We categorized secure message content related to patient safety and engagement as resolved or unresolved, matched or unmatched in tone between the patient’s secure message content and the outpatient care team’s secure message content, and urgent or nonurgent. We observed instances (11 out of 70) where issues raised over secure message appeared unresolved. It was not possible to tell from the original thread whether the problem was resolved in another thread, for example, or by a phone call or face-to-face visit—or if the problem truly went unresolved. We observed tone mismatches between patients and outpatient care teams in 11 out of 70 messages. This most often occurred when a patient provided rich or personal details in their message to the care team and the care team responded using a template-type response, such as “Noted, will forward this to your provider.” Other times, care team responses to highly emotional messages from patients were brief and curt in tone. A less frequent type of message (3 out of 70) contained urgent medical questions from patients to their outpatient care teams (eg, seriously out of control blood pressure, suicidal thoughts). This observation suggests the need for further examination of the circumstances under which patients decide to use secure messaging for urgent medical matters, a growing patient safety concern [52].

Medical record reviews found that approximately 50% (6/11) of the messages categorized as unresolved remained unresolved after the medical record review. Issues that were resolved were addressed by phone or in-person visit. Of the 3 urgent secure messages, we also categorized 1 as unresolved and it appeared to remain unresolved after the medical record audit. The other 2 urgent messages were resolved by phone.

The findings generated from the medical record review supplemented the findings from coding analysis. Additionally, this step provided further insight into potential patient safety risks involved in unanticipated secure messaging use by patients.
Principal Findings

In this qualitative analysis of secure message communication between patients and providers in 12 outpatient clinics, we observed patterns in message content relating to secure message type and purpose beyond previously reported barriers and facilitators of secure message use, impacts on clinical workflow, and impacts on efficiency. We found secure message content to be straightforward and unambiguous in most messages. Patients used secure messaging as one might expect: for example, to check the status of a laboratory test result or to request a medication renewal. However, many messages were complex and multipurposed, often containing nonmedical, personal, or contextual details about the patient’s life and social or personal situation. Others contained ambiguous or more complicated, less routine medical content that may not be easily addressable with a lean communication tool such as secure messaging [20].

Our analysis generated new questions about the use of secure messaging for nonroutine health care tasks and about how patients and care teams use secure messaging to communicate more complex and ambiguous information. Some patients shared highly personal and emotional content in their messages, others expressed discomfort with uncertainty in their medical condition, and a few patients conveyed urgent medical matters to their care teams.

Table 1. Secure message use subcategories and exemplar quotes in 70 message threads.

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>n (%)</th>
<th>Example content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information exchange</td>
<td>37 (53)</td>
<td>...would like to request a consult to be placed with physical therapy for “dolphin stem” treatment to help with scar tissue buildup post total knee replacement. Thank you. I have tried to call and cancel throughout the weekend with no avail. I will not be able to make my appointment this afternoon. Please be sure to cancel it for me. Thank you.</td>
</tr>
<tr>
<td>Problem solving</td>
<td>29 (41)</td>
<td>I have a nasty head cold. My nose is running constantly, sneezing, ache all over. Is there any over the counter meds I can take to help that won’t react with the medications I’m taking? ...my omeprazole [ sic] has change there [ sic] giving only filled my last script with 1 cap 10 mg a day. I need my coverage [3 times a day] due to my frequent feeding cause of my gastric bypass surgery. I have heart burn without why it was changed. Also can you send prosthetic a script for diabetic shoes they said my last script expired. Thank you.</td>
</tr>
<tr>
<td>Relationship building</td>
<td>6 (8.6)</td>
<td>I would like to set up this line of communication so that my appoints in the future will not be overlooked. Also I would like to apologize to ____ staff for my forgetting and missing my 11/19/13 appointment. Now that I have access to this Web page all my important information is in one place. Sincerely, ______. Hey there young man. You all ready for Christmas? If you are, you got me beat. ______ you didn’t do a dam thing wrong my friend. Something was blocking the messages from coming through to me, that’s it. Now as you can tell, everything is back to working just fine. Thank you for your help and patience.</td>
</tr>
<tr>
<td>Sensemaking</td>
<td>10 (14)</td>
<td>Hi Team ______, I had a [computed tomographic] scan of my chest last week and was able to look at the results online. Saw some words that make me uneasy, can you give me a quick email with your impressions and summary? Dr ______, I just wanted you to know that I had my Methacholine challenge test yesterday. I was confused when the tech said it showed I DON’T have asthma. I was wheezing and a 72-year-old lifetime smoker by the last test. Then she gave me a dose of Albuterol, which cleared me right up and enabled me to blow the last spirometry test away. That tightness and wheezing was not asthma, then what was it? I know we’ll be able to talk about this next week at our appointment. The reason I kept going to my mental health doctor, was not because I wanted to, it was because I needed to. I have serious problems with depression. I cry for no reason and have thoughts of suicide, I just want to lay in bed and do nothing, and I don’t even want my son (who I love with all my heart) around me. I am taking Fluoxetine on a regular basis now and I’m still having bouts of depression. I really wasn’t relaxing this very well with my doctor, mainly because I wasn’t having a “dark day” when I saw him. I need something to help with all these bouts that I have. It’s an ongoing thing. Please help. I don’t know why I keep having these.</td>
</tr>
<tr>
<td>Unresolved problems</td>
<td>11 (16)</td>
<td>I have been seeing double vision 3 or 4 times every day for 2 to 4 minutes each time. For the past week I have been getting light headed just doing chores. My carpal tunnel supports need replacement please both of them. Thank you. Response: none</td>
</tr>
<tr>
<td>Mismatches in tone</td>
<td>11 (16)</td>
<td>Long, detailed, multiproblem message with short response from patient-aligned care team nurse: “Will forward your concern to the doctor.”</td>
</tr>
<tr>
<td>Urgent medical issues</td>
<td>3 (4.3)</td>
<td>Dr ______. This morning I was to have an endoscopy but it was cancelled due extremely high blood pressure. I am faithfully taking my meds each morning around 9-9:30. I took the pills as directed this morning at 6am and arrived at the VA around 6:45am. My blood pressure was 208/110 and came down to 186/100 and then back up to the 200+ range. The endoscopy was cancelled. The chief of endoscopy was quite concerned as I was because I took my meds and have been taking them like I said – every morning. Now, I have had a lot of stress in the last 3 weeks. My father died and my brother and I are trying to get things…</td>
</tr>
</tbody>
</table>

Discussion

In this qualitative analysis of secure message communication between patients and providers in 12 outpatient clinics, we observed patterns in message content relating to secure message type and purpose beyond previously reported barriers and facilitators of secure message use, impacts on clinical workflow, and impacts on efficiency. We found secure message content to be straightforward and unambiguous in most messages. Patients used secure messaging as one might expect: for example, to check the status of a laboratory test result or to request a medication renewal. However, many messages were complex and multipurposed, often containing nonmedical, personal, or contextual details about the patient’s life and social or personal situation. Others contained ambiguous or more complicated, less routine medical content that may not be easily addressable with a lean communication tool such as secure messaging [20].

Our analysis generated new questions about the use of secure messaging for nonroutine health care tasks and about how patients and care teams use secure messaging to communicate more complex and ambiguous information. Some patients shared highly personal and emotional content in their messages, others expressed discomfort with uncertainty in their medical condition, and a few patients conveyed urgent medical matters to their care teams.
outpatient care teams via secure messaging despite being advised against it. Provider concerns about these issues are not new. Studies describe provider concerns about messages that may be long, vague, and difficult to answer or inappropriately urgent [53-58]. Our study, however, provided evidence that such provider concerns are valid. This finding is important, as the tendency may be to accuse providers of expressing “concern” as a way to avoid using secure messaging tools for communicating with patients. Are secure messaging platforms set up to manage the exchange of information relating to more complex, nonroutine issues? If not, what interventions can be made from an organizational- or policy-level perspective to improve the ability of secure messaging platforms to communicate this type of information or to help manage the risk to patients’ health if urgent matters are inappropriately communicated via secure messaging?

We also found tone mismatch and unresolved issues in our data, showing these lapses as examples of ineffective secure message patient-provider communication. Our findings generated new knowledge about the content of secure message conversations between patients and their providers and suggest potential links between secure message use and patient safety and patient engagement.

Sensemaking and Secure Messaging

Sensemaking is the process of assigning meaning to an unexpected event [42,44]. We observed clear examples of patients trying to make sense of their medical condition through secure message communication. Sensemaking may become problematic in cases where patients believe they are messaging their provider but are actually messaging a triage nurse. The disconnect between who the patient thinks they are messaging and the person who actually reads the message may contribute to mismatches in tone and then to unintended negative impacts on patient engagement. Managing this divide may be difficult, and it will likely depend on the delivery system. Nonetheless, patients need to know ahead of time with whom they are communicating when they engage in secure messaging because the physical and verbal cues present in face-to-face visits, telehealth technologies, and telephone messaging are absent.

The act of a nurse escalating a message to the provider holds clues for us about sensemaking and how to manage it in the context of secure messaging. Better understanding of what triggers the escalation of a message could add to our understanding of how outpatient care teams work together to develop a shared mental model of their patients and the actions needed to help patients be healthy. Similarly, we need better information management tools and policies for helping nurses and physicians respond to messages where a patient is expressing uncertainty or struggling to make sense of their medical situation. Likewise, knowledge is needed of when patients are using secure messaging as a tool to understand their own medical situation versus when patients are trying to connect with their care team so they can collectively make sense of the situation. A potential barrier to improving secure message use for sensemaking purposes is that dealing with messages containing this type of content is unlikely to save system time, just as playing phone tag for days decreases efficiency. We believe it likely that these are the sensemaking-oriented messages that nurses and physicians complain about when they express negative perceptions of communicating with patients by secure message. Given the nature of these messages, a richer communication channel, such as face-to-face or synchronous communication, is better suited. Another model might be to have a secure message in which sensemaking content is detected and triggers the escalation of a message requesting a time to talk with the patient by phone. Regardless, we need better understanding of why patients use secure messaging to communicate complex and ambiguous information and IT communication tools designed to help providers manage this type of information from patients.

Tone Mismatch and Patient Engagement

Our analysis highlighted concern about mismatch in tone between the messages written by patients and the responses written by their care team. Patient messages in our dataset were generally received and triaged by a nonphysician, and the patients may have been unaware that their physicians were not actually the first people to receive their messages. This potential disconnect may have been a factor in the messages that were tone mismatched. It is also possible that the individuals responsible for triaging patient messages may not have understood the importance of their role in establishing and maintaining rapport with patients over secure message, or that because they are working from a computer (sometimes for long stretches of time) they temporarily forget that they are communicating with a patient who needs their help. We often think of secure messaging as a way to increase patient satisfaction, but if the response patients receive is uninviting or unconcerned, patient satisfaction may decrease. Repeated exposures to tone mismatch could result in patients refusing secure messaging tools, thus creating long-term challenges for organizations wanting to use this tool to communicate with patients.

Urgent Issues and Patient Safety

Despite a small number of urgent issues raised by patients in our dataset, they did exist. Of our 70 secure message threads, 3 contained an urgent medical matter. This number, while small, demonstrates the need for organizations implementing a secure messaging platform to truly teach patients how to use this tool and be explicit in communicating when and when not to use secure messaging. That said, the VA does inform its patients not to use secure messaging for urgent issues. Yet our findings demonstrate the difficulty inherent in educating patients on how to appropriately use new tools for communicating with their providers. Health care systems using secure messaging may need to revise their business rules to accommodate the need to respond to urgent messages. Many organizations’ business rules are predicated on the assumption that no urgent or emergency messages will be sent via secure message. If even a small percentage of patients continue to use secure messaging for urgent issues, this assumption breaks down and introduces patient safety risks. One solution is to include a first message that must be viewed prior to sending a message that reads something like “If this is a medical emergency, dial 911.” Increasing the number of staff available to handle secure messages quickly as opposed to 24 to 72 hours is another
potential solution. Accepting that patients may have a legitimate reason to use secure messaging for urgent matters (for instance, if the clinic phone lines are down and the patient is homebound) is another path forward. In this case, allowing the patient to flag their message as emergent or urgent (with definitions clearly labeled) could be a solution. Regardless, the problem of patients using secure messaging to communicate urgent issues remains and the potential patient safety risks can be serious.

Unresolved Issues, Patient Safety, and Patient Engagement

The finding that issues raised by patients went unresolved presents a challenge to both patient safety and patient engagement. Our analyses found that approximately 50% of the messages categorized as unresolved (6/11) retained that categorization following our medical record review. The potential implications for patient safety and patient engagement are clear. If a patient does not receive a response to a message, particularly if multiple messages receive no response, patient engagement could suffer. Patient engagement, or activation, is an important quality indicator for health care delivery organizations today. If a message contains an urgent issue and it is unresolved, then patient safety may be at risk. One of the remaining 6 unresolved messages in our data contained an urgent issue, which was surprising. Therefore, both patients and representatives of health care delivery systems need to be vigilant about using secure messaging to ensure patient messages are resolved and patient safety is not at risk.

Future Considerations

Secure messaging is one channel among many for communication between patients and members of their care team. However, little is known about what is unique about secure messaging as a patient-provider communication channel. Likewise, knowledge of potential harms introduced by features of secure messaging, such as asynchronous interaction and difficulty interpreting emotional cues via electronic communication channels, is limited. Future research studying the strengths and weaknesses of secure messaging should examine not only secure messaging as a new efficiency-enhancing communication channel for patients and their providers, but also the potential negative impacts on patient safety and patient engagement—particularly when patients’ goals and intentions for secure messaging are misaligned with providers’ goals and intentions for this communication platform.

Research questions that emerged from this analysis are as follows. How can health care organizations ensure secure messaging is not contributing to new, unanticipated patient safety concerns? Regarding urgent medical matters, is secure messaging a poor communication channel choice? If so, what are some effective strategies for communicating this to patients to avoid introducing new patient safety issues? If an issue a patient raises via secure message goes unresolved, are new patient safety issues introduced? Similarly, does a tone mismatch between patients and their provider teams result in decreased patient satisfaction or patient engagement? These questions tie back directly to our overarching theoretical frame of complexity science, which considers secure message use as a patient-provider interdependency that is interaction oriented and unpredictably dynamic, and to a forward-looking perspective linking improved secure message use with better patient satisfaction, engagement, and health outcomes.

Limitations

This study had several limitations that should be considered. Because of the qualitative nature of our study, we analyzed only 70 secure message threads. Given the volume of secure messages sent between patients and their providers today, this is a small number. However, our analysis included all secure messages sent in the time period in which the messages were sent, accounting for all secure messaging communication during that period of time. The purpose of this study was to identify and discuss new considerations for secure messaging as they may relate to key patient outcomes such as safety and engagement, as opposed to providing another detailed description of a large repository of secure messages. We believe the information management and uncertainty management categories and their potential to introduce unanticipated patient safety risks and engagement opportunities are novel contributions that add to the larger conversation of how to effectively use secure messaging platforms in health care delivery.

The research setting could be viewed as a limitation. The secure message triage model used in this VA is not uncommon; however, it may not always reflect the secure messaging implementation and use in other health care systems. While the VA is unique in many ways, the challenges it faces with regard to health IT adoption and use by patients and providers are similar to the challenges other health care delivery systems face. These data were collected in 2013, and secure messaging communication practices may have evolved since then. We also acknowledge that the volume of messages has risen significantly, which may affect how patients and providers communicate with each other using this tool. Additionally, we acknowledge that the VA has worked since our data were collected on guidelines which may affect how patients and providers communicate with each other using this tool. Additionally, we acknowledge that the VA has worked since our data were collected on guidelines regarding the appropriateness of using secure messaging to address different issues.

We also acknowledge the limits of drawing inferences about patient safety and risks from viewing secure messages (and medical records) alone. This study did not measure the patient-provider relationship external to the messages. We also did not assess patient preferences about communication with their providers; thus, a tonal mismatch, for example, may not negatively affect the patient-provider relationship if both parties have an existing relationship that is strong and might anticipate or overlook tone mismatch.

Finally, this study focused on examining secure messages, and we acknowledge that potential safety concerns are not as compelling as actual patient safety lapses, or even observed near misses. Future research should take a step further in measuring patient safety risks in secure messaging and develop methods for identifying and verifying concerns raised by patients in secure messages and for acting on them in other processes of care experienced by the patient.
Conclusions

This analysis provides new insights into the complexity of secure messaging communication between patients and their outpatient care teams. Patients use secure messaging to exchange information, solve problems, build relationships, and make sense of their health or illness with their providers. Understanding the extent to which problems initiated via secure message go unresolved is an important piece of the puzzle for understanding the role of secure messaging in the patient-provider team communication toolbox and the potential for unpredictable negative impacts on secure messaging as a communication channel. Likewise, understanding the frequency with which patients are using secure messaging to communicate urgent medical matters is important, particularly given the potential risk to patient safety. Tone mismatches in care team response to patient secure message content is important to examine further because of their potential to negatively affect the patient-centered goals of health care organizations and the overall experience patients have with their health care providers. The patterns identified in this analysis shed light on potential patient safety concerns, particularly when using secure messaging to address some of the more complex issues patients are raising via secure messaging technologies. Finally, this study generated new questions for secure message use requiring additional examination.
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Abstract

Background: The emergence of robotics is transforming industries around the world. Robot technologies are evolving exponentially, particularly as they converge with other functionalities such as artificial intelligence to learn from their environment, from each other, and from humans.

Objective: The goal of the research was to understand the emerging role of robotics in health care and identify existing and likely future challenges to maximize the benefits associated with robotics and related convergent technologies.

Methods: We conducted qualitative semistructured one-to-one interviews exploring the role of robotic applications in health care contexts. Using purposive sampling, we identified a diverse range of stakeholders involved in conceiving, procuring, developing, and using robotics in a range of national and international health care settings. Interviews were digitally recorded, transcribed verbatim, and analyzed thematically, supported by NVivo 10 (QSR International) software. Theoretically, this work was informed by the sociotechnical perspective, where social and technical systems are understood as being interdependent.

Results: We conducted 21 interviews and these accounts suggested that there are significant opportunities for improving the safety, quality, and efficiency of health care through robotics, but our analysis identified 4 major barriers that need to be effectively negotiated to realize these: (1) no clear pull from professionals and patients, (2) appearance of robots and associated expectations and concerns, (3) disruption of the way work is organized and distributed, and (4) new ethical and legal challenges requiring flexible liability and ethical frameworks.

Conclusions: Sociotechnical challenges associated with the effective integration of robotic applications in health care settings are likely to be significant, particularly for patient-facing functions. These need to be identified and addressed for effective innovation and adoption.

(Keywords: robotics; health care; sociotechnical)

Introduction

We are amid what has been described as the Fourth Industrial Revolution, where industries and sectors across the globe are being transformed using a variety of increasingly interconnected robotic applications [1]. These have demonstrably increased productivity, resource efficiency, and customer responsiveness in, for example, the manufacturing and retail sectors (see Figure 1) [2,3]. Amazon, for instance, now has a 100,000-robot fleet designed to navigate large warehouse spaces and pick items from shelves. This represents a 50% increase from the previous year such that robots now constitute around one-third of the workforce [4,5].

There is emerging policy interest in seeing a similar transition in health care; this is being fueled by the drive to improve the quality and safety of care while simultaneously controlling...
Developments currently taking place have begun to replace individual aspects of human performance with robotic capabilities including precision (e.g., surgical robots), logistic and mechanical tasks (e.g., service robots), and complex cognitive tasks (e.g., rehabilitation robots; see Figure 2 and Table 1) [7].

Deployments of robots in healthcare settings are likely to rise because of increasing technological capabilities, their reduced costs, and increasing pressure to curb costs. However, robots are potentially highly disruptive innovations, and it is therefore important to understand the sociotechnical challenges likely to be encountered as robots are deployed to find mitigating strategies [8-10]. Sociotechnical approaches to study the implementation of technology view social and technical factors as shaping each other over time. It is assumed that technologies are shaped by their social environments (e.g., through designs being modified) but also that social environments are shaped by technological features (e.g., when work practices of users change as a result of technology introduction).

**Figure 1.** Robotics in car manufacturing. Source: gyn9037/Shutterstock.com.

**Figure 2.** Robotics in health care. Source: Zapp2Photo/Shutterstock.com.
Such insights can support the development of an informed robotics strategy for health care that addresses these upcoming challenges (eg, by training staff and designing existing spaces appropriately), thus supporting the aim of transformation of health care through health information technology (HIT). To inform these important deliberations, we undertook an exploratory qualitative study to identify key sociotechnical challenges associated with introducing robotics in health care settings from the standpoint of key stakeholders.

**Methods**

**Overview**

We conducted an interview-based qualitative case study consulting stakeholders from various backgrounds and disciplines [11]. In doing so, health care robotics was conceptualized as the case. Other case studies currently in progress as part of a wider project exploring next generation technologies in health care settings include the integration of patient- and person-generated data with electronic health records (EHRs), innovative information infrastructures, and novel approaches to secondary data analysis.

**Ethics and Permissions**

This study received Institutional Review Board approval from the Centre of Population Health Sciences at the University of Edinburgh, United Kingdom. Participants gave written informed consent to participate, and transcripts were anonymized.

**Sampling and Recruitment**

Participants were sampled through Google searches using search terms relating to robotics and health care. We sampled purposefully for maximum variability ensuring presentation from a range of countries and professional backgrounds (including engineers, system developers, suppliers, academics, visionaries/futurists, users of robots in health care settings, and strategists) [12]. In line with the sociotechnical approach, the range of perspectives was expected to give important insights into the technical and social environments of robotic applications in health care settings. This sampling strategy was complemented by snowball sampling additional participants [13]. As our purpose was to develop a high-level overview, we did not specifically sample for individual users of applications in specific contexts.

Overall, we identified 68 participants. Of these, 42 were contacted through publicly available email addresses. The rest were sent invitations via LinkedIn through the account of the first author (KC). The initial email included an invitation to participate and an overview of the work. If participants expressed an interest (17/68 did), they were sent an information sheet and consent form. The remainder were sent a follow-up email approximately 2 weeks later (resulting in 9 additional responses). After initial discussions, 5 potential participants decided not to participate, mainly due to concerns surrounding signing the consent form and the interview being audio-recorded (although an option of not recording was offered). Industry representatives were not comfortable sharing potentially sensitive commercial information.

**Data Collection**

Interviews were conducted over Skype, digitally recorded, and transcribed verbatim by a professional transcriber. These ranged from 30 to 90 minutes, depending on the schedule of the participant and the number of issues they wanted to discuss. We explored the most promising areas surrounding health care robotics, their benefits and risks, anticipated and observed challenges, and potential ways to address these from a variety of technical and social angles. A sample interview guide can be viewed in Textbox 1.

We stopped recruiting participants when we reached thematic saturation (ie, when no new themes emerged during the concurrent analysis) [14]. To ensure that participant voices were reflected accurately, we performed member checking by sending the results to all participants and giving them the opportunity to comment on and correct any misunderstandings [15]. This resulted in minor clarifications to the results, consisting mainly of adding further details and context.

**Data Analysis**

Transcribed interviews were uploaded to NVivo 10 (QSR International Pty Ltd) software, which supports the management and interrogation of data and helps arrange qualitative data into meaningful headings and subheadings. We began the coding process as soon as interviews were transcribed to allow emerging findings to feed into future interviews; this involved sorting data into meaningful headings and subheadings for ongoing thematic analysis.

### Table 1. Uses of health care robotics.

<table>
<thead>
<tr>
<th>Type of device</th>
<th>Autonomous</th>
<th>Semiautonomous</th>
<th>Operational</th>
<th>Health care delivery, patient- and staff-facing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service robots (eg, stock control, cleaning, delivery, sterilization)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Surgical robots</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Telepresence robots (eg, screens on wheels)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Companion robots</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cognitive therapy robots</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Robotic limbs and exoskeletons</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Humanoids</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Overall, we identified 68 participants. Of these, 42 were contacted through publicly available email addresses. The rest were sent invitations via LinkedIn through the account of the first author (KC). The initial email included an invitation to participate and an overview of the work. If participants expressed an interest (17/68 did), they were sent an information sheet and consent form. The remainder were sent a follow-up email approximately 2 weeks later (resulting in 9 additional responses). After initial discussions, 5 potential participants decided not to participate, mainly due to concerns surrounding signing the consent form and the interview being audio-recorded (although an option of not recording was offered). Industry representatives were not comfortable sharing potentially sensitive commercial information.
Vision surrounding robotics and automation in health care:

- Most promising developments to look out for, benefits
- What processes lend themselves best to automation?
- Any risks, issues that are particularly relevant to robotics
- Convergence of robotics, artificial intelligence, and big data analytics: how is the area of robotics defined?

Experiences of technological innovation in health care:

- Experiences and lessons learned
- User involvement in design
- Anything we can learn from other sectors?
- Which factors hinder developments, and how might these be addressed?

We approached the analysis with an initial coding framework based on the available empirical literature surrounding sociotechnical factors of technology implementation in health care settings [16]. The deductive components were as follows:

- Technological dimension (including technological features, technological infrastructures)
- Social/human dimension (including usability, human-technology interaction, attitudes)
- Organizational dimension (including organizational strategy, management, implementation)
- Macro-environmental dimension (regulation, legal, and ethical dimensions)

This allowed us to provide initial structure to our findings that remained close to the research question and sociotechnical perspective underpinning it. The coding framework was informed by our previous theoretical work surrounding the evaluation of sociotechnical systems [17]. In addition, we allowed new themes to emerge based on the frequency of occurrence and perceived significance (inductive component). During this process, we explored disconfirming evidence and carefully questioned our own (in some instances critical) assumptions about robotics.

In doing so, we carefully compared technological features, participant backgrounds, and insights into various sociotechnical aspects surrounding conceptualization, design, implementation, and adoption of technologies. Emerging themes were discussed and refined during regular meetings between the authors, paying particular attention to the intersection of technical and social factors in line with the sociotechnical lens.

Results

Overview

We interviewed a total of 21 participants (see Table 2). They came from a range of countries and academic, industry, and strategic backgrounds. Some, particularly academics, had mixed clinical backgrounds and had used or investigated robotic applications in health care contexts.

We identified a range of themes and subthemes, summarized in Textbox 2.

Overall, participants stated that the area of robotics in health care settings was still in its infancy and the move from paper-based to EHRs currently took strategic priority over investments in robotics. Specifically, the more novel developments surrounding humanoids were still seen to be a long way off in terms of routine deployment in health and care settings, while service robots were seen to hold the biggest short-term promise. However, it was also acknowledged that there was significant potential and the pace of developments as well as increasing convergence of applications meant that robotics was likely to become a routine aspect of health care delivery at some point.

I am quite taken by the fact of how quickly changes come about...in my lifetime as a surgeon in the late '80s we completely switched over a 2-year period from an open surgical approach to a minimal and key hole...

[Participant 2, surgeon, United States, male]

While some of the issues identified applied to all robotic uses outlined in Table 1, we also observed a hierarchy of features with increasing levels of sociotechnical complexity. For instance, semiautonomous operational applications tended to be viewed as presenting fewer sociotechnical challenges than autonomous care-facing functions. Further, there were subtle differences between participants from different backgrounds, with academics and strategists being slightly more critical, citing a wider range of challenges than commercial participants.

No Clear Pull From Professionals and Patients

There was a perception that concerns among the public, patients, and health care staff could hold back progress, leading to a lack of demand or acceptance for some robotic applications in health care settings. Attitudes were seen to be heavily influenced by negative publicity and modern science fiction.

...[patients] think when you say robot...you mean Terminator, so people are afraid...

[Participant 8, technologist, France, male]

Such negative attitudes were seen to be due to a range of factors. Some mentioned the clinician-patient relationship and patient trust as aspects of care that were perceived to require human
input. Therefore, applications seen to be performing tasks of a health care professional were viewed as particularly contested.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Background</th>
<th>Country</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Marketing: service robots</td>
<td>United States</td>
<td>Female</td>
</tr>
<tr>
<td>2</td>
<td>Surgeon: user of surgical robots</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>3</td>
<td>Academic: research into service robots</td>
<td>Norway</td>
<td>Male</td>
</tr>
<tr>
<td>4</td>
<td>Engineer: surgical robots</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>5</td>
<td>Futurist</td>
<td>United States</td>
<td>Female</td>
</tr>
<tr>
<td>6</td>
<td>Marketing: sterilization robots</td>
<td>Italy</td>
<td>Female</td>
</tr>
<tr>
<td>7</td>
<td>Academic, sociotechnical perspective</td>
<td>Switzerland</td>
<td>Male</td>
</tr>
<tr>
<td>8</td>
<td>Technologist: humanoids</td>
<td>France</td>
<td>Male</td>
</tr>
<tr>
<td>9</td>
<td>Academic: mainly surgical robots</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>10</td>
<td>Technologist</td>
<td>United Kingdom</td>
<td>Male</td>
</tr>
<tr>
<td>11</td>
<td>Engineer: telepresence robots</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>12</td>
<td>Academic</td>
<td>Sweden</td>
<td>Female</td>
</tr>
<tr>
<td>13</td>
<td>Strategist</td>
<td>Netherlands</td>
<td>Male</td>
</tr>
<tr>
<td>14</td>
<td>Journalist</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>15</td>
<td>Information technology consultant</td>
<td>United States</td>
<td>Male</td>
</tr>
<tr>
<td>16</td>
<td>Academic: informatics, rehabilitation, and surgical robots</td>
<td>United Kingdom</td>
<td>Male</td>
</tr>
<tr>
<td>17</td>
<td>Business development: humanoids</td>
<td>France</td>
<td>Male</td>
</tr>
<tr>
<td>18</td>
<td>Manager, robotics organization</td>
<td>France</td>
<td>Male</td>
</tr>
<tr>
<td>19</td>
<td>Academic: surgical robots</td>
<td>Australia</td>
<td>Male</td>
</tr>
<tr>
<td>20</td>
<td>Academic, ethicist</td>
<td>United Kingdom</td>
<td>Female</td>
</tr>
<tr>
<td>21</td>
<td>Academic, psychologist</td>
<td>United Kingdom</td>
<td>Female</td>
</tr>
</tbody>
</table>

Textbox 2. Themes identified in our work.

No clear pull from professionals and patients:
- Robots have negative publicity
- Lack of acceptance: trust is a social phenomenon and essential for health care
- Robots are transcending the human-machine interaction
- Lack of exposure to robots, particularly in Western cultures

Appearance of robots:
- Too robotic: psychological association with death, Terminator movie, fear of replacing human being
- Too human: expectations too high

Changes to the way health care work is organized and distributed:
- Changes to roles (replacing human capabilities versus augmenting them)
- Changes to workflows

New ethical and legal challenges:
- No existing liability and ethical frameworks
- Anticipating challenges will be crucial in the future
- Regulation is key to promote routine use
Purely service-based robots carrying out back-end functions were often seen as better suited to automation.

...to put your trust into a robot is still not there. I think a walker with robotic features is easier to adopt in the market by the people using it than a lifting robot. [Participant 13, strategist, Netherlands, male]

From a health care provider point of view, negative attitudes were seen to be influenced by perceived threats to professional roles.

...a good anesthesiologist [costs] about $350 per hour; it’s a heck of a wage, and the machine can be rented for about $150 so it’s a lot more cost effective. That company has abandoned the product, not because it didn’t function, it functioned extremely well. But it was very unpopular, and it had all sorts of doctor, patient unions and lobbying groups that had kittens about this idea of this robot that could basically put them all out of a job. [Participant 5, futurist, United States, female]

Lack of exposure to robots was a major barrier to developing positive attitudes among patients and staff. This was seen to be since many existing applications such as pharmacy robots mainly operated in the back office, and there was a resulting fear of the unknown, particularly in Western cultures where robots are not routinely embedded in other aspects of everyday life.

...in Japan people believe that robots also have a kind of soul and that’s why they approach robots as if they are like normal people. I believe in the rest of the world probably people...will be much more skeptical and I don’t believe that people will accept that particularly caring for people will be performed by robots. [Participant 7, academic, Switzerland, male]

Some participants suggested that public engagement campaigns, training of health care staff, and public dissemination of positive robotic case studies could help promote positive attitudes and acceptance of robotic applications among health care staff and patients.

Appearance of Robots

Humanoids presented a particularly interesting illustration of the tension between human hopes and expectations of robots and apprehension of their use in health care settings. They also represent an important sociotechnical example as human and technical dimensions blur in challenging and highly visible ways.

One reason identified in the interviews for humanoids not being very successfully integrated within health care settings was the contested nature of robotic appearances. On one hand, human features were seen as desirable in order to provide patients and staff with an experience of care as close to the real thing as possible.

We’ve tried to make it as approachable and friendly looking as possible because some people might think it’s cold and now you’re not having a direct person to person interaction in the flesh. So, we try to do our best to really make it as close as possible to the person being there, you know, with good audio, good video, the physical look of the robot. [Participant 11, engineer, United States, male]

On the other hand, if robots were designed too human-like, there was significant apprehension of users reported, potentially being due to a fear of the robot replacing humans and imagined parallels with the Terminator vision of robots. This was particularly true for intimate tasks that often represented important aspects of the patient-provider relationship.

...there’s a fear that the robot becomes almost like a near-human doppelganger that replaces the human being, because it has capabilities that we don’t, so there’s still this almost like mythical status of the robot that’s certainly something that hovers around popular consciousness. [Participant 21, manager, United Kingdom, female]

An additional undesired consequence was that when robots were designed as too human-like, they often fell short of human expectations of what they could do, resulting in disappointment and lack of engagement with and trust of the robot if it did not perform as expected.

...your expectations go up when you make robots human like. [Participant 16, academic, United Kingdom, male]

Some also mentioned that the difficulty of placing humanoid robots firmly within either human or robotic categories was responsible for potential feelings of aversion. This was further exacerbated by a struggle to establish whether to perceive the robot as a friend or foe.

To address these problems, developers tended to design humanoid robots intentionally as non–human-like to ensure a visible demarcation between human and robotic features. This included, for example, designing them to roll on wheels rather than having legs or by designing them in the shape of an animal that most people had no experience interacting with (eg, a baby seal). This strategy was considered to be successful in promoting acceptability across contexts.

Disruption of the Way Work is Organized and Distributed

All participants acknowledged that the integration of robotic applications with existing health care professional work practices was important but difficult to achieve due to tensions between standardization through automation and the often-unpredictable nature of health care profession work.

The design of robotic applications that interacted with humans and spanned departmental and professional boundaries (ie, as autonomous robots) was seen as particularly problematic, as these transcended capabilities that were previously situated firmly within the human realm (eg, moving around, emotional support).

...when it comes into practice we all ran into problems. What if an elderly person is moving away from a robot, can it follow the elderly person? What if [the robot] falls, and it’s a person with mild
dementia. Is that person able to put the robot back on its feet again? [Participant 13, strategist, Netherlands, male]

In contrast, robotic applications that were designated for particular uses (such as surgery, where they basically represented a sophisticated tool) or confined to back-office functions in controlled environments (such as pharmacy robots) were seen as less difficult to implement, as they had fewer challenging sociotechnical implications.

...this is why robots have been so successful in industry, like in car manufacturing, because they have these repetitive tasks and there are no humans in their way, they don’t have to make decisions, they don’t have to understand anything. [Participant 14, journalist, United States, male]

It was therefore argued that to promote integration, robots should be viewed as augmenting human capabilities and empowering professionals in their role.

...when people talk about nurses and doctors and automation in a hospital, for example, the automation isn’t about replacing the nurses and doctors, it’s about augmenting their role so that they’re more efficient so that they’re not doing endless amounts of paperwork...they spend a bit more time with patients. [Participant 10, technologist, United Kingdom, male]

This would, however, require some shift in skill sets toward supporting robotic capabilities and functions, particularly for lower skilled tasks. Envisioning and anticipating those changes was viewed as an important activity for educators, decision makers, and managers in health care settings.

New Ethical and Legal Challenges

Robotic applications engender new ethical and legal challenges surrounding their use in highly human social settings, and interviewees gave many examples. Some of these tackled the physical environment.

There was one lady who got trapped in an elevator together with one of the robots, and another one got run over. [Participant 3, academic, Norway, male]

Others described psychological challenges such as the perceived risk of becoming too emotionally attached to a robot (particularly in care settings where patients are vulnerable).

...if you look at the target audience this will be vulnerable people, disabled people, sick people, the elderly...so it’s important that we have robots that do not transport a feeling that is not real, like companionship robots, for example. They should be designed in a way that it’s always clear that it’s always a robot and not a substitute for a human. [Participant 20, academic, United Kingdom, female]

Ethical dimensions surrounding nonuse of technology were also mentioned. These included issues of whether health care professionals should be forced to use a robotic application if this were a safer alternative than human-delivered care.

I’m particularly trying to answer the questions like if we show that you can do something more safely with the robot does that mean that people should use the robots if they know there’s a safer alternative...should they be forced to use a robot assistant because they know it’s a safer way of doing it... [Participant 19, academic, Australia, male]

Some had begun developing ethical frameworks for robotic applications. A defining characteristic was that both human and machine perspectives were represented so that the guiding principles were both machine logic and human logic (including their reaction to machine behavior), implying that a new sociotechnical approach to HIT ethics is developing.

...the idea is that the framework is understandable by both humans and machines so that if a machine needs guidance, a human can work through the framework and figure out where it got stuck and make a judgment call or vice versa. Machines can begin to understand how humans themselves are making a certain decision and provide guidance or insight into that. [Participant 5, futurist, United States, female]

Additionally, interviewees noted that there was a lack of clear, established liability rules surrounding robotics, made all the more problematic given the perceived hype surrounding robotics and a certain keenness of getting these into use quickly. This meant that when accidents happened (such as robots running over humans), these often had to be solved ad hoc, further contributing to negative public attitudes and inhibiting innovation.

Participants suggested that a more deliberative approach was needed to create clear liability rules surrounding product and consumer safety across different settings in which robotic applications were used, including health care. However, it was seen to be crucial to find a balance between developing overarching rules and allowing innovation to flourish.

Discussion

Principal Findings

Although there has been substantial technological progress in the field of health care robotics, robot integration into health care settings is likely to be far from straightforward. We have identified several concerns that are often shaped by preconceptions surrounding the appearance of robotic applications and associated (often conflicting) desires for human and technological features. In addition to these negative attitudes that result in a lack of user pull and demand, robotics also does and will change the way health care work is organized and distributed with some applications augmenting and others replacing human labor. These changes require new ethical and liability frameworks as new situations may emerge that blur the line between human responsibility and technological autonomy.

Comparison With Prior Work

In undertaking this study, we have elicited the perspectives and experiences of stakeholders from various international settings to bring together knowledge and deliberate on potential future challenges of implementing and optimizing robotic applications
in health care settings. We have identified sociotechnical challenges associated with various technological features. This builds on previous work focused on specific systems already being used in specific settings [18-21]. Our focus, in line with our uses (Table 1), was on different aspects of robotic hardware function. Although these were necessarily combined with some software capability including artificial intelligence, software was not the focus of our work.

There is an increasing recognition that sociotechnical considerations are important when considering technological applications including robotics [22, 23] but only a limited number of studies have examined such issues with regard to robotic applications in health care [24-26]. Where it exists, primary research has concentrated on technologies in specific environments, including some in health care [27, 28]. However, when compared to other HIT, autonomous applications (such as humanoids) present specific sociotechnical challenges because social and technical dimensions are progressively, visibly, and disruptively interconnected. As a result, there is a danger that these sociotechnical challenges will lead to an increasing range of problems integrating robotic applications within particularly human-dense social environments such as health care.

Ethical dimensions surrounding robotics, especially relating to trust and acceptance, have received relatively high levels of attention, perhaps due to perceived negative public attitudes surrounding robotic systems [29-31]. Our work has supported existing research highlighting that these issues pose important sociotechnical barriers to progress. Humans must renegotiate their roles within increasingly technological environments, and this negotiation is characterized by a conceptual struggle between a desire for progress and an apprehension toward the increasingly human side of machines.

Although important as a subject of ongoing debate, these issues are unlikely to ever be fully resolved. Some have found that trust and positive attitudes toward robotic applications can be promoted through exposure [28, 32], and exposure is likely to be key in going forward. As robotic applications become more visible in everyday environments, they are likely to become more acceptable in health care settings. Lack of exposure is likely to be a transient issue as there are now many examples in other industries and countries where robots and humans routinely work alongside each other.

**Limitations**
The response rate to interview invitations was low (only 21 out of 68 individuals agreed to be interviewed), in part reflecting concerns about disclosing commercially sensitive information. We may therefore have missed some important considerations (despite having achieved thematic saturation within our sample), particularly from cultures that have integrated robotics in everyday life (eg. Japan). Additional factors that are likely to have shaped the sampling of respondents include the presence on Google and LinkedIn, access to Skype, English language facilities, and the Google search methods employed by the researcher. We therefore necessarily explored the views of those who were visible and vocal in relation to health care robotics in English media. Although this was appropriate for gaining a high-level overview into an underexplored topic, it also means that our results are likely to have missed the perspectives of certain user groups (eg. health care professionals and patients with or without the experience of robotics). This may have led to a lack of insight into the acceptability of specific applications. Such work is important going forward as many of the challenges identified are heavily dependent on individual settings, technologies, and contexts. Moreover, we acknowledge that we have only skimmed the surface of exploring ethical, legal, and policy dimensions of robotic applications in health care settings, and this would certainly be a fruitful area for further in-depth research. There was also a clear gender imbalance toward male respondents in our sample, perhaps due to the fact that experts in this area are predominantly male.

**Implications for Research, Policy, and Practice**
We have begun charting the range of sociotechnical challenges that are likely to test the routine integration and optimization of robotics into health care settings. We summarize these along with possible ways to address them in Table 3.

Although there is a large literature base addressing the promises of robotics, this is limited to applications other than health care or specific health care applications such as surgery [1, 33]. There is a need for empirical investigations into potential challenges and unintended consequences of such technologies in health care settings.

New ethical and regulatory frameworks are now needed that are nimble enough to keep up with changing environments and the increase in and convergence of robotic functionality. This may need to involve training a new generation of professionals who specialize in high-risk settings such as health care because existing regulations simply cannot keep up with the pace of technological advancements. Work may also need to involve drawing on ongoing efforts in other industries where these challenges have begun to be addressed. Health care robotics is an emerging field that will need inclusive, designated working groups at national and international levels because many functions are patient- and staff-facing and humans and machines need to coexist and collaborate in high-risk environments.
Table 3. Sociotechnical challenges identified with suggested strategies.

<table>
<thead>
<tr>
<th>Identified challenge</th>
<th>Suggested strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>No clear pull from professionals and patients</td>
<td>Establish an accessible empirical evidence base associated with specific functionalities; communication of benefits and challenges</td>
</tr>
<tr>
<td>Appearance of robots</td>
<td>Closer working relationships between developers, psychologists, users, and human-centered design specialists</td>
</tr>
<tr>
<td>Changes to the way health care work is organized and distributed</td>
<td>Prospective longitudinal evaluation of the implementation, adoption, and optimization of technologies</td>
</tr>
<tr>
<td>New ethical and legal challenges</td>
<td>Development of new ethical and regulatory frameworks that are flexible enough to keep up with changing environments and robotic functionality</td>
</tr>
</tbody>
</table>

Robotics in designated controlled environments (such as service robots) are likely to be less problematic and bring the highest gains in the short term because they present a limited number of sociotechnical challenges compared with applications that blur social and technical dimensions (eg, humanoids).

Conclusions

Sociotechnical challenges surrounding the implementation of robotics in health care settings are significant, although these are likely to vary with different robotic applications and in different cultural contexts. These challenges need to be anticipated and, if possible, proactively addressed. Health care settings are characterized by their care work; the provocation is to preserve and intensify or augment this within an increasingly automated and technological environment. This can only be done if we anticipate challenges associated with new technologies and systematically address them as we integrate them within existing social orders. Our research should be seen as a stepping stone to stimulate wider discussions surrounding these challenges. It can also help to guide health care organizations and policy makers as they make important strategic decisions associated with purchasing, developing, and deploying robotic applications.
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Abstract

Background: Physical activity is a potentially effective treatment for depression and depressive relapse. However, promoting physical activity in people with depression is challenging. Interventions informed by theory and evidence are therefore needed to support people with depression to become more physically active. eMotion is a Web-based intervention combining behavioral activation and physical activity promotion for people in the community with symptoms of depression.

Objective: The objectives were to assess the feasibility and acceptability of delivering eMotion to people in the community with symptoms of depression and to explore outcomes.

Methods: Participants with elevated depressive symptoms were recruited from the community through various methods (eg, social media) and randomized to eMotion or a waiting list control group for 8 weeks. eMotion is an administratively supported weekly modular program that helps people use key behavior change techniques (eg, graded tasks, action planning, and self-monitoring) to re-engage in routine, pleasurable, and necessary activities, with a focus on physical activities. Feasibility data were collected that included the following: recruitment and trial retention rates; fidelity of intervention delivery, receipt, and enactment; and acceptability of the intervention and data collection procedures. Data were collected for the primary (depression) and secondary outcomes (eg, anxiety, physical activity, fidelity, and client satisfaction) at baseline and 2 months postrandomization using self-reported Web-based questionnaires and accelerometers. Delivery fidelity (logins, modules accessed, time spent) was tracked using Web usage statistics. Exploratory analyses were conducted on the primary and secondary outcomes.

Results: Of the 183 people who contacted the research team, 62 were recruited and randomized. The mean baseline score was 14.6 (SD 3.2) on the 8-item Patient Health Questionnaire depression scale (PHQ-8). Of those randomized, 52 participants provided accelerometer-recorded physical activity data at baseline that showed a median of 35.8 (interquartile range [IQR] 0.0-98.6) minutes of moderate-to-vigorous physical activity (MVPA) recorded in at least 10-minute bouts per week, with only 13% (7/52) people achieving guideline levels (150 minutes of MVPA per week). In total, 81% (50/62) of participants provided follow-up data for the primary outcome (PHQ-8), but only 39% (24/62) provided follow-up accelerometer data. Within the intervention group, the median number of logins, modules accessed, and total minutes spent on eMotion was 3 (IQR 2.0-8.0), 3 (IQR 2.0-5.0), and 41.3 (IQR 18.9-90.4), respectively. Acceptability was mixed. Exploratory data analysis showed that PHQ-8 levels were lower
for the intervention group than for the control group at 2 months post-randomization (adjusted mean difference –3.6, 95% CI –6.1 to –1.1).

Conclusions: It was feasible to deliver eMotion in UK communities to inactive populations. eMotion has the potential to be effective and is ready for testing in a full-scale trial. Further work is needed to improve engagement with both the intervention and data collection procedures.

Trial Registration: ClinicalTrials.gov NCT03084055; https://clinicaltrials.gov/ct2/show/NCT03084055 ( Archived by WebCite at http://www.webcitation.org/6zoyM8UXa)

(Keywords) psychological therapy; mood; anxiety; exercise; eHealth; feasibility; acceptability

Introduction

Depression has a significant detrimental impact on individuals and their families as well as being associated with increased utilization of health services and reduced productivity at work. In the UK, the cost to the economy due to sickness absence, staff turnover, benefits, fall in tax revenue, and costs to the National Health Service (NHS) is estimated to be between £74 billion and £99 billion per year [1]. Depression is also associated with a range of major physical illnesses (which are also associated with physical inactivity), including diabetes [2,3], coronary heart disease [4], and obesity [5].

Physical activity (PA) has been shown to be effective in treating [6-8] and preventing [9] depression and is often cited by patients as their preferred treatment option [10,11]. A recent systematic review of randomized controlled trials (RCTs) found PA to be more effective than control conditions for reducing depression (standardized mean difference [SMD] –0.62) and just as effective as pharmacotherapy (SMD –0.11) and psychological therapies (SMD –0.03) [6]. PA also has the potential to reduce depressive relapses [12], improve anxiety symptoms [13], and help prevent many physical health problems associated with depression such as cardiovascular disease, cancer, and diabetes [14]. Despite these benefits, PA is perceived as difficult to prescribe compared with medication [15]. Further studies are therefore needed to understand how and whether PA can be cost-effectively used to improve outcomes for people with depression, especially in those who are relatively inactive [16].

Behavioral activation (BA) is an evidenced-based psychological therapy. BA focuses on reducing an individual’s exposure to sources of negative reinforcement (ie, short-term relief from avoiding burdensome activities) while increasing experiences of positive reinforcement (ie, social and personal activities that bring pleasure and achievement), leading to reduced avoidant type-behaviors in the future [17-19]. A meta-analysis of 26 RCTs (n=1524) conducted on adults with depression found BA to be superior to usual care, wait list, or placebo control conditions (SMD –0.74) and medication (SMD –0.42) for reducing depression [20]. The treatment rationale of BA shares behavior change techniques (BCTs) [21] with interventions promoting PA (eg, goal setting) [22]. By subtly shifting the behavioral emphasis, the treatment rationale of BA could therefore provide a useful delivery mechanism for promoting PA in people with depression, capitalizing on the dual benefits of PA and BA. Furthermore, sustained PA may reduce the relapse rate associated with BA alone due to its inherent mood enhancing and long-term benefits [12].

Recent studies have examined the feasibility of delivering a combined BA and PA intervention (BAcPAc) within the context of existing mental health services [22,23]. However, BAcPAc was difficult to implement in overstretched services, it was hard to recruit patients, and problems of fidelity were observed, with providers not delivering the treatment as intended [23]. Web-based interventions could provide a useful way of overcoming these limitations by delivering such interventions outside of existing services, recruiting directly from the community, and standardizing fidelity [24,25]. Furthermore, Web-based interventions could have additional benefits by being scalable, cheap, and accessible [26]. Importantly, Web-based interventions can also be used to provide support to people experiencing depression in UK communities who do not seek help from health services due to social stigma and identity conflict [27]. However, despite the potential benefits associated with Web-based interventions, there remains a paucity of studies that have attempted to deliver Web-based interventions promoting PA for depression [28-31]. Furthermore, none of these studies have explored the feasibility of delivering a Web-based intervention combining BA and PA for people with depression.

The purpose of the present study was to examine the feasibility of delivering a Web-based intervention (eMotion), combining PA with BA, for people with depression and to explore its effects on depression and PA. The key aims of the study were to: explore participant recruitment and attrition rates throughout the study; explore the feasibility and acceptability of data collection and study procedures; examine baseline characteristics of the recruited sample, including levels of PA; explore the fidelity of delivery, receipt, and enactment (use of techniques) of eMotion and its acceptability to participants; and estimate and explore the variance in key outcomes (depression scores and PA).

Methods

Trial Design

Description of Trial Design

The eMotion trial was a 2-arm, individually randomized, parallel-group pilot RCT with a nested process evaluation...
The eMotion trial provided “minimal contact” administrative support [34] at week 2 of the intervention to provide the participant with a rationale for the use of self-help materials and check-ins related to progress, but with no focus on any clinical or behavior change issues. This support was initially intended to be provided by an independent “supporter.” However, due to resource issues, this support was provided by the lead author.

Participants

Eligibility Criteria for Participants
Participants were eligible for the study if they were more than 18 years old, were living in UK, had at least moderate depressive symptoms [defined as scoring at least 10 on the 8-item Patient Health Questionnaire depression scale (PHQ-8)], had access to the internet and were computer literate, reported being able to walk continuously and unaided for a minimum of 5 min, and provided informed consent to participate. Eligible adults were recruited from the community via advertisements in weekly newspapers, social media (eg, Facebook support groups, Twitter), and through banners on websites relating to mental health problems. All adverts contained the primary investigator’s contact details. Potential participants did not need to be referred by a general practitioner or mental health care practitioner. After contacting the lead author by phone or email, potential participants were sent the participant information sheet (PIS), consent form, and a link to the Web-based screening questionnaire via email. At this point, they were informed that they could withdraw from the study at any time without consequence or being obliged to provide a reason. Once participants read the PIS, they were asked to complete the Web-based consent form (indicating consent using a checkbox) followed by a screening questionnaire used by the lead author to assess participant eligibility. After screening, the lead author contacted the participant via phone to clarify the study procedures and provide instructions for wearing the wrist-worn accelerometers sent by post. The participant was instructed to wear the accelerometer for 7 days and return it in a pre-stamped addressed envelope. However, participant refusal to wear an accelerometer did not preclude randomization. Further baseline measures were then administered via a separate Web-based questionnaire. Participants were not paid for their involvement in the study.

The eMotion Intervention

The eMotion intervention is a Web-based course that provides people with access to an evidence-based treatment based on BA with added PA promotion. People with depression commonly reduce activities that they perceive as burdensome, making less effort to do things they may have previously enjoyed. By avoiding such activities, people with depression experience temporary relief that then negatively reinforces the likelihood of avoiding further activities. However, avoiding such activities has a long-term cost because it reduces the opportunities for positive reinforcement that occurs when people engage in social and personal activities that bring them pleasure and achievement [17-19]. PA is often avoided by people with depression, but it has the potential to provide additional anti-depressive benefits as well as added health benefits.

Through a series of steps delivered in a week-by-week modular fashion (Table 1), eMotion teaches people how to re-establish daily routines, increasing activities that provide positive reinforcement while reducing negative reinforcement. eMotion comprises 13 modules (1 introduction module, 8 weekly modules, 1 generic problem-solving module, and 3 unlockable modules) consisting of visual content with an audio voiceover triggered when each slide opens. Printable, interactive worksheets, and emails were also included, with links to the slides to allow downloading to a personal computer or another device (eg, tablet or smartphone). Automated reminder emails were also sent once a week by the eMotion program following registration. Where possible, brief administrative/motivational support via a 10-minute phone call was provided at week 2.

Key content related to the rationale of BA was front loaded in the introduction, week 1, and week 2 and was considered the “minimum dose.” The remaining weekly modules (weeks 3-8) were shorter and designed to support people to review and update their plans. The intervention supports “effective engagement” and self-regulation by encouraging people to review their plans weekly, irrespective of whether or not they continue to login (eg, using their own diaries).

eMotion Development

The content for eMotion was developed by the study authors (JDL, CIG, PF, AMH, and AHT). The Living Life to the Full Web-based platform was used to host the intervention. eMotion was adapted from the BAcPac intervention [22,23] using the Centre for eHealth Research and Disease Management (CeHReS) roadmap [35]. The CeHReS roadmap is intended to help the planning, coordination, and execution of the participatory development process of eHealth. In eMotion, this involved using patient and public involvement, usability testing, and a structured literature search. A full description of the eMotion intervention and its developmental process was previously provided [36].

Control (Waiting List)

Participants in the control group did not receive the eMotion intervention but were able to access usual care as normal. After data collection at the 2-month time point, participants were given access to and instructions for using eMotion. No eMotion facilitator support was provided, although participants could contact the lead researcher for (nonclinical) support if they experienced any difficulties using the intervention.
disorder is 28 times more likely to have a PHQ-8 score of 10-24 detecting major depression (ie, a patient with any depressive symptom over the preceding 2-week period. A score of at least 10 on the PHQ-8 is rated on a scale of 0-3, producing a range of scores from 0-24 (0-4=no depression, 5-9=mild depression, 10-14=moderate depression, 15-19=moderately severe depression, and 20-24=severe depression). The PHQ-8 has good validity, reliability, sensitivity, and specificity [37] and has been used in previous Web-based intervention studies of low mood and depression [38].

Feasibility Outcomes

Recruitment and Attrition

Participant recruitment rates were derived by calculating the absolute number of people randomized in the trial relative to those who expressed an initial interest in the study. Participant attrition was defined as the percentage of randomized participants who began the intervention but failed to provide primary outcome data (PHQ-8) at the 2-month data collection point.

Feasibility of Data Collection

Feasibility of data collection was explored by assessing the percentage of Web-based screening, baseline, and 2-month postrandomization questionnaires that were completed, as intended. For accelerometers, the percentage of devices that were returned at baseline and at 2 months follow-up as well as the amount of valid wear time were assessed. Reasons for any missing data were tabulated, where available.

Primary Outcome for the Planned Future Trial

Depression

The PHQ-8 was delivered at screening and at 2 months postrandomization using a Web-based self-completed version of the questionnaire. The PHQ-8 is a freely available 8-item self-report measure based on the symptoms of depression described in the Diagnostic and Statistical Manual for Mental Disorders (DSM-IV). It measures the frequency of depressive symptoms over the preceding 2-week period. A score of at least 10 on the PHQ-8 has a positive likelihood ratio of 28 for detecting major depression (ie, a patient with any depressive disorder is 28 times more likely to have a PHQ-8 score of 10-24 than someone without a depressive disorder) [37]. Each item is rated on a scale of 0-3, producing a range of scores from 0-24.
(LPA), moderate (MPA), vigorous (VPA), and moderate and vigorous (MVPA) intensities [43]. Minutes of activity accumulated in 10-minute bouts were established using an 80% rule, where activity must be sustained above the appropriate threshold for at least 80% of the time [42].

**Self-Reported Physical Activity**

Minutes per week of MVPA were estimated using Web-based self-completion of the International PA Questionnaire-Short Form (IPAQ-SF) at baseline and at 2-months postrandomization. The IPAQ-SF is a validated measure of PA [44] and has been used in previous behavioral trials promoting PA for depression [29,45] as well as being the most frequently used measure in Web-based studies for PA [46].

**Anxiety**

The General Anxiety Disorder scale (GAD-7) is a 7-item, 4-point scale (0-3) and was used to assess anxiety using Web-based self-completion at baseline and at 2-months postrandomization. The GAD-7 measures the severity of anxiety symptoms over the past 2 weeks based on the DSM-IV criteria. The GAD-7 has good reliability as well as criterion, construct, factorial, and procedural validity. At the cutoff point of 10, the GAD-7 has a sensitivity of 89% and specificity of 82% [37].

**Demographic Data**

Data on age, gender, level of education (GCSE, A-levels, degree, postgraduate, or doctoral), employment status (full-time, part-time, homemaker, student, retired, or unemployed), current receipt of psychotherapy (yes or no), current receipt of antidepressants (yes or no), method of recruitment (social media, newspaper, word of mouth, or other), and ethnicity were collected at baseline using a Web-based questionnaire.

**Fidelity**

As recommended in previous studies [25,47], intervention fidelity was conceptualized and measured in the domains of design fidelity, training fidelity, quality/completeness of delivery, participant receipt, and enactment. The process of establishing good design fidelity for the eMotion intervention was previously reported [36]. However, given that the eMotion intervention had very limited external human support, training fidelity was not applicable in this study. Delivery fidelity was assessed using website usage statistics from the Web-based intervention database. This database provided individual level data about whether the participant registered for eMotion, modules accessed, and the total time spent on each module. Participant receipt and enactment of the intended intervention processes were measured using Web-based questionnaires. For fidelity of receipt, 2 approaches were used. The first approach assessed participants’ understanding of how emotions, behaviors, thoughts, and physical feelings affect each other to maintain depression over time. A single item was used based on questions used in a previous study [48]. The item employed a 5-point Likert response scale (Strongly Agree to Strongly Disagree) assessing participant agreement with the following statement: “I understand how emotions, behaviors, thoughts, and physical feelings affect each other to maintain depression over time.” The second approach assessed participants’ perceived ability to use the intended BCTs. This was assessed by asking participants to rate their confidence in using specific BCTs (e.g., identification of suitable activities, grading activities for ease of use, and planning and dealing with setbacks) over the last 2 months on a scale from 1 (not at all confident) to 10 (very confident). This measure was adapted from measures of confidence used in the ProActive trial [49]. Finally, to assess enactment, we asked participants if they had used specific BCTs related to BA in the last 2 months using a binary scale (yes/no). This measure was adapted from similar measures of BCT usage showing that enactment was significantly associated with weight loss, providing initial evidence of the validity of this type of measure [50].

**Acceptability**

The Client Satisfaction Questionnaire-Short Form (CSQ-SF) is a 4-item measure and was used to assess participant satisfaction regarding their use of eMotion 2 months postrandomization (given to intervention participants only). This measure was administered using a Web-based questionnaire and has been used to assess treatment satisfaction in other studies of Web-based interventions for depression [51].

**Sample Size**

Due to the pilot nature of the study, no formal sample size calculations were conducted. However, to ensure a suitably reliable estimate of the standard deviations to power a future trial with 90% power, at least 15 people per arm were recommended if the expected effect size was to be between 0.3 and 0.7 [52]. A previous meta-analysis of computer-based psychological treatments for depression reported a moderate effect size (0.56) and a drop-out rate of 57% [38]. As such, a target sample size of 62 was adopted (accounting for a possible attrition rate of 50%) to ensure at least 15 people per arm at follow-up.

**Randomization**

Once participants completed the baseline assessment, they were randomly allocated to either the intervention or control group using simple randomization at the individual level in a 1:1 ratio and a Web-based randomization service (Sealed Envelope Ltd. 2016). Personal details were anonymized through the use of participant numbers that were entered into the website by the lead author in a consecutive manner (in the order of completed baseline assessment), and the randomization service allocated them to either group A (eMotion) or group B (waiting list) without any stratification.

**Blinding**

Due to limited resources for the study, the lead author was not blinded to which condition each participant was allocated following randomization. Due to the nature of the intervention, it was also impossible to blind participants to group allocation. However, because outcome measures were taken using Web-based self-report surveys, there was a reduced chance of the lead author influencing the participant’s responses or for the lead author to misinterpret responses or introduce subjective bias into recorded observations [53].
Statistical Analysis
Quantitative methods were used to explore the following: recruitment and attrition rates of trial participants; feasibility of data collection and study procedures; baseline data (including levels of PA and baseline differences between groups and between dropouts); and fidelity of delivery. Descriptive statistics were produced for all outcomes by trial arm at baseline and 2-month follow-up. All quantitative analyses were conducted using Stata SE statistical software release 14 (StataCorp. 2015; College Station, TX). No formal hypothesis testing relating to primary outcomes was planned because this was a pilot study. However, descriptive statistics were used to assess recruitment and retention rates and baseline PA levels. Baseline demographic and clinical characteristics were descriptively presented as proportions or as means with standard deviations. Two types of exploratory analyses of the primary outcome (PHQ-8) were conducted: 1) linear regression models to report changes in depression with 95% confidence intervals around the between-group mean difference and 2) logistic regression models that dichotomized the primary outcome to reflect clinically meaningful change (a reduction to below 10 on the PHQ-8 indicated that the person may no longer qualify for major depression) [37]. The analyses were conducted on participants with complete data only, which included those who began treatment and provided follow-up data regardless of treatment compliance. Missing data were not imputed. Similar analyses were conducted for anxiety, objective, and self-reported PA. We conducted sensitivity analyses using linear regression models to examine the effects of receiving psychological therapies as well as any substantial differences in baseline characteristics on the findings. We also analyzed the mean reduction in depressive symptoms for those who received the minimum dose of intervention and provided data at 2 months postrandomization.

Ethics
This study was approved by the University of Exeter Sports and Health Sciences Research Ethics Committee (AM160316-21 151021/B/03). One possible ethical issue in this study was suicide risk in people experiencing depression. Because this was a research study on a nonclinical sample, all participants were advised on the PIS that the study was not a clinical or NHS treatment and that the University and researchers could not take clinical responsibility for the treatment of any conditions they might have including depression. They were also signposted to other appropriate resources in case they wished to seek formal treatment. If, at any point in the study (eg, while on the phone to a researcher during screening or after inclusion), participants indicated suicidal intent, the University of Exeter Mood Disorders Suicide Risk Protocol was invoked.

Results

Participant flow
A total of 183 people responded to the adverts, with 100 completing screening for eligibility (Figure 1). Of the 183 individuals who initially inquired about the study, 100 were still interested and screened for eligibility and 62 (34% of those who initially enquired [95% CI 27-41] and 62% (62/100) of those who were screened [95% CI 52-71]) were eligible for inclusion and randomized in the trial between May 2016 and February 2017 (32 in the eMotion group, 30 in the control group). Overall attrition in relation with the planned main trial primary outcome (PHQ-8) at 2 months postrandomization was 19% (12/62; 95% CI 11-31). Of those randomized, 94% (58/62) of participants provided complete secondary outcome baseline measurements (eg, GAD7, IPAQ-SF) and 84% (52/62) provided usable accelerometer data at baseline. At 2-month follow-up, 81% (50/62) of those randomized [95% CI 71-91] provided PHQ-8 (and other survey data) and 39% (24/62) of those randomized [95% CI 27-52] provided valid accelerometer data. Only 76% (47/62) and 53% (33/62) participants provided valid IPAQ-SF data at baseline and 2 months postrandomization, respectively. This lack of usable IPAQ-SF data was due to people providing invalid responses.

Feasibility of Accelerometer Data Collection
At baseline, 6 accelerometers were not sent out due to participants not responding to the request confirming their willingness to wear it or not being willing/able to wear it. Three accelerometers had data processing problems (technical failure). At follow-up, missing accelerometer data were primarily due to participants not responding to the request to wear the device again (n=13) or participants being lost to follow-up (not responding in any way; n=9).

Baseline Demographic and Clinical Characteristics
At baseline (Table 2 and Table 3), the mean age was 38 years with women accounting for 84% (52/62) of all participants, and 97% (60/62) of participants were white British. Nearly half the sample was recruited through social media (Facebook or Twitter) with the second most popular method being “word of mouth” (ie, hearing about the study from friends or family). Participants had a range of educational levels, and most (55/62, 89%) of them were employed either part-time or full-time. The mean score on the PHQ-8 was 14.6 (SD 3.2), and the mean score on the GAD-7 was 11.8 (SD 4.5). All PA data were positively skewed; hence, medians and interquartile ranges were reported. The median daily total minutes of accelerometer-measured PA was 174.3 (IQR 136.8-212.5) for light PA (LPA), 53.5 (IQR 39.8-80.7) for moderate PA (MPA), 2.9 (IQR 1.0-6.2) for vigorous PA (VPA), and 55.2 (IQR 40.9-90.7) for moderate and vigorous PA (MVPA). The median weekly total minutes of accelerometer-measured MVPA in at least 10-minute bouts was 35.8 (IQR 0.0-98.6). Only 13% (7/52) people achieved at least 150 minutes per week of MVPA in at least 10-minute bouts. The median level of daily self-reported MVPA was 12.9 minutes (IQR 0.0-25.7). Over half (36/62, 58%) of the participants were receiving antidepressants, and 13% (8/62) were receiving some form of psychotherapy, with a higher proportion receiving therapy in the control group (7/30, 23%) than in the intervention group (1/32, 3%). The intervention group had a higher median of total MVPA per day (71 min, IQR 46.7-85.9) than the control group (55 min, IQR 40.1-90.7). Finally, the intervention group was older by 2 years with a mean of 39.3 (12.0) years compared with 36.9 (12.6) years in the control group.
Figure 1. CONSORT flow chart.

Table 2. Participant demographic and clinical characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>eMotion</th>
<th>Control group</th>
<th>Whole sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean (SD)</td>
<td>N</td>
</tr>
<tr>
<td>Age in years</td>
<td>32</td>
<td>39.3 (12.0)</td>
<td>30</td>
</tr>
<tr>
<td>Depression (PHQ-8&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>32</td>
<td>14.4 (3.5)</td>
<td>30</td>
</tr>
<tr>
<td>Anxiety (GAD-7&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>31</td>
<td>11.5 (4.7)</td>
<td>27</td>
</tr>
<tr>
<td>Min per week of objective MVPA&lt;sup&gt;c&lt;/sup&gt; in 10-min bouts&lt;sup&gt;d&lt;/sup&gt;</td>
<td>27</td>
<td>29.5 (0.0-98.8)</td>
<td>25</td>
</tr>
<tr>
<td>IPAQ-SF daily min of MVPA&lt;sup&gt;d&lt;/sup&gt;</td>
<td>27</td>
<td>12.9 (0.0-25.7)</td>
<td>20</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-8: Patient Health Questionnaire 8.
<br><sup>b</sup>GAD-7: General Anxiety Disorder scale.
<br><sup>c</sup>MVPA: moderate-to-vigorous intensity physical activity.
<br><sup>d</sup>Data were positively skewed, so medians (interquartile ranges) are reported.
They were “Quite Dissatisfied,” they were “Indifferent or Mildly Satisfied,” and 4% (1/25) said they were “Mostly Satisfied,” 40% (10/25) said they were “Very Satisfied,” 40% said “No, I don’t think so,” and 4% (1/25) said “Definitely not.”

Twenty-four percent (6/25) said they would definitely use the program again, 32% (8/25) said “Yes I think so,” 40% (10/25) had been met, and 12% (3/25) felt none of their needs had been met.

Of the participants randomized to receive the eMotion program, 56% (14/25) of depression scores went below the threshold of 10 on the PHQ-8, compared with 28% (7/25) in the control group (OR 3.3, 95% CI 1.0-10.6). For those who completed the minimum dose of intervention and provided data at 2 months postrandomization (n=15), the mean reduction in depressive symptoms was 5 points (SD 5.4). For those who did not complete the minimum dose of intervention and provided data at 2 months postrandomization (n=9), the mean reduction in depressive symptoms was 4.9 points (SD 4.6). Of the 47 participants who provided anxiety scores at both baseline and 2 months postrandomization, there was a larger reduction in symptoms of anxiety for the eMotion group than the control group (adjusted mean difference −3.3, 95% CI −5.4 to −1.2). Linear regression analysis on complete data, controlling for baseline PA, revealed no between-group differences in PA at any intensity. Valid IPAQ-SF data were available for 33 trial participants at 2 months postrandomization. Linear regression analysis controlling for baseline PA revealed no between-group differences in self-reported PA.

**Intervention fidelity**

In total, 88% (28/32) of the intervention participants registered for eMotion and began the introduction module. The median number of logins, modules accessed, and total minutes spent on eMotion was 3 (IQR 2-8), 3 (IQR 2-5), and 41.3 (IQR 18.9-90.4), respectively. Overall, 53% (17/32) of participants completed at least the introduction, week 1, and week 2, and 25% (8/32) of participants completed up to at least week 4. Only one participant used every module. Of the 46 participants who provided receipt and enactment data at both baseline and 2 months postrandomization, those randomized to the eMotion group reported a significant difference, compared with the control group, in levels of understanding about how thoughts, feelings, and behaviors affect mood (adjusted mean difference 0.5, 95% CI −0.0 to −1.0). Significant differences were also found for confidence to identify (adjusted mean difference 1.4, 95% CI 0.0-2.8), select (adjusted mean difference 1.3, 95% CI −0.02 to 2.6), and plan (adjusted mean difference 1.8, 95% CI 0.5-3.1) achievable activities to improve mood as well as confidence to deal with setbacks (adjusted mean difference 1.5, 95% CI 0.2-2.7). Of the participants who answered “no” on the enactment questionnaires at baseline, those who were randomized to the eMotion group were significantly more likely to select (N=25; OR 10, 95% CI 1.6-62.7) and plan (N=33; OR 10.3, 95% CI 2.0-52.6) activities to improve their mood at the 2-month follow-up.

**Acceptability**

Of the participants randomized to receive the eMotion intervention who provided follow-up data, 4% (1/25) felt almost all their needs had been met, 32% (8/25) said most of their needs had been met, 52% (13/25) felt only a few of their needs had been met, and 12% (3/25) felt none of their needs had been met. Twenty-four percent (6/25) said they would definitely use the program again, 32% (8/25) said “Yes I think so,” 40% (10/25) said “No, I don’t think so,” and 4% (1/25) said “Definitely not.” Finally, 16% (4/25) said they were “Very Satisfied,” 40% (10/25) said they were “Mostly Satisfied,” 40% (10/25) said they were “Indifferent or Mildly Satisfied,” and 4% (1/25) said they were “Quite Dissatisfied.”

### Table 3. Participant demographic and clinical characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>eMotion</th>
<th>Control Group</th>
<th>Whole Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>n (%)</td>
<td>N</td>
</tr>
<tr>
<td>Female</td>
<td>32</td>
<td>26 (81)</td>
<td>30</td>
</tr>
<tr>
<td>Receiving therapy</td>
<td>32</td>
<td>1 (3)</td>
<td>30</td>
</tr>
<tr>
<td>Antidepressants</td>
<td>32</td>
<td>18 (56)</td>
<td>30</td>
</tr>
<tr>
<td>&gt;150 m per week of MVPA (10-min bouts)</td>
<td>27</td>
<td>3 (11)</td>
<td>25</td>
</tr>
<tr>
<td>Currently employed, studying, or training</td>
<td>32</td>
<td>28 (88)</td>
<td>30</td>
</tr>
<tr>
<td>Educated to A level or beyond</td>
<td>32</td>
<td>25 (78)</td>
<td>30</td>
</tr>
</tbody>
</table>

aN: moderate-to-vigorous intensity physical activity.

**Exploratory Analysis of Outcomes**

Exploratory analyses carried out on complete data (Table 4) showed that at 2 months postrandomization, the intervention group had a larger reduction in depressive symptoms than the control group (adjusted mean difference −3.6, 95% CI −6.1 to −1.1). In the intervention group, 56% (14/25) of depression scores were also entered in the regression model together. The pattern of change scores within each group is shown in Figure 2.

### Sensitivity analysis

When receipt of other psychological therapies was entered into the regression analysis as a covariate, the impact of co-treatment was not significant, and the intervention group still had a higher reduction in depressive symptoms than the control group (adjusted mean difference −3.3, 95% CI −5.9 to −0.7). Other baseline covariates (age, gender, employment, education level, and antidepressant usage) that may have influenced depression scores were also entered in the regression model together. Findings indicated that none of these variables had a significant covariate effect on depression scores and that the residual difference between groups was still significant (adjusted mean difference −3.1, 95% CI −5.7 to −0.5). Within the intervention group, linear regression analyses revealed no significant relationships between numbers of modules accessed, number of logins, or total minutes spent on the website with depression outcomes. The pattern of change scores within each group is shown in Figure 2.
Table 4. Between-group changes in primary and secondary outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>cMotion</th>
<th>Control group</th>
<th>Adjusted mean difference(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N Mean (SD)</td>
<td>N Mean (SD)</td>
<td></td>
</tr>
<tr>
<td><strong>Depression (PHQ-8(^b))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>32 14.4 (3.4)</td>
<td>30 14.8 (2.9)</td>
<td></td>
</tr>
<tr>
<td>2 months postrandomization</td>
<td>25 8.7 (4.8)</td>
<td>25 12.9 (4.2)</td>
<td>−3.6 (−6.1 to −1.1)</td>
</tr>
<tr>
<td><strong>Anxiety (GAD-7(^c))</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>31 10.1 (5.4)</td>
<td>27 12.0 (4.7)</td>
<td></td>
</tr>
<tr>
<td>2 months postrandomization</td>
<td>25 7.1 (3.8)</td>
<td>25 10.9 (3.7)</td>
<td>−3.3 (−5.4 to −1.2)</td>
</tr>
<tr>
<td><strong>Min per week of objective MVPA in 10-min bouts(^d)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>27 29.5 (0.0 to 8.8)</td>
<td>25 42.1 (8.1 to 93.7)</td>
<td></td>
</tr>
<tr>
<td>2 months postrandomization</td>
<td>13 97.6 (49.7 to 166.3)</td>
<td>11 13.0 (0.0 to 131.4)</td>
<td>16.4 (−43.7 to 76.5)</td>
</tr>
<tr>
<td><strong>IPAQ-SF daily minutes of MVPA(^d)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>27 12.9 (0.0 to 25.7)</td>
<td>20 10.7 (3.6 to 17.9)</td>
<td></td>
</tr>
<tr>
<td>2 months postrandomization</td>
<td>19 11.4 (4.3 to 25.7)</td>
<td>14 15.7 (0.0 to 22.9)</td>
<td>0.2 (−8.7 to 9.2)</td>
</tr>
</tbody>
</table>

\(^a\)Multiple regression adjusted for baseline value and confidence intervals reported.

\(^b\)PHQ-8: Patient Health Questionnaire 8.

\(^c\)GAD-7: General Anxiety Disorder scale.

\(^d\)As physical activity data were skewed, medians and interquartile ranges (IQR) are presented, and analysis was repeated using bootstrapping.

Figure 2. PHQ-8 change scores for individual participants.
**Discussion**

**Summary of Findings**

The present study examined the feasibility of conducting an RCT of the eMotion intervention. We successfully recruited a less-active population with elevated depression and anxiety. The trial also had acceptable attrition rates concerning the primary outcome at 2 months. Concerning the feasibility of data collection, most people provided valid accelerometer data at baseline. However, there was a lack of valid accelerometer data at 2 months postrandomization. The baseline level of MVPA in 10-minute bouts was low, with only 13% (7/52) of participants achieving at least 150 minutes of MVPA per week. Of those randomized to the intervention group, most people registered for eMotion and just over half completed the “minimum dose” (introduction, week 1, and week 2). Exploratory analyses revealed larger changes in depressive symptoms and anxiety in the eMotion group than those in the control group at 2 months postrandomization. Descriptive PA data revealed a higher weekly median of minutes of MVPA in 10-minute bouts per week in the eMotion group than in the control group at 2 months postrandomization. This difference was not significant, although this may reflect low numbers available for analysis and high variance in this measure.

**Relationship to Other Literature**

The achieved recruitment rates resembled those found in other studies of Web-based interventions promoting PA for depression [29-31,45,54]. Other studies report between 26% and 46% of people approached being subsequently randomized [29-31,45,54]. Mailey et al [54] recruited students registered with mental health counseling services but did not have an inclusion criterion for the level of depressive symptoms, possibly contributing to their higher recruitment rate (46%).

Our retention rate compared well with other self-delivered trials of psychological and PA interventions for depression [30]. A recent 3-arm RCT comparing administratively supported Web-based BA, PA, and a waiting list control group had a similar retention rate to ours at 8 weeks postrandomization (82%) [30]. Conversely, a systematic review of Web-based psychological treatments for depression reported drop-out rates of 74% for unsupported, 38.4% for administratively supported, and 28% for therapist-supported treatments [38]. Some individual trials of Web-based PA interventions for depression have reported lower attrition rates than ours (8%-12%) [29,54]. However, both of these trials provided therapist support, whereas our study only provided administrative support. Our data, combined with previous research, suggested that a low level of administrative support may be adequate to retain acceptable numbers of participants at follow-up.

Most studies investigating the effect of PA on depression conceptualize PA as a prescribed structured intervention and have not previously measured baseline levels or changes in PA [6,8]. Also, change in PA has typically not been measured or reported in trials of psychological treatments for depression [55]. This is one of the few intervention studies to collect baseline PA data (using objective measures) in people with elevated depressive symptoms, building on other recent intervention studies following a similar approach [56].

With a baseline median of 35.8 (IQR 0.0-98.6) minutes per week of MVPA (in at least 10-minute bouts), we appear to have recruited a less-active sample than other similar studies. For example, a recent cross-sectional study (n=165) of adults with depression (≥10 on the PHQ-9) reported a baseline mean of 18.2 (SD 17.4) minutes of MVPA (in 10-minute bouts) per day [57]. One possible explanation for this is that the clear indication of “exercise” in the PIS attracted people with depression who were already active [57]. In eMotion, however, the intervention was not overtly presented as exercise, but rather as a behavioral intervention to promote routine, pleasurable, and necessary activities (which could include PA).

The current guidelines for PA (150 minutes of MVPA per week) are based on improving and maintaining physical health, rather than mental health [58]. The dose of PA for improving and maintaining mental health is not clear and may well be linked to the quality of the experience rather than just the physical volume. For example, a recent longitudinal cohort study (n=33,908) suggests that 12% of future cases of depression could be prevented with just 60 minutes of any intensity PA per week [59].

Only 56% of the participants in the intervention arm accessed at least the introduction, week 1, and week 2 (minimum dose), suggesting that more could be done to draw potential users into the website. eMotion actively encouraged participants to engage with the process of BA in their day-to-day lives (eg, planning and reviewing goals using their diaries). This was reflected in our process measures of receipt and enactment showing that despite the relatively low usage statistics, people randomized to eMotion were more confident to identify, select, and plan activities to improve their mood as well as to deal with setbacks (ie, to engage in the key processes of behavior change proposed by the eMotion logic model) [36]. This explanation is consistent with a recent observational study (n=8993) of a Web-based handwashing intervention (PRIMIT) [60]. In PRIMIT, the largest change in behavior occurred after the first session, with incrementally smaller changes occurring after each subsequent session [60]. Taken together, these findings suggest that usage metrics reveal little about offline engagement with intervention processes and that usage cessation could either indicate disengagement from the intervention or the development of sufficient mastery [61].

Exploratory analysis revealed a decrease in symptoms of depression and anxiety in favor of the intervention group at 2 months postrandomization, a similar reduction to that found in previous studies promoting PA for depression [23,29-31,45] and anxiety [13]. However, other studies did not find such an effect [54,62,63], possibly due to low power and the use of active control conditions [7]. Our findings tentatively suggest the utility of using BA as a more-general treatment for depression and anxiety and are consistent with findings from a large-scale RCT that found BA to be no less effective than cognitive behavioral therapy for treating depression [64]. However, it is important to note that due to its low power,
definitive conclusions around effectiveness cannot be made from the current study.

Strengths and Limitations
This is the first study to evaluate the feasibility of delivering BA in combination with the explicit promotion of PA, in a Web-based format. The main strength of this study was the use of rigorous methods to assess the feasibility of conducting a full-scale RCT. We used objective methods to assess PA and validated self-report measures of depression and anxiety symptoms. However, several limitations of this study need to be acknowledged.

As observed in other large-scale depression trials, our sample did not represent the wider UK population, particularly in terms of ethnicity and gender [64,65]. This is most likely an artifact of our recruitment method (ie, community recruitment) and target location (South West England). However, there are other individual factors including ability to recognize and accept mental health problems, positive impact of social networks, reluctance to discuss psychological distress and seek help among men, cultural identity, perceived social stigma against mental health, and financial factors [66]. A larger trial could attempt to recruit a more representative sample by targeting locations with more culturally diverse populations. Tailored recruitment approaches could also be used to address individual barriers to engagement (eg, using adverts targeted at males).

Although we randomized participants, due to a lack of resources for independent data collection, there was no blinding, which could have led to an inflation of the observed effects [67]. However, the potential for researcher bias was limited in this case due to an absence of any face-to-face contact when collecting outcome measures. Our groups were imbalanced at baseline with regard to co-interventions. However, these factors did not seem to strongly impact the findings. A future trial could remedy this either by including therapy as a randomization-minimization variable or adding it as an exclusion criterion.

Due to resource issues, “minimal contact” administrative support was provided by the lead author. It is possible that this may have led to bias when collecting outcomes. However, because the outcomes were collected via self-administered Web-based questionnaires and accelerometers, this is unlikely to have had an effect. We would still recommend using independent supporters in the main trial for practical reasons and for testing the feasibility of providing such support in a “real-world” NHS context, if the intervention proves effective in a full-scale RCT.

A further limitation is that the PHQ-8 was used rather than the more conventional PHQ-9. The PHQ-8 was chosen due to the lack of any directly available clinical surveillance or support for participants, as it would not have been feasible to follow-up any (Web-based) survey responses expressing suicidal ideation in response to PHQ item 9 with an immediate telephone interview. The PHQ-8 is specifically recommended for use in such circumstances [37]. Furthermore, the PHQ-8 is very similar to the PHQ-9 and has excellent convergent validity ($r=0.997$), indicating that the 2 scales are comparable [68].

Implications for Future Research
Future studies should refine procedures (as indicated above) and further develop the eMotion intervention to optimize user engagement and experiences. Despite exploratory data showing modest reductions in depression and anxiety, only half of the people who used eMotion were mostly or very satisfied with their experience. Qualitative interviews performed on a sample of participants (n=11) have helped to identify barriers and facilitators to engaging with the intervention and with the trial (including the use of accelerometers) and suggest ways to maximize data collection and minimize attrition. This data will be reported in detail elsewhere. Refinements of the study procedures would also be needed to collect more complete and meaningful data on PA in any future trial. This could be achieved via face-to-face contact or by providing incentives.

In line with the MRC framework [69], large, well-controlled RCTs that build on the findings from this pilot trial could help to more definitively test whether such an intervention is effective in reducing depression and increasing PA in community-dwelling populations with depression in the UK and elsewhere.

Conclusion
The eMotion intervention is novel in attempting to offer an integrated solution to the 2 critical public health priorities of depression and lack of PA. Based on the data presented, both the eMotion intervention and methods needed to conduct a trial seem to be feasible and acceptable. If successful in a large-scale trial, eMotion would have the potential to reduce depression and anxiety symptoms for people in the community, easing the burden on NHS resources. There may also be further potential to increase PA in this population.
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Abstract

Background: Today, college students are dealing with depression at some of the highest rates in decades. As the primary mental health service provider, university counseling centers are limited in their capacity and efficiency to provide mental health care due to time constraints and reliance on students’ self-reports. A mobile behavioral-sensing platform may serve as a solution to enhance the efficiency and accessibility of university counseling services.

Objective: The main objectives of this study are to (1) understand the usefulness of a mobile sensing platform (ie, iSee) in improving counseling services and assisting students’ self-management of their depression conditions, and (2) explore what types of behavioral targets (ie, meaningful information extracted from raw sensor data) and feedback to deliver from both clinician and students’ perspectives.

Methods: We conducted semistructured interviews with 9 clinicians and 12 students with depression recruited from a counseling center at a large Midwestern university. The interviews were 40-50 minutes long and were audio recorded and transcribed. The interview data were analyzed using thematic analysis with an inductive approach. Clinician and student interviews were analyzed separately for comparison. The process of extracting themes involved iterative coding, memo writing, theme revisits, and refinement.

Results: From the clinician perspective, the mobile sensing platform helps to improve counseling service by providing objective evidence for clinicians and filling gaps in clinician-patient communication. Clinicians suggested providing students with their sensed behavioral targets organized around personalized goals. Clinicians also recommended delivering therapeutic feedback to students based on their sensed behavioral targets, including positive reinforcement, reflection reminders, and challenging negative thoughts. From the student perspective, the mobile sensing platform helps to ease continued self-tracking practices. Students expressed their need for integrated behavioral targets to understand correlations between behaviors and depression. They also pointed out that they would prefer to avoid seeing negative feedback.

Conclusions: Although clinician and student participants shared views on the advantages of iSee in supporting university counseling, they had divergent opinions on the types of behavioral targets and feedback to be provided via iSee. This exploratory work gained initial insights into the design of a mobile sensing platform for depression management and informed a more conclusive research project for the future.

(J Med Internet Res 2018;20(7):e10139) doi:10.2196/10139
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Introduction

Today, college students are dealing with depression at some of the highest rates in decades. According to the 2017 National College Health Assessment, more than one-third of students had “felt so depressed that it was difficult to function” and more than two-thirds had “felt hopeless” within the previous school year [1]. Depression is associated with many other significant problems facing college students including alcohol and substance abuse, eating disorders, dropout, self-injury, and suicide [2]. Responding to this mental health issue is imperative on college campuses.

University counseling centers are the primary source for students to access mental health care on college campuses. Unfortunately, there is a lack of capacity and efficiency for university counseling centers to provide counseling services to all students whenever they need. With regard to capacity, the demand of students with depression concerns have been rapidly increasing [3], outpacing the number of staff and working hours that counseling centers could provide. For efficiency, clinicians’ reliance on students’ self-reports may delay accurate depression assessment and effective treatment delivery. Students with depression are likely to miss clinical appointments [4] or are unable to provide clear or complete information for a variety of reasons, for example forgetfulness or embarrassment [5]. When patients’ self-reports are unavailable, or not able to provide an accurate and complete profile about the patients, clinicians may have a difficult time assessing patients’ depression conditions, monitoring therapy outcomes [6], and delivering effective therapies.

We propose a large project that aims to design, develop, and implement a mobile sensing platform to address the current challenges that university counseling centers are facing. As the first step of the large project, the present study focuses on gaining insights into the usefulness and design of a mobile sensing platform in enhancing the counseling services available. A mobile sensing platform consists of three components. First, the platform relies on a variety of sensors on mobile and wearable devices which detect and measure physical properties of humans and their environment [7]. For example, smartwatches and smartphones contain onboard sensors that track people’s location, movement, sleep, and communication, as well as light and sound in the environment. Second, the platform converts the raw sensor data into behavioral targets through data analytics algorithms [7]. Behavioral targets are meaningful constructs measured by the raw sensor data. For example, raw sensor data may detect ambient light, sound, body movement, and whether the phone screen is on or off and potential behavioral targets can be extracted with regard to bedtime or waketime and sleep duration. These behavioral targets can serve as indicators of depressive symptoms (see Figure 1). Third, the platform delivers behavioral targets and feedback to clinicians and student users.

Existing research has documented the benefits of using mobile sensing technology for mental health research [7-10]. Among the pioneer projects, the MONARCA project used a variety of phone sensors, such as GPS (global positioning system) and an accelerometer, to detect the mental states of bipolar patients [11]. The StudentLife project used mobile sensing technology to monitor the daily behavior of college students and found that the tracked behaviors were associated with students’ mental states, such as stress [12]. The CrossCheck project used data collected from phone sensors and ecological momentary assessment to build models to predict mental health indicators in schizophrenic patients based on phone sensor data [8]. In addition, mobile technologies have been shown to have advantages in delivering mental health therapies [13,14]. Systematic reviews have summarized the therapeutic effects of technology mediated mental health information systems [15]. For example, mental health apps on mobile phones could improve the accessibility to treatment and facilitate proactive seeking for professional help [13,16].

Building on previous research, this study represents the first effort toward applying a mobile sensing platform in enhancing mental health services at university counseling centers. The purpose of this study is to explore and gain initial insights into the usefulness and design of the mobile sensing platform using a qualitative approach. Specifically, the first purpose of this study is to understand the usefulness of a mobile sensing platform in improving counseling services and assisting students’ self-management of their depression conditions.
Moreover, a variety of behavioral targets could be extracted statistically using algorithms and machine learning [7]. However, domain expertise and human intelligence are crucial for constructing meaningful behavioral targets. Therefore, the second purpose of this study is to explore what types of behavioral targets and feedback are helpful from both the clinicians’ and students’ perspectives.

**Methods**

**Participants**

We recruited clinicians and student participants from the counseling center at Michigan State University (MSU). Recruitment occurred between February 15, 2017 and March 30, 2017. To recruit clinician participants, an invitation email with information about the study was sent to all 21 clinicians by the director of the counseling center and 9 clinicians responded to sign up for the study. To recruit student participants, a flyer was posted on the wall of the waiting room at the counseling center. To be an eligible participant in this study, students needed to meet the following criteria: (1) be 18 years old or older; (2) currently enrolled as a college student; (3) having been diagnosed with moderate, moderate-to-severe, or severe depression; and (4) are currently receiving college counseling services for their depression condition. Twelve eligible student participants signed up for the study. Each clinician and student participant received US $15 as compensation for participating the study. All participants had to sign a consent form in accordance with a study protocol approved by the MSU Institutional Review Board.

For the 9 clinicians (aged 31-55 years; mean 42 years, SD 5.83; 8 female), 3 were clinical psychologists, 3 were clinical counselors, 2 were educational psychologists, and 1 was a clinical social worker. For the 12 student participants (aged 19-22 years; mean 21, SD 1.22; 7 female), 5 were mildly depressed with PHQ-9 (PHQ-9 is a diagnostic assessment of major depression disorder) scores ranging from 9 to 14, and 7 were moderately depressed with PHQ-9 scores ranging from 15-19. Out of the 12 student participants, 10 were undergoing treatment (ie, antidepressants) with the student health center and all of them were receiving psychological counseling at the MSU counseling center or counseling service outside the MSU campus.

**Procedures**

We conducted semistructured interviews with all of the participants and the interviews lasted between 40 and 50 minutes. Interviews with clinicians were conducted in their offices; interviews with student participants were conducted at a location of their choice. The interviewees were informed that the background of the study was to develop and design a mobile sensing platform named iSee. The interviewees were informed that the iSee system leveraged the mobile sensing capacity of the mobile phone to collect raw sensor data related to physical properties of humans and environment. The iSee system then used data analytics to convert raw sensor data into meaningful behavioral targets, and then deliver behavioral targets information through a dashboard to clinicians and through a mobile app to students. For the interviews with the clinicians, the interviewer first described iSee and then displayed an example of a representation of sensed data from a student’s phone that might be presented on a clinician’s dashboard (Figure 2). For the interviews with the student participants, the interviewer first administrated PHQ-9 with paper and pencil to characterize the sample, then described iSee, and finally presented an example of output of sensed data on a mobile app (Figure 3). The interviewer explained to clinicians and students that the figures presented were only conceptual prototypes of iSee, and the purpose of the interview was to solicit their thoughts and opinion about the usefulness of iSee, what sensed behavioral targets they preferred, and how to present them via iSee.

After the introduction, three general lines of inquiry were pursued using semistructured interviews: (1) how the mobile sensing platform might be useful to counseling service (clinicians) and depression management (students), (2) what behavioral targets should be provided and in what format they should be provided to maximize the usefulness, and (3) identification of barriers to using the mobile sensing platform for clinicians and students (see interview protocols in Multimedia Appendix 1). All the interviews were audio recorded.
Figure 2. A conceptual prototype of iSee sensing platform and interface for clinicians.
Data Analysis

All interviews were transcribed, and the interview data was analyzed using thematic analysis with an inductive approach [17]. Three researchers read the transcripts, familiarized themselves with the data, and independently generated an initial list of codes which represented the most basic elements in the raw data. In the next step, the same 3 researchers met frequently to discuss their initial codes, group initial codes into larger categories, and extracted the underlying concepts in the initial codes. In the subsequent analysis, they searched for themes, sorted the different categories and concepts into potential themes, and collated all the relevant coded data extracts within the identified themes using Nvivo 11. The last step of the analysis focused on reviewing all the collated extracts for each theme, considering whether they appeared to form a coherent pattern, and examining the validity of individual themes in relation to the entire dataset. This process involved iterative coding, memo writing, and constant comparison of the data to the emerging themes. The three researchers have background in health communication, which may affect their data interpretation and choices of themes.

Results

Clinician Perspective

We first report the findings from the clinician perspective with respect to the usefulness of iSee in improving college counseling
service for depression management, the preferred behavioral target data and feedback, and concerns about using iSee in counseling practice.

Usefulness of iSee in Counseling

Objective Feedback to Students with Depression

Seven clinicians believed that behavioral targets tracked via the mobile sensing platform would provide students with an objective check against their subjective beliefs about their behaviors.

...for people with depression, the subjective life experience is often different than the objective. You may think you’re not eating enough, but you’re eating too much; or you might think you’ve walked enough, but really you haven’t; and instead, you’ve lain on bed for 14 hours. [Clinician 1]

In particular, clinicians explained that depression could create a tendency to view things more negatively.

My clients always think negatively about themselves because that is what depression does. So, having the tracked data might help them do reality check. Like, you say have no friends and nobody likes you, but you have these many text messages exchanged with your friends. [Clinician 4]

Objective Evidence to Clinicians

Seven clinicians said that they would assign homework (eg, increase physical activity) for students to complete between counseling sessions. Clinicians spoke about how the mobile behavioral-sensing platform could help them confirm students’ compliance and adherence to the assigned homework.

I’m big on physical activity when treating depression...the data can help me to see if they are complying with the 45 minutes four days a week, then I can say confidently that we have done a serious intervention that would like parallel what would happen with a medication like an SSRI [selective serotonin reuptake inhibitor]. [Clinician 1]

Moreover, the mobile sensing platform can be useful to assist clinicians’ decision-making about what homework to assign to students.

I’d like to see my clients’ progress in completing the homework. Automatic tracking is helpful because I can go check and adjust the goals for them. Working towards small and achievable goals is very important. [Clinician 9]

It’s important to set an appropriate homework for them because if they cannot complete, they will see themselves fail, and that feeds their depression. [Clinician 3]

Filling Communication Gaps

From the interviews, we learned that a counseling session typically ran for approximately 45-50 minutes. Due to the time limit, there may not be sufficient communication between clinicians and students. Five clinicians mentioned that, during one counseling session, they tended to focus on topics such as teaching mindfulness or dealing with a mental breakdown, leaving little time to communicate with students about their depressive symptoms such as sleep disruption and social avoidance. These clinicians said that the behavioral targets provided by the mobile sensing platform could complement clinician-student communication during the counseling session.

We have a progress note for each client, like asking about their sleep and eating when we start or end a counseling session. But sometimes we don’t or forget to check progress because we are focusing on certain things like crises. But if it’s a crisis, we really have to know the basic ones. The data can be a good reminder and it actually saves a lot of time for us. [Clinician 3]

How to Provide Behavioral Targets

Data Provision to Students under Clinician Guidance

Three clinicians expressed a strong hope to have the mobile sensing platform developed and used under their guidance. This may help to maximize the benefits of showing data to students with depression while minimizing the potential risks.

If clients have never received counseling service before, and they might not have tolerance to reflect their own behaviors, telling them that their sleep quality is poor could be depressing. I would take a reserved stance in terms of how much and the kind of data given to clients, and when, depending on their conditions. [Clinician 6]

Goal-Oriented Presentation of Behavioral Targets

Four clinicians suggested organizing behavioral targets around personalized goals. Clinicians would like to work with their clients to set up small and achievable goals (eg, go to bed at 11 pm and get up at 7 am) to manage sleep dysregulation in depression. Behavioral targets can be shown in terms of students’ baseline and on-going progress towards their goals.

The best way to provide data to a client is to give them their baseline data, and then have them put in their goals, and then give them a readout at some regular interval of are you meeting your goal or exceed your goal. [Clinician 1]

Clinicians can help to put an appropriate goal for a client. Instead of giving some scores out of context, it will be helpful to tell clients how they are doing compared to their baselines. [Clinician 7]

How to Provide Feedback

Five clinicians pointed out that the value of the mobile sensing platform is that it can provide one’s real-time behavior and constant behavioral targets, which serves as the basis of personalized feedback. A weekly counseling session takes up, at most, one hour, leaving 167 more hours per week where students with depression are on their own. Feedback based on students’ tracked behavior could be delivered outside the counseling sessions by clinicians or the iSee platform. These
clinicians have mentioned that iSee could serve as an extension of counseling service beyond working hours.

Positive Reinforcement
The first type of feedback which emerged from our interview data is positive reinforcement in the form of esteem support messages, pointed out by 5 out of 9 clinicians. Esteem support messages defined as are words that acknowledge and validate one’s self-worth and achievement [18]. When students are following clinicians’ advice and making good progress in managing their depression conditions, positive reinforcement can boost their self-esteem and motivate them to continue.

I would like a portal for me to be able to go in and give them notes of encouragement. Like “Hey, John, saw your data today. You look great.” [Clinician 1]

Or if clinicians do not have time to review the behavioral target data, the system might automate message delivery based on the student’s tracked behavior. For example, Clinician 8 suggested using the iSee platform to send the support message:

When clients are doing well, they may get an alert that says good job or congratulations. They will feel good about themselves. [Clinician 8]

Reflection Reminder
Instead of showing students behavioral targets that might be demoralizing, 3 clinicians suggested that gentle reminders may be used to raise attention to a condition and encourage reflection.

When the tracked data do not look very good, you could use popup reminders that they can ask themselves questions. Like, “did you do things you need to do to take care of yourself today?” or “do you know that when your sleep is not well, you need to watch out because you might feel down this week?” [Clinician 4]

These reminders may provide reassurance, activate students’ reflection, or encourage preventive actions.

Challenging Negative Thoughts
Negative thoughts are a hallmark of depression. Clinician 9 pointed out that to review one’s behavior trend could provide a context to challenge one’s negative perception:

When students are depressed, they feel critical of themselves. Instead of saying, “Yay, it’s great! I moved three times today,” They are like, “I only moved three times today. This is the worst thing I’m feeling.” So, at this point of time, we can provide alternative and more positive thinking. [Clinician 9]

Barriers: Time and Liability
Time and liability are the two major barriers of using the mobile sensing platform at the counseling center. Two clinicians mentioned that they had very busy schedules, so they were not sure whether they would have time to review the data consistently. In addition, 3 clinicians were not entirely clear about their responsibilities to patients after having their behavioral targets information.

...it can be bad because if we missed something, or we can’t reach them, then we are still responsible for the information that we have. It can go both ways, but it’s just important to think about the liability piece. [Clinician 3]

Student Perspective
In this section, we report the findings from the student perspective with respect to the usefulness of iSee in managing depression, the preferred behavioral targets and feedback, and concerns about using iSee in everyday life.

Usefulness: Support Continued Self-tracking
Nine out of the 12 student participants interviewed mentioned that they had used some kind of mobile tracking apps but unfortunately, it was difficult to continue the self-tracking practice. The discontinuance of self-tracking is mainly due to the amount of effort and time spent on inputting one’s data.

I’ve tried tracking myself, but I stopped. The hardest part was logging the diet and exercise because there are so many variables that go into it. [Student 4]

I used some trackers, but you had to input all of that data. I used that for a while but stopped because that’s just like another thing to do. [Student 7]

In particular, for students with depression, they may lack the motivation and energy to do self-tracking.

When I am going through a cycle of depression, I’m like, “oh, I’m so depressed now. Tracking is going to go by the wayside. It’s just like not something on top of my list.” [Student 7]

Need for Data on Integrated Behavioral Targets
Seven out of the 12 student participants pointed out that they found data that could explain the correlations between various behavioral targets and their depression would be helpful to increase self-awareness.

I find nights that I noticeably don’t sleep well, I have a worse mood when I wake up, so sleep tracking is important to me. I want to know how much I wake up versus how long I sleep, and how that affects me. [Student 1]

I find running on treadmill and lifting weights is a way to relieve stress. It will be great if I can keep track of that and notice, hey, I feel happier today because I worked out. [Student 10]

...it’s good to kind of mentally be aware like, “wow, I ate this much food.” I tend to eat more when I’m more depressed. It’s more of a comfort food. Visualization will be helpful so that I can see really highs or lows. [Student 11]

Avoid Negative Feedback, But Seek Positive Feedback
Four student participants tried to avoid seeing negative feedback because of the increased feeling of helplessness.

I feel like just get discouraged when you always are giving me the same results, or the same thing is
happening. I want some type of improvement, but if isn’t any, I don’t want to know. [Student 12]

...isn’t depressing to see my condition get worse? I would dismiss the data if I knew it would tell me something bad. [Student 8]

In contrast, 6 student participants expressed their love and need for positive supportive messages.

...some type of motivation or support and even if you had struggles, it wouldn’t say “bad job,” but “we know you had a tough day, but tomorrow will be better” or something. [Student 8]

...just a simple update of me is good enough. Like, “good job, keep up the good work” or “good improvement.” [Student 4]

Table 1. Summary of themes from interviews with clinician and student participants.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness of the mobile sensing platform</td>
<td>• Objective feedback to students&lt;br&gt;• Objective evidence to clinicians&lt;br&gt;• Filling communication gaps</td>
</tr>
<tr>
<td>Clinician</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>• Support continued self-tracking</td>
</tr>
<tr>
<td>How to provide behavioral targets</td>
<td>• Provision under clinicians’ guidance&lt;br&gt;• Presentation oriented by personal goals</td>
</tr>
<tr>
<td>Clinician</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>• Preference of integrated behavioral targets</td>
</tr>
<tr>
<td>How to provide feedback</td>
<td>• Positive reinforcement&lt;br&gt;• Reflection reminder&lt;br&gt;• Challenge negative thoughts</td>
</tr>
<tr>
<td>Clinician</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>• Avoid negative but seek positive feedback</td>
</tr>
</tbody>
</table>

Table 1 provides a summary of major themes extracted from interviews with clinician and student participants.

During the interview, we prompted students with questions about privacy as a potential barrier of using iSee. Nine student participants did not feel privacy was an issue as long as their data were “anonymous.” Eleven students were satisfied with the privacy issue when the researcher explained that iSee would deidentify personal data before transmitting to the cloud where the data would be stored. One student would like an option to choose what data to share:

...maybe some people want to make certain things private. Like I don’t want people knowing how much I’m sleep. It would be a good idea to allow for that so people can make it function that way.

Barriers From a Student Perspective

Three out of the 12 student participants expressed their concerns about not being able to check on their behavioral targets on a regular basis. Student 7 stated:

When I’m depressed, I don’t even want to take a look at the data or the problems, or what this could be. [Student 7]

Similarly, Student 8 did not feel confident to go through the data by himself.

I don’t think I would check the tracked data all the time. It might be easier for me to go through the data with my doctor, so he can tell me what to do from there. [Student 8]

Discussion

Principal Findings and Implications

This study explored the types of behavioral targets, methods of delivering feedback, and user concerns with a mobile sensing platform, iSee, from both clinician and student perspectives. Our findings show that clinicians and students recognized the benefits of the mobile sensing platform in terms of providing objective behavioral data, filling clinician-student communication gaps, and easing continued self-tracking practice. Although clinicians and students shared thoughts on potential usefulness of iSee, they differed on preferences for the types of behavioral targets and types of feedback.

Individual Versus Integrated Behavioral Targets

Clinician and student participants expressed different views on how to provide behavioral targets.Clinicians emphasized presenting individual behavioral targets in relation to corresponding behavioral goals, whereas students would like to see integrated behavioral targets in relation to their depression.
Clinicians saw value in setting up appropriate behavioral goals that are small and achievable, such as exercising 30 minutes three days a week or sleeping for 8 hours every night. They were interested in using visualizations of sensed behavioral targets to observe how much progress students have made from their baseline behaviors to the specific goals over time. In comparison, student participants wanted to understand the correlations between clusters of behaviors and their distress. For example, a student participant may be more interested in knowing how waking up during the night and lack of deep sleep are related to a depressed feeling next day than knowing that she slept only 4 hours yesterday. This requires a juxtaposition of several behavioral targets (eg, wake up, deep sleep, sleep length) and their associations with levels of depression.

The different viewpoints between clinicians and students may be due to their different objectives, which may require different design approaches. Clinicians frequently make behavioral recommendations, and much of treatment involves encouraging patients to make those changes. Thus, tools that support such monitoring may support clinicians in being more effective in their roles. According to existing literature, students are interested in self-experimentation and learn self-management skills from personal experience [19,20,21]. Therefore, for students who may not be fully aware of the associations between their behaviors and depression, it is critical to provide integrated data visualizations to facilitate sense making of behavioral targets. For students who have the awareness of how their behaviors affect depression, they might be more motivated to set up specific behavioral goals and review relevant behavioral targets for achieving the goals. While the goals of clinicians and student participants may require different design approaches, they are compatible.

**Positive Versus Negative Feedback**

Both clinicians and students embraced positive feedback when a student was making good progress. Messages that confirmed one’s achievement, validated one’s self-worth, and encouraged continued efforts were welcomed. However, clinicians and students differed to some extent in terms of whether or not providing feedback when students were not making positive progress. Students generally declined to review the behavioral targets when it did not show any positive change because the situation may make them feel depressed. This finding was consistent with existing literature on self-trackers’ experiences. For example, one study found that self-trackers experienced frustration and anxiety when they were aware of negative tracked data [20].

Clinicians presented more diverse opinions about this issue. Some clinicians suggested using gentle reminders or reflection questions to raise students’ attention to the issue reflected in negative data. Some clinicians suggested only showing negative data to students during counseling sessions so that clinicians could discuss the data with students. As suggested in the self-tracking literature, designers could build tools that customize the individual user experience [22]. Applied to the current study, the platform could solicit students’ preferences with regard to sharing and discussing negative data with their clinicians, receiving gentle reminders without presenting the actual behavioral data, or dismissing any negative information. Future research is encouraged to ask perspective-taking questions so that clinicians and students could stand in each other’s shoes and see whether a more shared perspective could emerge.

**Concerns About Reviewing Data**

While iSee attempts to reduce the burden on students of entering data, both students and clinicians nevertheless saw reviewing the data as a potential burden. Clinicians expressed concerns about not having enough time to review students’ tracked data, while students were worried that they might not be able to check on their data when they were too depressed. Some students preferred that their clinicians take the primary role of checking on their data. These concerns reflect a barrier of effectively using iSee in the clinical setting: some uncertainty in the capacity to pay attention to behavioral targets.

A couple of steps could be taken to resolve this potential barrier. For clinicians, designers are encouraged to decrease the overhead of reviewing data and using iSee. More research should be conducted to establish a stronger confidence in behavior targets that are clinically meaningful so that clinicians can make quick relevance of the data [7]. While clinicians are protective of their time, they would spare time on the platform if they believe it is beneficial to counseling [23]. In addition, sending encouragement and motivational messages may not be a good use of clinicians’ expertise [23]. Therefore, iSee could automate the process of sending supportive messages based on users’ tracked data. For students, designers might consider using push methods, such as sending data visualizations and feedback via text messages [24], instead of expecting students to open the app and review it. Moreover, tailoring data review to students’ needs (eg, what to review, how frequently to review) could give students a sense of ownership and control [23] that enhances students’ engagement with the system.

**Limitations and Future Research**

Our study has several limitations. First, the study sample is small, and all participants were recruited from only one university counseling center. Caution should be taken when generalizing the interview results to clinicians and students from other university counseling centers and college students with depression. Nevertheless, the study site MSU is a large public university in the US; and, therefore, should share important characteristics with counseling centers, students, and clinicians from other public universities.

Another limitation is that our sample did not include any students with severe depression. More severely depressed students may have potentially different opinions regarding the use of iSee.

The third limitation of the study is the lack of field deployment. Given the exploratory nature of the study, we only presented the conceptual prototype of iSee to interviewees to solicit their thoughts and opinions. User experience may vary when they use the actual platform. For example, the quality of collected personal data could depend on the system design and implementation in the field deployment. The benefits of iSee

http://www.jmir.org/2018/7/e10139/
and useful types of behavioral target data and feedback will have to be validated once the iSee is developed and deployed. The effectiveness of design features can only be evaluated in a randomized controlled trial of the iSee system.

This study has explored potential feedback to deliver to students with depression (eg, positive feedback, reflection reminders). The next stage of research could examine how the sensor data and behavioral targets could inform the design and delivery of micro-interventions. For example, how frequently and when should an encouraging message be sent to the user? This will require extensive user testing of different design ideas and prototypes. Future work is encouraged to connect sensor data, behavioral targets, feedback, and interventions.

Finally, we also note that this study focused only on behavioral targets where there is sufficient evidence that they can be accurately sensed using mobile phone sensors. While it is possible that these findings may extend to self-reported data, we would caution against extending this to behavioral targets not explored in this study.

**Conclusion**

By conducting interviews with clinicians and student participants, we have explored the issues surrounding benefits of iSee, and useful types of behavioral target data and feedback. We have gained some initial insights such that the behavioral data generated by iSee could complement students’ activities and behaviors self-reported during counseling sessions, fill in clinician-student communication gaps, and extend therapy beyond the clinical settings by delivering appropriate feedback. With respect to preferred types of behavioral targets, we have learned that clinicians may focus on individual behavior targets with a set goal, whereas students may prefer integrated behavioral targets that assist their understanding of the relationship between their behaviors and depression. In addition, clinicians may have diverse opinions about presenting negative data to patients, whereas students try to avoid negative feedback. This qualitative work represents the first effort to understand the benefits and user needs of a mobile sensing platform such as iSee in university counseling service.
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Abstract

Background: Mobile phone sensor technology has great potential in providing behavioral markers of mental health. However, this promise has not yet been brought to fruition.

Objective: The objective of our study was to examine challenges involved in developing an app to extract behavioral markers of mental health from passive sensor data.

Methods: Both technical challenges and acceptability of passive data collection for mental health research were assessed based on literature review and results obtained from a feasibility study. Socialise, a mobile phone app developed at the Black Dog Institute, was used to collect sensor data (Bluetooth, location, and battery status) and investigate views and experiences of a group of people with lived experience of mental health challenges (N=32).

Results: On average, sensor data were obtained for 55% (Android) and 45% (iOS) of scheduled scans. Battery life was reduced from 21.3 hours to 18.8 hours when scanning every 5 minutes with a reduction of 2.5 hours or 12%. Despite this relatively small reduction, most participants reported that the app had a noticeable effect on their battery life. In addition to battery life, the purpose of data collection, trust in the organization that collects data, and perceived impact on privacy were identified as main factors for acceptability.

Conclusions: Based on the findings of the feasibility study and literature review, we recommend a commitment to open science and transparent reporting and stronger partnerships and communication with users. Sensing technology has the potential to greatly enhance the delivery and impact of mental health care. Realizing this requires all aspects of mobile phone sensor technology to be rigorously assessed.

(J Med Internet Res 2018;20(7):e10131) doi:10.2196/10131
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Introduction

Background

Mobile phone sensor technology has great potential in mental health research, providing the capability to collect objective data on behavioral indicators independent of user input [1-3].
of temporal information on dynamic variables, such as users’ feelings and activity levels. Given that these digital records reflect the lived experiences of people in their natural environments, this technology may enable the development of precise and temporally dynamic behavioral phenotypes and markers to diagnose and treat mental illnesses [5].

An ever-growing number of mobile phone apps have been developed to passively collect sensor data for mental health purposes, for example, Purple Robot is a mobile phone sensor data acquisition platform developed at Northwestern University that is available on Android devices. The platform gives access to a range of sensors including device information, battery level, Bluetooth, Wi-Fi, global positioning system (GPS), accelerometer, and communication logs [6] and has been used in research studies on mental health in the general community [7,8]. The Beiwe Research Platform was developed at Harvard University to collect research-quality data from mobile phone sensors, including use patterns, on both Android and iOS platforms in primarily clinical samples. The app collects a range of sensor data including that obtained from GPS, accelerometer, communication logs, Wi-Fi and Bluetooth (Android only), and battery use [9]. Another notable example is the large-scale Copenhagen Networks Study, a research project studying social networks in 1000 university students, which provided Android mobile phones to collect Bluetooth, Wi-Fi, communication logs, and GPS sensor data [10]. These different software and methodological approaches have resulted in different behavioral indicators being targeted, different features extracted, and different statistical approaches used to link behavioral data to mental health.

Behavioral Markers of Mental Health

Depression is associated with a number of behavioral changes, of which sociability and activity are the most studied using mobile phone sensor data. Social connectedness is a key factor in mental health and well-being. Social isolation, perceptions of loneliness, lower perceived social support, and fewer close relationships have all been linked to depression [11,12]. Mental health is also affected by the location of individuals within their social network and the number and strength of their social connections [13]. Traditionally, social networks have been investigated using self-reported data, the reliability of which has been questioned [14]. Sensor-enabled mobile phones allow for the collection of passive data to map social networks of proximity using sensor data including that obtained from Bluetooth. Eagle et al [15] were able to differentiate friends from nonfriends accurately using temporal and spatial patterns of Bluetooth data. As far as we know, mobile phones that collect Bluetooth sensor data have not yet been used in mental health studies. However, Pachucki et al [16] have used wearable proximity sensors to map a social network in high school children, showing that adolescent girls with more depressive symptoms have smaller social networks.

Depression is also associated with decreased activity and motivation and increased sedentary behavior [17]. Cross-sectional data indicates that people with depression are less likely to be active than people without depression [18]. Furthermore, longitudinal studies have shown that baseline depression is associated with increased sedentary behavior over time [18] and that low physical activity at baseline is associated with increased depression [19]. Again, mobile phone sensors, particularly GPS, are well placed to monitor an individual’s location, physical activity, and movement. Initial research in a small sample (N=18) has indicated potential features of GPS data, such as a lower diversity of visited places (location variance), more time spent in fewer locations, and a weaker 24-hour, or circadian, rhythm in location changes, that are associated with more severe depression symptoms [7].

Challenges of Mobile Phone Sensor Technology

Despite the potential of mobile phone sensor technology in mental health research, this promise has not yet been brought to fruition. The use of mobile phone sensor technology for mental health research poses several key challenges, both technical and issues specific to mental health apps. A primary technical challenge is the reliable collection of sensor data across mobile platforms and devices, for example, location data may be missing due to sensor failure to obtain GPS coordinates [20,21], participants not charging or turning off their phones, or unavailability of any network connections for a long period of time, hampering data transfer to servers [7,10]. The mode of data collection also influences data completeness, which can differ between operating systems. Passive collection of sensor data are easier to support on Android than iOS; about twice as many apps are available for Android than for iOS [22]. This likely reflects greater restrictions that iOS places on accessing system data and background activity, making personal sensing using iOS devices challenging.

Another technical issue is battery life. Frequent sampling of sensor data can consume a significant proportion of a mobile phone’s battery [23]. Ultimately, if an app collecting sensor data are too resource-intensive, users’ motivation to continue using it decreases [24], which may lead to the app being uninstalled, ceasing the flow of data to researchers. Optimizing passive data collection to obtain the most detailed information possible should therefore be balanced with expectations of users regarding battery consumption. This is a significant practical challenge faced by mobile sensing apps.

In addition, there are specific challenges for using mobile phone sensor technology for mental health purposes, such as the engagement and retention of users [25]. Increasingly, a user-centered design approach is considered an integral part of any mental health app development [26-29]. Individuals with the target disorder can provide important information about the direction and focus of the app as well as how they engage with an app given their symptom profile. For example, focus groups of individuals with Posttraumatic Stress Disorder (PTSD) indicated that PTSD Coach was particularly useful for managing acute PTSD symptoms and helping with sleep [30]. Clinicians, on the other hand, can provide input into the design and functionality of an app from a therapeutic perspective. For example, clinicians indicated that an app for individuals with bipolar disorder to self-manage their symptoms should focus on medication adherence, maintaining a stable sleep pattern, and staying physically and socially active [31]. Codesign of mental health apps with end users and other stakeholders...
increases the likelihood that the app will be perceived as attractive, usable, and helpful by the target population [24]. Although design and usability issues are often discussed for apps that require active user engagement, it is also important for passive data collection apps to increase user engagement and retention because this will ensure lower rates of missing data and dropouts. Furthermore, many apps have an ecological momentary assessment (EMA) component to complement passive sensor data collection.

User perceptions of an app’s confidential handling and use of data, as well as privacy and anonymity, are additional challenges of passive data collection [9,32,33]. Mental health data are highly sensitive because of the potential negative implications of unwanted disclosure [34]; therefore, uncertainty about whether a service is confidential can be a barrier to care [35]. Indeed, data privacy and confidentiality are major concerns for the users of mental health apps [36,37], but no consensus has yet been reached on ethical considerations that need to be addressed for the collection of passive sensor data. Moreover, user perceptions of security and privacy may differ; for example, Android and iOS users differ in characteristics such as age and gender [38] and also in their awareness about security and privacy risks of apps [39]. Deidentification may be used to protect privacy of individuals [40] but may also remove information that is important to maintain the usefulness of data, depending on context and purpose for use [41]. Systems making use of predictive analysis techniques not only collect data but also create information about personal mental health status, for example, through identification of markers for risk [42]. Therefore, social impact needs to be considered beyond individual privacy concerns.

Outline
In this study, we examined challenges of using mobile phone sensor technology for mental health research by analyzing results of a feasibility study that was conducted to test an app collecting passive sensor data. We analyzed the amount of sensor data that was collected, assessed the ability to quantify behavioral markers from Bluetooth and GPS data collected in a real-world setting, quantified battery consumption of the app, and examined user feedback on usability. No mental health questionnaires were administered as part of the feasibility study, although demographic and diagnostic data were available from the volunteer research register from which participants were drawn. We also investigated views of participants about acceptability of passive data collection for mental health research. The purpose of collecting this information was to build greater understanding of how social norms and perceptions around technology and data collection impact the feasibility, ethics, and acceptability of these technologies. We related results from our feasibility study to existing literature in these areas to identify common challenges of using mobile phone sensor technology in mental health research. We also drew some distinctions between available apps and made brief recommendations for the field going forward.

Methods
Mobile Phone App
Socialise, a mobile phone app developed at the Black Dog Institute, was used to assess the feasibility and challenges of passive data collection in a group of volunteers. We developed Socialise as a native app in Java for Android and Objective-C for iOS to collect passive data (Bluetooth and GPS) and EMA. Building on the results of a previous validation and feasibility study [43,44], we implemented several changes to improve scanning rates on iOS and here we tested Socialise version v0.2. We used silent push notifications to trigger Bluetooth and GPS scans and to upload data to the server. Silent push notifications, along with the “content-available” background update parameter, were used to deliver a payload containing an operation code corresponding to either a Bluetooth or GPS scan or one of a number of data uploads. The allowable background time for processing a push notification is sufficient to perform these scans and record data, and we hence used silent push notification to overcome some of the limitations imposed by iOS on apps running in the background. In addition, we used the significant-change location service to improve data collection rates. Unlike Android devices, no mechanism exists on iOS to allow the app to relaunch when a device restarts. By subscribing to the significant-change location service, the app is notified when the device restarts and triggers a local notification reminding participants to resume data collection.

Participants and Procedure
This study was approved by the University of New South Wales Human Research Ethics Committee (HC17203). Participants were recruited through advertisements disseminated through the Black Dog Institute volunteer research register. Individuals sign up on this register to volunteer for research. As part of the sign-up process, individuals provide demographics and diagnostic information (ie, mental disorders they have experienced in their lifetimes). To be able to participate in this study, individuals had to be 18 years or older, reside in Australia, speak English, and have a mobile phone running Android version 4.4 or newer or running iOS8 or newer. Interested individuals received a link to the study website where they could read participant information and provide consent. Of the 32 participants who provided consent to participate in the study, 31 also agreed to have their data made available on a public repository. Once they gave consent, participants received a link to install the Socialise app and a unique participant code. When participants opened the app, they were asked to give permission for the app to receive push notifications and collect location and Bluetooth data. Participants then had to fill in the unique participant code. Once the app opened, participants were asked to complete an entry survey, which included questions about the age of their mobile phone, the amount of time spent on their phone each day, and evaluation of their satisfaction with the onboarding process.

Participants were instructed to use the Socialise app for 4 weeks. Bluetooth and GPS data were collected during scans that were conducted at intervals of 8, 5, 4, or 3 minutes (equivalent to 7.5, 12, 15, and 20 scans per hour, respectively). Each scanning rate
was tested for 1 week, and participants were instructed to use their phones normally for the duration of the study.

**Data Collection**

We used the `BluetoothManager` private API on iOS devices to collect Bluetooth data, because the public `CoreBluetooth` API contains only functions for interacting with low-energy devices. It is currently not feasible to use Bluetooth Low Energy to map social networks in iOS [45]. To collect GPS data, the `CoreLocation` framework was utilized on iOS. The Android implementation leveraged the built-in Bluetooth APIs and `LocationManager` to collect Bluetooth and GPS data. Data acquisition settings were identical on iOS and Android, and both were set to collect Bluetooth, GPS, and battery data every 3, 4, 5, and 8 minutes.

Because the Bluetooth media access control address of a device is potentially personally identifiable information, these data were cryptographically hashed on the handset to ensure the privacy of participants. Hashing generates a consistent "signature" for each data item that cannot be reversed to reveal the original data value. To record only other mobile phones, detected devices were filtered according to the Bluetooth Core Specification. This involved removing any devices not matching the Class of Device 0x200 during the Bluetooth scan.

Participants were asked to complete a short questionnaire at the end of each week to document any problems that they encountered using the app. It included questions about whether they had changed phone settings (e.g., turned off GPS or mobile data or turned on airplane mode), whether they used Bluetooth on their phone, and whether they thought the Socialise app impacted battery life. These findings were evaluated using a 7-point Likert scale. In addition, a set of questions about the acceptability of sensor data collection and some contextual information about that acceptability was collected at the end of the study.

**Data Analysis**

Data completeness was assessed by comparing the number of Bluetooth and GPS scans that were scheduled for the duration of the study (9156 samples per participant) with the number of data samples that were uploaded by the app; that is, we scheduled scans every 3, 4, 5, and 8 minutes, each for a week (4 weeks), which comes to 20 \(\frac{24 \times 7 + 15 \times 24 \times 7 + 12 \times 24 \times 7 + 7 \times 24 \times 7}{7 + 15 + 12 + 7} = 9156\) total scans.

Most research using mobile phone Bluetooth to track social interactions has been performed in closed social networks [10,15,43,46]. In contrast, in this study, sensor data were collected from participants living in Australia who were unlikely to have social connections with each other. We therefore followed procedures described by Do et al [47] for analyzing Bluetooth data in a real-world setting. Instead of using Bluetooth to assess social connection between participants, Bluetooth was used to make a coarse estimate of human density around the user, which provides a rough proxy for social context. We first distinguished between known and unknown devices. Known devices were defined as devices that had been observed on at least 3 different days during the duration of the study. We then computed the average number of known and unknown devices that were detected at each hour of the day to obtain a social context profile for each participant.

We followed procedures outlined in Saeb et al [7] for analyzing GPS data. To identify location clusters, we first determined whether each GPS location data sample came from a stationary or a transition state. We calculated the time derivative to estimate movement speed for each sample and used a threshold of 1 km/h to define the boundary between the two states. We then used K-mean clustering to partition data samples in the stationary state into K clusters such that overall distances of data points to centers of their clusters were minimized. We increased the number of estimated clusters from 1 until the distance of the farthest point in each cluster to its cluster center fell below 500 m. We also estimated circadian movement, a feature that strongly correlated with self-reported depressive symptom severity [7]. Circadian movement measures to what extent participants’ sequence of locations follows a 24-hour rhythm. To calculate circadian movement, we used least squares spectral analysis [48] to obtain the spectrum of GPS location data and estimate the amount of energy that fell with the 24-hour frequency bin. Circadian movement was then defined as the logarithm of the sum of energy for longitude and latitude [7].

The battery consumption of the Socialise app was estimated by varying the scanning rate each week. Varying scan rates enabled us to differentiate the battery consumption of the Socialise app from that of other apps running on participants’ mobile phones. We estimated the battery consumption of the Socialise app using linear regression, assuming that battery consumption scaled linearly with the number of scans performed per hour. To estimate battery consumption, we first extracted data samples when the battery was discharging and then computed the change in battery charge between scans. We then estimated the length of time for the battery to be exhausted separately for each scanning rate and device. We used a robust fitting algorithm, that is, reweighted least squares with the bisquare weighting function [49], to estimate the average battery consumption across devices and how it changed with scanning rate. All analyses were performed using Matlab version R2018a (The MathWorks Inc, Natick, MA, USA).

To evaluate user perceptions of battery consumption of the app, we compared responses on perceived impact on battery life across the 4 weeks of the study to assess whether perceived impact was affected by the actual scanning rate. To examine views of participants about the acceptability of passive data collection for mental health research, we compared their responses for different data types and contexts using a one-way repeated-measures analysis of variance (ANOVA). Statistical analyses were performed using JASP version 0.8.3.1 (University of Amsterdam, Netherlands). We also collected open responses to these questions, allowing for qualitative analysis. However, owing to the small number of responses, coding to saturation was not possible and we conducted a thematic analysis instead, dividing responses into categories to determine their approximate range.
Results

Participant Characteristics

Overall, 53 people expressed interest in participating in the study. Of these, 41 completed registration and gave informed consent. Of the 41, 1 participant was not eligible because the person did not live in Australia, 1 participant withdrew, 2 participants were unable to install the app on their mobile phones, and 5 participants did not respond to the follow-up email. The remaining 32 participants successfully installed the app on their mobile phones. The age of participants was broadly distributed with the majority aged from 55 to 64 years (see Table 1). Most were female (23/30, 77%) and reported that they had been diagnosed with a mental disorder (23/32, 72%); depression and anxiety disorders were most commonly reported (Table 1).

Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex (n=30)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Female</td>
<td>23 (77)</td>
</tr>
<tr>
<td><strong>Age in years (n=30)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>5 (17)</td>
</tr>
<tr>
<td>25-34</td>
<td>6 (20)</td>
</tr>
<tr>
<td>35-44</td>
<td>5 (17)</td>
</tr>
<tr>
<td>45-54</td>
<td>4 (13)</td>
</tr>
<tr>
<td>55-64</td>
<td>7 (23)</td>
</tr>
<tr>
<td>65+</td>
<td>3 (10)</td>
</tr>
<tr>
<td><strong>Mental disorder diagnosis (n=32)</strong></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>22 (69)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>9 (28)</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Personality disorder</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Substance use disorder</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Eating disorder</td>
<td>7 (22)</td>
</tr>
<tr>
<td>Autism spectrum disorder</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Posttraumatic Stress Disorder</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Attention deficit hyperactivity disorder</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Daily phone usage (n=30)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 30 min</td>
<td>2 (7)</td>
</tr>
<tr>
<td>30 min-1 h</td>
<td>7 (23)</td>
</tr>
<tr>
<td>1-2 h</td>
<td>4 (13)</td>
</tr>
<tr>
<td>2-3 h</td>
<td>6 (20)</td>
</tr>
<tr>
<td>More than 3 h</td>
<td>11 (37)</td>
</tr>
</tbody>
</table>

Participants reported using their mobile phones regularly, and most devices were less than a year old (15/30, 50%).

Data Completeness

Over the course of the study, 1 participant withdrew and another stopped participating. We therefore obtained sensor data from 28 of the 41 who consented to participate with a retention rate of 68%. Survey data were collected from 23 participants (participants who provided at least one response on the short questionnaire at the end of each week) and 13 participants completed the exit survey, as seen in Figure 1. Over the 4 weeks, a total of 9156 data points was scheduled for each participant. On average, 55 (19%) of scheduled samples were collected on Android and 45 (20%) on iOS, as seen in Figure 2. The figure shows the percentage of the number of scheduled samples that were collected on the devices used in the study. The x-axis lists the mobile phone model that each participant used.
The scanning rates did not significantly differ between operating systems ($t_{26}=-1.33, P=.19, d=0.53$). However, the number of scans that were collected varied considerably between devices (range 16.3%-95.4%), approximating a normal distribution (iOS: $W=0.93, P=.20$; Android: $W=0.95, P=.65$). We also recorded the model of the device, but there did not appear to be a clear relationship with the scanning rate, as seen in Figure 2.
Passive Data Collection
In this study, we collected two types of sensor data (Bluetooth and GPS) using the Socialise app. Both types of data may provide behavioral indicators of mental health.

Bluetooth Connectivity
When assessing the number of mobile phone devices that were detected using Bluetooth, we observed large variability between participants, both in the total number of devices that were detected and the ratio of known and unknown devices, as seen in the top panel of Figure 3. When considering the average number of nearby mobile phones at different times of the day, few nearby devices were detected during sleeping time (0-6 am), and they were mostly known devices, as seen in the bottom panel of Figure 3. In contrast, office hours had the most device detections and also showed the highest percentage of unknown devices. In the evening, the number of known devices stabilized, whereas the number of unknown devices gradually decreased.

Global Positioning System: Location and Mobility
Location data were captured from participants throughout Australia. The top panel in Figure 4 shows the locations (latitude and longitude) of participants during the 4-week study overlaid on Google maps. Data of individual participants are color coded. The number of location clusters identified for each participant ranged from 4 to 30 with a median of 8 clusters. The bottom panel of Figure 4 shows clusters extracted from a representative participant. Dots represent the centroid of different clusters and the size of dots indicates the number of samples captured within each cluster.

Figure 5 shows the circadian movement measured at scanning intervals of 3 to 8 minutes (displayed as separate lines). Circadian movement measures to what extent the participants’ sequence of locations follows a 24-hour rhythm. Lower circadian movement scores indicate that location changes revealed a weaker 24-hour rhythm. A repeated-measures ANOVA showed no significant effect of scanning interval on circadian movement ($F_{3,69}=2.31, P=.08$), indicating that different scanning intervals did not introduce a significant bias in estimating circadian movement. Cronbach alpha was .79 (95% CI 0.61-0.89), indicating an acceptable consistency in the circadian movement estimated at different scanning intervals in different weeks.

Figure 3. Number of Bluetooth devices that were detected. Blue indicates known devices and yellow unknown devices.
Figure 4. Global positioning system location data of participants during study.

Figure 5. Circadian movement estimated from global positioning system data of individual participants.

User Experience

Battery Consumption

We considered that users typically charge their phones once per day and are awake typically from 6 am to 10 pm (16 hours). With operation of the app, battery life should ideally last at least 16 hours after a full recharge. After systematically varying the time interval between GPS and Bluetooth scans, we used a robust fitting algorithm to estimate the average battery consumption of the Socialise app across devices and scanning rates. Based on the fitted blue regression line seen in Figure 6, we estimated that the average battery life was 21.3 hours when the app did not scan at all and was reduced to 18.8 hours when the app scanned every 5 minutes, resulting in a reduction of 2.5 hours (12%) in battery life. Gray lines show data from individual devices, showing that scanning at 5-minute intervals permitted 5-29 hours of battery life. At this scanning rate, 13 out of 16 devices (81%) had an average battery life of more than 16 hours. At an interscan interval of 3 minutes, average battery life was further reduced to 17.4 hours. In comparison to the small reduction in battery life at increased scanning rates, we observed large variability in battery life across devices, as seen in Figure 6.
Different scanning rates were also subjectively evaluated by asking participants whether they felt that the app impacted their mobile phone’s battery life at the end of each week. Participants were asked the question “In the last week, did the app impact the battery life of your phone?” Overall, 23 participants answered the survey question, and 56 ratings were provided over the course of the study. Figure 7 shows the perceived impact of the app on battery life for different scanning frequencies. The percentage of respondents is shown for each of the scores of a 7-point Likert scale, where higher scores indicate greater impact. Colors indicate different scanning rates (once every 8, 5, 4, and 3 minutes with n=18 for 3 and 5 minutes and n=10 for 5 and 8 minutes). The majority of participants reported that battery life was affected by the Socialise app, in particular at higher scanning rates (every 3 or 4 minutes).

**Usability**

As part of an iterative design and development process, we asked participants to report any problems they experienced in using the Socialise app. Overall, 30 participants (30/32, 94%) answered questions about problems associated with installing and opening the app with half (15/30, 50%) indicating they experienced problems. The most common problem was difficulty logging into the app with the unique participant code (7 participants; Table 2). Many reported problems were technical, which are difficult to address in a preemptive manner because they often depend on user-dependent factors, such as the type, brand, and age of their mobile phones and user behavior (eg, skimming instructions).

Figure 6. Battery life as function of the scanning rate of the Socialise app.

![Battery life](image)

Figure 7. Participant ratings of the impact of the Socialise app on battery life.

![Perceived impact on battery life](image)
Table 2. Problems experienced installing and opening the Socialise app (n=30).

<table>
<thead>
<tr>
<th>Response</th>
<th>n (%)</th>
<th>Potential solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>No problems</td>
<td>15 (50)</td>
<td>—</td>
</tr>
<tr>
<td>Problem logging into app</td>
<td>7 (23)</td>
<td>Simplify token</td>
</tr>
<tr>
<td>User self-identified lack of proficiency with technology</td>
<td>2 (7)</td>
<td>Improve instructions</td>
</tr>
<tr>
<td>App not loading</td>
<td>1 (3)</td>
<td>Improve app release</td>
</tr>
<tr>
<td>App needing reinstallation</td>
<td>1 (3)</td>
<td>Improve instructions</td>
</tr>
<tr>
<td>Phone settings blocking app</td>
<td>1 (3)</td>
<td>Improve instructions</td>
</tr>
<tr>
<td>Unspecified problem</td>
<td>3 (10)</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 3. Problems experienced running the Socialise app.

<table>
<thead>
<tr>
<th>Response</th>
<th>n (%)</th>
<th>Potential solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>No problem</td>
<td>38 (68)</td>
<td>—</td>
</tr>
<tr>
<td>App notification telling users they restarted phones</td>
<td>7 (13)</td>
<td>Only send notification if no data are uploaded to database</td>
</tr>
<tr>
<td>Noticeable battery loss</td>
<td>2 (4)</td>
<td>Reduce scanning rate</td>
</tr>
<tr>
<td>Difficulty sending emails after app installation</td>
<td>2 (4)</td>
<td>—</td>
</tr>
<tr>
<td>App not presenting questionnaires</td>
<td>1 (2)</td>
<td>Check scheduling function of Socialise app</td>
</tr>
<tr>
<td>App not scanning</td>
<td>1 (2)</td>
<td>Check settings</td>
</tr>
<tr>
<td>Annoying to keep app open; accidentally swipe closed</td>
<td>1 (2)</td>
<td>Send notification if no data are uploaded to database</td>
</tr>
<tr>
<td>Unsure if app running properly</td>
<td>1 (2)</td>
<td>Improve instructions</td>
</tr>
<tr>
<td>Unsure about what they should be doing with app</td>
<td>1 (2)</td>
<td>Improve instructions</td>
</tr>
<tr>
<td>App not working</td>
<td>1 (2)</td>
<td>Check phone model and operating system</td>
</tr>
<tr>
<td>Unspecified problem</td>
<td>1 (2)</td>
<td>—</td>
</tr>
</tbody>
</table>

aParticipants were asked to answer questions about problems running the app four times during the study. Twenty-three unique participants answered these questions, yielding 56 responses.

Fewer participants (23/32, 72%) answered questions about problems they experienced while running the app; these questions were administered at the end of each week. In total, questions were answered 56 times over the course of the study. Just under half (11/23, 48%) of the respondents reported problems running the app, and a problem was identified 32% (18/56) of the time (Table 3). The most common problem was that the app provided a notification to participants stating that they had restarted their phone when users, in fact, had not (7 times). Again, it is evident that a number of encountered problems were technical and, as before, they may be due to mobile phone and user behavior-related factors.

Ethics

To explore ethics and privacy considerations of passive mobile phone sensor data collection, we included a set of survey questions about the acceptability of sensor data collection and some contextual information about that acceptability. Survey questions were administered at the end of the feasibility study (n=13) using a 5-point Likert scale. The top panel of Figure 8 shows that most participants expressed comfort with all aspects of data collection; 77% (10/13) of the participants were either comfortable or very comfortable with GPS, 53% (7/13) with Bluetooth, and 100% (9/9) with questionnaires. A repeated-measures ANOVA showed no main effect of data type ($F_{2,22}=2.09, P=.15, n=13$). We also asked participants how comfortable they were with data collection in different contexts, as seen in the bottom panel of Figure 8. Repeated-measures ANOVA showed a main effect of context ($F_{2,429}=7.48, P=.01$). Post hoc t-tests showed that participants were more comfortable with data collection for research than for advertising ($t_{12}=-3.99, P=.002$) and for medical intervention than for advertising ($t_{12}=3.89, P=.003$).

Thematic analysis of responses to open questions revealed the following 3 main themes: uncertainty around the purpose of data collection, helpfulness of data donation to a respected research institute with a secondary theme of trust, and the personal impact of using the app including a secondary theme of perceived impact on privacy.

Participant 11 (henceforth P11), who said they were “Neither comfortable nor uncomfortable” with GPS data collection, explained that “[I was] ok; however, as I was not fully aware of the intentions of the collection of the GPS data and my battery life declining, I started to then get uncomfortable.” Another participant, who also said “neither” for both Bluetooth and GPS tracking said, “I wasn’t sure what the purpose was,” and “[I] don’t understand the implications of this at all” [P12]. P13 said, “Why collect this data?” and “[I] cannot see what value it would be other than to satisfy arbitrary research goals” and felt it to
be “an invasion of my privacy.” These responses imply that although the level of discomfort was low overall, a degree of uncertainty existed around the purpose of data collection, and this uncertainty increased discomfort.

Another theme related to the motivation of being helpful to the research or the Institute by providing data. Overall, 4 of the 13 respondents mentioned being helpful as a motivation. P3 was “very comfortable” with GPS tracking and said, “[I] wanted to help in some way.” P2 was quite comfortable with the app running in the background “because I realize that information will be used for the betterment of [the] community.” P7 said, “[I] would like to do anything I can that might help more study,” and P8 would continue using the app or “anything that could help.” This theme is unsurprising given that these users are on a volunteer research register. A second and related theme was around trust. One user explained, “[I] trust the Black Dog [Institute]” (P3) and was therefore comfortable with passive data collection.

Many participants framed their level of comfort with data collection in terms of its perceived effect or impact on them. One participant was “very comfortable” with GPS tracking because “it didn’t affect me” (P4). Others said, “[it] does not bother me” (P2), “[it] did not bother me” (P10), or “[I] did not think much about it” (P9). However, another user who said, “[I was] comfortable” with GPS data collection, explained: “I actually forgot most of the time that it was collecting it. Which slightly made me uncomfortable just in regard to how easily it can happen” (P5). P11, who answered “neither” for effect or impact, said that GPS tracking was impacted by what they felt was draining their battery. P2 also said, “Bluetooth drains battery” and “[I] was uncomfortable” with the Bluetooth being on but also that it was “not a huge problem.” Finally, one user was “uncomfortable” with GPS tracking, explaining, “I believe it is an invasion of my privacy” (P13). However, the same user believed there were “no privacy issues” with Bluetooth data collection.

Another aspect of impact on users was the idea of perceived benefit or lack thereof for them. When responding to a question about whether they would continue to use the app: “If the app were to be modified showing people you meet and giving information about what it means, I probably would [continue using it]” (P1). However, others said they “don’t see a use for it” (P5) and “[were] not sure how useful it would be for me” (P9). This is not surprising considering that the app is solely for data collection. However, it shows that participants would expect to receive information that they can interpret themselves.

Figure 8. Participants’ comfort with aspects and context of background data collection (GPS: global positioning system).
**Discussion**

**Principle Findings**

A feasibility study was conducted to test the Socialise app and examine challenges of using mobile phone sensor technology for mental health research. Sensor data (Bluetooth, GPS, and battery status) was collected for 4 weeks, and views of participants about acceptability of passive sensor technology were investigated. We were able to collect sensor data for about half of the scheduled scans. Social context, location clusters, and circadian movement were features extracted from sensor data to examine behavioral markers that can be obtained using the app. Battery life was reduced by 2.5 hours when scanning every 5 minutes. Despite this limited impact on battery life, most participants reported that running the app noticeably affected their battery life. Participants reported that the purpose of data collection, trust in the organization that collects data, and perceived impact on privacy as important considerations for acceptability of passive data collection.

**Behavioral Markers**

Instead of assessing social connections between participants, Bluetooth data were used to make a coarse estimate of human density around the participant, which provides a rough proxy for social context. The number and familiarity of devices detected were used to differentiate social contexts. Specifically, more unfamiliar devices were detected during work hours, and fewer familiar devices were detected in the evening. This pattern largely matched that observed by Do et al [47], although the number of overall devices that were detected in our study was lower. This may be partly because we recorded only Bluetooth data from mobile phone devices while filtering out other Bluetooth devices.

We extracted two features from GPS data previously shown to have strong association with self-reported mental health data [7]: circadian movement and location clusters. Circadian movement measures to what extent participants’ sequence of locations follows a 24-hour rhythm. Comparing circadian movement assessed separately each week to values across weeks revealed good reliability (Cronbach alpha .79), indicating acceptable consistency in circadian movement estimated in different weeks at different scanning rates. Circadian movement was estimated over 1 week of GPS data, and consistency may be further improved by estimating circadian movement over longer time intervals. We also used a clustering algorithm to identify the number of location clusters that each participant visited. The number of clusters ranged from 4-30 with a median of 8 clusters, which was higher than the number of location clusters reported by Saeb et al [7], ranging from 1-9 with an average of 4.1 clusters. This may be partly due to geographical differences between studies (Australia vs United States). Human mobility patterns are strongly shaped by demographic parameters and geographical contexts, such as age and population density, and it should therefore be determined whether behavioral markers extracted from GPS data are universal or context-dependent [50,51].

**Technical Challenges**

We were able to collect sensor data for about half of the scheduled scans (Android 55%, iOS 45%). The Socialise app (v0.2) incorporated two technical modifications (ie, using push notifications to trigger scans and using significant-change location service to alert participants when their phone restarted and remind them to resume data collection) to improve data completeness on iOS devices compared with our previous studies, which revealed significant disparity between Android and iOS data acquisition rates using previous versions of the app [43,44]. The 50% data rate in this study is similar to the rate reported in a study using Purple Robot, in which 28 of 40 participants (70%) had data available for more than 50% of the time [7]. However, GPS data of only 18 participants (45%) were used for location analysis in that study, suggesting that the GPS data rate may have been lower. Likewise, in a study using Beiwe in a cohort with schizophrenia, the mean coverage of GPS and accelerometer data were 50% and 47%, respectively [52]. Missing data may limit the number of participants for whom features can be reliably estimated and may also introduce bias in outcome measures extracted from sensor data, for example, participants with fewer data points will appear to have fewer social connections [53]. Interestingly, a recent pilot study (N=16) found that the total coverage of sensor data is itself associated with self-reported clinical symptoms [52]. We found that the Socialise app, when scanning every 5 minutes, reduced battery life from 21.3 hours to 18.8 hours, a 12% reduction. We used silent push notifications to trigger scans intermittently because continuously sampling sensor data would drain the phone’s battery in a few hours. Pendão et al [54] estimated that GPS consumed 7% and Bluetooth consumed 4% of total battery power per hour when sampling continuously or 1% and 3%, respectively, when sampling periodically. Therefore, a straightforward solution to conserve battery life is to adjust intervals between data collection points. Longer time intervals between scans and shorter scanning durations can reduce battery consumption, but scanning durations that are too short may not yield meaningful sensor information [23]. Although we used silent push notifications to schedule intermittent scans, other apps use an alternating on-cycle to off-cycle schedule, in which GPS was scheduled to collect data with 1 Hz frequency for a 60-seconds on-cycle, followed by a 600-seconds off-cycle [52]. Another approach to conserve battery is to use conditional sensor activation, for example, adaptive energy allocation [55] and hierarchical sensor management [23]. These solutions reduce the activation of specific sensors at times when they are not needed.

**Ethical Considerations**

The collection of sensor data involves large quantities of individualized social and behavioral data, and security and privacy have been recognized as a high priority [9,10]. Our participants reported that the purpose of data collection was an important consideration to weigh against any perceived privacy risks, which relates to the theme of uncertainty around purposes of data collection. The consent process for mental health data collection is therefore of importance with regard to both articulating this purpose and outlining confidentiality and risk. [50,51].
of harm to patients [35]. Patient safety should be built into the design of data collection apps. Although this study did not collect mental health data, we intend to use the Socialise app in future studies to assess the mental health symptoms of participants. As such, we have built into the Socialise app a safety alert system, by which participants who indicate high scores on mental health questionnaires will be immediately given contact information about support services and be contacted by a mental health professional to provide additional support. This is consistent with the views of practitioners who have emphasized the importance of including contacts for medical professionals or other services in case of emergency or the need for immediate help [9]. Patients should be made aware of the standard turnaround time for a response to requests for help [2] and administering organizations should ensure that these expectations are clearly defined and consistently met [2].

Our results revealed a degree of uncertainty about the purpose of the study, suggesting that many participants took part without necessarily feeling informed about reasons for it. The communication of purpose should therefore be improved for future studies. Hogle [56] emphasized the need to make a clear distinction whether health-related data are collected for population-level research as opposed to individual, personal treatment or identification of issues. In addition, data processing techniques are often opaque to users, and informed consent may thus be difficult to achieve [42]. Respondents also emphasized their willingness to help the organization with its research and their trust in the organization as a stand-in for certainty about how data would be used. We believe that researchers should not rely on organizational trust as a stand-in for true understanding and informed consent because there is a risk of breach of trust if data are not used as expected.

Other issues included data ownership and the direction of any benefits created, considering that the data are from users [40]. Pentland et al [57] argued that participants should have ownership over their own data, by which they mean that app users should maintain the rights of possession, use, and disposal with some limitations on the right to disclose data about others in one’s network. This can be achieved by holding users’ data much as a bank would, with informed consent, or by storing data locally on a user’s device and requiring upload for analysis [57]. However, when it comes to data, it is those with the capacity to store, analyze, and transfer data who have meaningful power over it; therefore, the concept of data ownership is limited [58].

Passive sensor data may be used for predictive analytics to identify those at risk of mental health issues. However, there is a possibility that predictive models may increase inequalities for vulnerable groups [40], particularly when commercial interests are at play. Psychiatric profiling will identify some as being at high risk, which may shape self-perception [59] and beliefs about an individual. This is particularly significant if the individual is a minor [2]. Hence, nonmedical and commercial use of this data to estimate mental state and behavior is an area of concern [2].

**Recommendations**

Based on these findings and the literature on passive sensing, usability, and ethics, we make the following recommendations for future research on passive sensing in mental health.

**Reporting of Data Completeness and Battery Consumption to Benchmark Different Technical Solutions**

Standard reporting of meta-data will enable benchmarking of apps and identification of technical obstacles and solutions for sensor data collection across devices and operating systems. For example, we estimated that the Socialise app reduced battery life by 2.5 hours when scanning every 5 minutes. Although the app had small effect on battery consumption (81% of devices had an average battery life of more than 16 hours), users were very sensitive to battery performance. Standard reporting of data rates and battery consumption will allow quantitative comparisons between approaches and develop technical solutions that meet user expectations on battery life.

**Releasing Source Code of Data Acquisition Platforms and Feature Extraction Methods**

The number of mobile phone apps for passive sensing is still increasing, but differences in methodology and feature extraction methods can impede the reproducibility of findings. This can be overcome with a commitment to open science because a number of elements of passive data research could be shared. Currently, several sensing platforms are open source, such as Purple Robot [6] and recently, Beiwe [52]. Following this lead, methods for feature extraction could be made open source, such that scripts are available for use on different data sources, providing consistency in feature extraction. Finally, the data itself should be made available on open data repositories to enable data aggregation across studies to test potential markers in larger samples, resulting in more reproducible results [60]. However, data sharing not only has great potential but also involves concerns about privacy, confidentiality, and control of data on individuals [61]. These concerns particularly apply to sensor data such as GPS that can be reidentified [62]. Databases that allow analysis to be conducted without access to raw data may be one potential solution.

**Identifying a Limited Number of Key Markers for Mental Health**

Although the use of passive data in mental health is still exploratory, researchers need to move toward agreement on best practice methods and features. The current unrestricted number of features has the danger of inflating degrees of freedom and may endanger replicability of findings [63]. Practices such as preregistration of study hypotheses and proposed methods to quantify features could help reduce spurious correlations and will be key in identifying reliable markers of mental health [64]. However, work with different sensor modalities is at different stages of development. For example, a number of GPS features have been identified and replicated [6], whereas potential markers of social connectedness using Bluetooth data still require research to assess predictive value in open network settings. This development of new methods of data analysis is indeed one of the most immediate
challenges [5]. Once candidate methods have been identified, it will be important to test these markers in larger longitudinal studies to see whether they predict the development of mental health problems and can be used to support prevention and early intervention programs [65].

Providing Meaningful Feedback to Users

User engagement is also a key requirement for successful implementation of sensor technology in mental health research. Investigating user experience can help us understand user expectations and improve user engagement and retention [66]. Although passive data collection is designed to be unobtrusive, perceived benefit is an important consideration for continued use of mental health apps. A user-centric design process [27] and the American Psychiatric Association’s app evaluation model [67] should be followed to provide meaningful user feedback from sensor data. We also recommend using more robust measures for informed consent, considering the opacity of data analysis techniques and purposes [47] and engaging users with informative feedback derived from their data.

Transparency in the Purpose of Data Collection

Evidence from the literature and participant responses suggests that purposes of data collection are important as well as the awareness of the user. The use of data was found to be most the important factor in a person’s willingness to share their electronic personal health data [10], and participants cared most about the specific purpose for using their health information [68]. Rothstein argued that there is too much emphasis on privacy when the concern should be about autonomy [69]. This refers to the informed consent process, during which researchers should ensure understanding and enable autonomous and active consent on that basis [69]. It is therefore recommended that researchers take care to ensure that the consent process allows participants really to understand the purpose of the research. This, in turn, is likely to increase the level of comfort with data collection.

Conclusion

The use of passive data in mental health research has the potential to change the nature of identification and treatment of mental health disorders. Early identification of behavioral markers of mental health problems will allow us to preempt rather than respond, and understanding idiosyncratic patterns will enable personalized dynamic treatment delivered at the moment. Although a number of significant technological and broader challenges exist, we believe that open science, user involvement, collaborative partnerships, and transparency in our attempts, successes, and failures will bring us closer to this goal.

Data Availability

Data used in this study is available at Zenodo: http://doi.org/10.5281/zenodo.1238226. One participant did not consent to have individual data made publicly available. We did not share GPS data because this would allow reidentification of participants. The Matlab scripts used to analyze data are available at Zenodo: http://doi.org/10.5281/zenodo.1238408.
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