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Abstract

Background: Digital health can empower citizens to manage their health and address health care system problems including poor access, uncoordinated care and increasing costs. Digital health interventions are typically complex interventions. Therefore, evaluations present methodological challenges.

Objective: The objective of this study was to provide a systematic overview of the methods used to evaluate the effects of internet-based digital health interventions for citizens. Three research questions were addressed to explore methods regarding approaches (study design), effects and indicators.

Methods: We conducted a systematic review of reviews of the methods used to measure the effects of internet-based digital health interventions for citizens. The protocol was developed a priori according to Preferred Reporting Items for Systematic review and Meta-Analysis Protocols and the Cochrane Collaboration methodology for overviews of reviews. Qualitative, mixed-method, and quantitative reviews published in English or French from January 2010 to October 2016 were included. We searched for published reviews in PubMed, EMBASE, The Cochrane Database of Systematic Reviews, CINHAL and Epistemonikos. We categorized the findings based on a thematic analysis of the reviews structured around study designs, indicators, types of interventions, effects and perspectives.

Results: A total of 20 unique reviews were included. The most common digital health interventions for citizens were patient portals and patients' access to electronic health records, covered by 10/20 (50%) and 6/20 (30%) reviews, respectively. Quantitative approaches to study design included observational study (15/20 reviews, 75%), randomized controlled trial (13/20 reviews, 65%), quasi-experimental design (9/20 reviews, 45%), and pre-post studies (6/20 reviews, 30%). Qualitative studies or mixed methods were reported in 13/20 (65%) reviews. Five main categories of effects were identified: (1) health and clinical outcomes, (2) psychological and behavioral outcomes, (3) health care utilization, (4) system adoption and use, and (5) system attributes. Health and clinical outcomes were measured with both general indicators and disease-specific indicators and reported in 11/20 (55%) reviews. Patient-provider communication and patient satisfaction were the most investigated psychological and behavioral outcomes, reported in 13/20 (65%) and 12/20 (60%) reviews, respectively. Evaluation of health care utilization was included in 8/20 (40%) reviews, most of which focused on the economic effects on the health care system.

Conclusions: Although observational studies and surveys have provided evidence of benefits and satisfaction for patients, there is still little reliable evidence from randomized controlled trials of improved health outcomes. Future evaluations of digital health interventions for citizens should focus on specific populations or chronic conditions which are more likely to achieve clinically meaningful benefits and use high-quality approaches such as randomized controlled trials. Implementation research methods should also be considered. We identified a wide range of effects and indicators, most of which focused on patients as main end
users. Implications for providers and the health system should also be included in evaluations or monitoring of digital health interventions.

(J Med Internet Res 2018;20(6):e10202) doi:10.2196/10202
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**Introduction**

**Background**

Digital health is defined as the use of digital technologies to provide practical, cost-effective, safe, and scalable interventions to improve health [1], health care services, and wellness for individuals and across populations [2]. Today, numerous types of digital health interventions are available to citizens, patients, carers and the public. They are used to address health system problems including poor access, uncoordinated care and increasingly costly health care [3]. Patient portals [4], mobile health applications [5] and patients’ access to electronic health records (EHR) are common examples of digital health interventions. Interventions can also include other online platforms [6] such as medication refills, appointment scheduling, access to general medical information, or secure messaging between a patient and an institution [7]. Digital health interventions can disseminate information, aid informed decision making, and promote health. They also provide a means for information exchange and support, and manage demand for health services, lowering direct medical costs [8].

Recently, there has been an increasing public interest in digital health [9]. Digital health interventions can empower citizens to track, manage, and improve their health and quality of life while providing a more personalized health care delivery, at a lower cost and with higher efficiency and availability [10]. Digital health has also enabled unprecedented patient engagement in self-management and well-being [2]. Patients seek information from the internet to learn more about their symptoms, diagnoses, and treatments and use a range of digital health interventions to manage their illness at home and support independent living and self-care [11].

Digital health interventions have enormous potential as scalable tools to support better health and health care delivery by improving many different outcomes such as effectiveness, efficiency, accessibility, safety, and personalization [1]. Although evidence of the potential benefit of digital health for improving care delivery and patient outcomes has been described [9], numerous factors can affect patient and public engagement in using digital health interventions such as lack of motivation, busy lifestyle, poor digital literacy, complexity and usability [3]. Other difficulties include the rapid change of technology, which requires digital health interventions to evolve and be constantly updated [1].

Digital health interventions are typically complex with multiple components, and many have multiple aims. As a consequence, evaluations of digital health interventions present unique methodological challenges [1]. A variety of study designs have been implemented in practice to evaluate digital health interventions. Much of the evidence has been generated through quantitative methods, such as pilot studies or clinical trials, although the number of qualitative studies is also increasing [3]. Randomized controlled trials (RCTs) are considered the gold standard in evaluating health care interventions [12]. While RCTs are more likely to be used to assess new treatments or medicines, their applicability to evaluate the complex, multifaceted nature of digital health interventions has been widely debated [13]. RCTs have predefined protocols and strict inclusion criteria that can often mask wider implementation issues [14]. Many challenges only emerge when technologies are scaled up and implemented in ‘real-world’ complex health systems [15]. When evaluating a digital health intervention, it is essential to identify the likely benefits, define the causal model describing how the intervention will achieve its intended benefits, and broaden the portfolio of evaluation methods [1].

Researchers need to support the public, patients, clinicians, and policy-makers by creating an actionable knowledge base to identify the effects of digital health. Specific frameworks for evaluating digital health interventions have been recently developed to generate evidence required for decision-making on the appropriate approach to integrate effective strategies into broader national health systems [16]. An example is the Canada Health Infoway Benefits Evaluation Framework based on dimensions of quality, system usage and net benefits, as well as specific indicators [17]. Careful monitoring and systematic evaluations of digital health interventions, however, have been few, in contrast to the proliferation of digital health pilot projects [16]. As a consequence, the current research evidence on which methods should be used to evaluate digital health interventions is still fragmented [3].

The objective of the current study was to explore and provide a systematic overview of the methods used to evaluate the effects of internet-based digital health interventions for citizens. Internet-based digital health interventions covered by this study included patients’ access to EHR, patient portals, and other internet-based support programs. Citizens are referred to as the general population, including both healthy individuals and patients having access to health care services.

The following research questions were addressed:

1. Which approaches (study design) have been used to produce knowledge about the effects of internet-based digital health interventions for citizens?
2. Which effects have been measured and reported in studies focusing on internet-based digital health interventions for citizens?
3. Which indicators were used to measure the effects of internet-based digital health interventions for citizens, and
for whom were the effects measured (patients, health care system, society)?

Methods

Study Design

A systematic review of reviews [18] focused on the methods used to measure the effects of internet-based digital health interventions for citizens was conducted in accordance with the Preferred Reporting Items for Systematic review and Meta-Analysis Protocols (PRISMA-P) [19]. This includes a checklist of recommended items to be addressed in a systematic review protocol [20]. The protocol was developed a priori according to the International Prospective Register of Systematic Reviews (PROSPERO) template and is available upon request. We followed the Cochrane Collaboration methodology for overviews of reviews [21]. The scope of the review and eligibility criteria were formulated using the PICO(S) approach (participants, interventions, comparisons, outcomes, study designs) [21]. The Assessing the Methodological Quality of Systematic Reviews (AMSTAR) checklist was used to assess the quality of the included reviews [22].

Inclusion and Exclusion Criteria

The systematic review of reviews included qualitative, mixed-method, and quantitative studies published in English or French from January 2010 to October 2016. Review papers were eligible if (1) the primary end-user was the patient or carer or citizen, (2) they were related to internet-based digital health interventions for citizens where there was a direct form of interaction with health care providers, and (3) they evaluated the impact of implementing or using internet-based digital health interventions for citizens. Internet-based digital health interventions for citizens included patients’ access to EHR, patient portals, and other internet-based support programs. An EHR is the electronic collection of clinical data relating to one subject of care, including clinical assessments, laboratory results, radiology findings, nursing documentation, allergy information, medication information and discharge letters. Health care organizations can provide online EHR access to patients, relatives or other informal carers. Besides health care organizations, EHR access may also be offered on a national scale [7]. Electronic patient portals are defined as electronic applications (typically web-based) provided and maintained by health care institutions which can offer access to (a subset of) clinical EHR data as well as additional services, including medication refills, appointment scheduling, access to general medical information such as guidelines, or secure messaging [7]. Internet-based support programs refer to interventions, such as social support groups, online therapy for psychosocial or physical symptoms, online systems integrating information, support and coaching services [23], which can promote collaboration and help individuals with chronic conditions. Review papers were excluded if (1) they were related to interventions used solely by health care professionals (eg, clinical decision support systems), (2) they were related to interventions designed for patients without direct interaction with health care providers (eg, mHealth, self-management tools, educational platforms), and (3) they focused on patient access to health records which were not digital (eg, paper records).

Data Sources and Search Strategy

We searched for reviews published in the following electronic bibliographic databases: PubMed, EMBASE, The Cochrane Database of Systematic Reviews, CINHAL and Epistemonikos. A structured search strategy was developed using the thesaurus terms of each database and using some keywords included in the titles and abstracts of the reviews. The search strategy included terms relating to or describing internet-based digital health interventions for citizens (Multimedia Appendix 1). The results of each database search were stored in a single reference database (Endnote). Duplicate references were removed. The electronic search on the mentioned databases was performed by one research team member (PN).

Study Selection

Titles and abstracts of the review papers retrieved using the search strategy were screened by two reviewers (PN, GM). Studies that did not meet the inclusion criteria were excluded. The full texts of the selected studies were then retrieved and independently assessed for eligibility by a review team consisting of six members (PZ, TRS, TB, MPG, PN, GM). Any disagreement over the eligibility of particular studies was resolved through discussion and the involvement of another reviewer if necessary.

Data Extraction

A standardized data extraction form was developed, piloted and used to extract data from the full text of the included reviews for evidence synthesis (Multimedia Appendix 2). Extracted data used to categorize review papers included first author, year of publication, language, type of review, rationale, objectives, eligibility criteria, and the fields of the AMSTAR checklist. Additional information extracted from each review paper included: study selection, interventions, populations, settings, effects measured (types of outcome, perspectives, indicators), study design, and main findings.

Three papers were chosen to pilot the data extraction process and form. All the review team members reviewed them. A meeting was organized around data extraction to make sure that all review team members had the same understanding of the information to extract. The full texts of the included reviews were equally and randomly divided among the review members to minimize bias. For each paper, data were extracted systematically and reported on the data extraction form. Papers that did not meet the inclusion criteria were pointed out along with the reasons for exclusion. Another member then cross-checked all the papers reviewed by one member in order to agree on the selection.

Quality Assessment

The AMSTAR checklist was used to assess the quality of the included studies [22]. AMSTAR is an 11-item checklist from which reviewers assign 1 point when 1 criterion is met. This tool characterizes the quality of a systematic review at 3 levels: a score 8-11 is considered high quality (ie, minor or no methodological limitations), a score 4-7 is medium quality (ie, methodological limitations), and a score 0-3 is low quality (ie, major methodological limitations).
moderate methodological limitations), while a score 0-3 is low quality (ie, significant methodological limitations). Because this study was aimed at describing and synthesizing a body of both quantitative and qualitative literature, and not determining an effect size, no additional methods for risk of bias were conducted as they would not have affected the interpretative synthesis of the findings.

Data Synthesis
We conducted a thematic analysis of the outcomes of the included papers. Thematic analysis is the most common method adopted within narrative reviews to produce a synthesis of findings arising from a body of literature. It seeks to identify systematically emerging conceptual themes across multiple studies. The themes identified are shaped by the specific review questions [24]. The findings were analysed and structured around the study designs and indicators used to measure the effects of different interventions, the types of interventions, the impact of interventions and the perspectives for whom the outcomes were measured to answer the three research questions. Additional information was also extracted and analyzed to describe the evidence and direction of the effects reported in the included papers. The results were summarized in the form of a textual, narrative understanding of the findings supported by tabular summaries.

Results

Search Results
A total of 2,054 papers were identified from the search strategy. After removing duplicates and initial screening of titles and abstracts, 42 articles were retrieved for detailed evaluation. Following further inspection of their full-texts, 23 papers met the eligibility criteria (Multimedia Appendix 3), while the remaining 19 articles were excluded (Multimedia Appendix 4). Of the 23 papers included, there were 3 publications [25,26,27] which were part of another main study [7,28,29], leading to a total of 20 unique reviews [4,7,23,28-44]. The overall process of review selection was summarized according to the PRISMA study flow diagram (Figure 1).

Review Characteristics
The general characteristics of the studies, including the type of review [45], population, intervention, setting, and quality, were summarized by the information extracted from the analysis of the full-text articles (Table 1). There were 14/20 (70%) systematic reviews and 1/20 (5%) systematic review which also included a meta-analysis. Among the remaining reviews, 3/20 (15%) were literature, 1/20 (5%) was realist, and 1/20 (5%) was narrative. The most common internet-based digital health interventions for citizens included in the present study were patient portals and patients’ access to their EHR, covered by 10/20 (50%) and 6/20 (30%) reviews, respectively. Internet-based support programs were described in 4/20 (20%) studies. A total of 8/20 (40%) did not have any restriction regarding the study settings. Where the setting was specified, 6/20 (30%) reviews were focused on primary care, while the remaining (6/20, 30%) included outpatient and inpatient settings. According to the AMSTAR score 13/20 (65%) reviews were medium quality, while 6/20 (30%) were high quality. Only 1/20 (5%) review scored low quality. Systematic reviews had on average a higher quality than other types.

Figure 1. Preferred Reporting Items for Systematic review and Meta-Analysis (PRISMA) study flow diagram.
### Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Studies, n</th>
<th>Type of review</th>
<th>Population</th>
<th>Intervention</th>
<th>Setting</th>
<th>AMSTAR&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkureishi et al [30]</td>
<td>2016</td>
<td>53</td>
<td>Systematic review</td>
<td>Adult and paediatric patients</td>
<td>Patients’ access to EHR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Outpatient and inpatient</td>
<td>7</td>
</tr>
<tr>
<td>Amante et al [31]</td>
<td>2014</td>
<td>16</td>
<td>Systematic review</td>
<td>Patients with diabetes</td>
<td>Patient portals</td>
<td>Primary care</td>
<td>8</td>
</tr>
<tr>
<td>Bouma et al [23]</td>
<td>2015</td>
<td>16</td>
<td>Literature review</td>
<td>Cancer patients</td>
<td>Internet-based support programs</td>
<td>No restrictions</td>
<td>8</td>
</tr>
<tr>
<td>Bush et al [32]</td>
<td>2016</td>
<td>31</td>
<td>Systematic review</td>
<td>Paediatric patients</td>
<td>Patient portals</td>
<td>No restrictions</td>
<td>4</td>
</tr>
<tr>
<td>Davis Giardina et al [33]</td>
<td>2014</td>
<td>27</td>
<td>Systematic review</td>
<td>Patients</td>
<td>Patients’ access to EHR</td>
<td>No restrictions</td>
<td>5</td>
</tr>
<tr>
<td>Davis et al [34]</td>
<td>2014</td>
<td>16</td>
<td>Systematic review</td>
<td>Adult patients</td>
<td>Internet-based support programs</td>
<td>Primary care</td>
<td>6</td>
</tr>
<tr>
<td>Goldzweig et al [35]</td>
<td>2013</td>
<td>46</td>
<td>Systematic review</td>
<td>Patients</td>
<td>Patient portals</td>
<td>Primary care</td>
<td>8</td>
</tr>
<tr>
<td>Irizarry et al [4]</td>
<td>2014</td>
<td>120</td>
<td>Literature review</td>
<td>Patients</td>
<td>Patient portals</td>
<td>No restrictions</td>
<td>6</td>
</tr>
<tr>
<td>Kruse et al [29]</td>
<td>2015</td>
<td>27</td>
<td>Systematic review</td>
<td>Patients with chronic conditions</td>
<td>Patient portals</td>
<td>Outpatient and inpatient</td>
<td>4</td>
</tr>
<tr>
<td>Liu et al [36]</td>
<td>2013</td>
<td>8</td>
<td>Systematic review</td>
<td>Patients</td>
<td>Patients’ access to EHR</td>
<td>Primary care, emergency, outpa-</td>
<td>6</td>
</tr>
<tr>
<td>Mold et al [28]</td>
<td>2015</td>
<td>17</td>
<td>Systematic review</td>
<td>Patients</td>
<td>Patients’ access to EHR</td>
<td>Primary care</td>
<td>9</td>
</tr>
<tr>
<td>Osborn et al [37]</td>
<td>2010</td>
<td>26</td>
<td>Systematic review</td>
<td>Patients with diabetes</td>
<td>Patient portals</td>
<td>Primary care</td>
<td>6</td>
</tr>
<tr>
<td>Otte-Trojel et al [38]</td>
<td>2014</td>
<td>32</td>
<td>Realist review</td>
<td>Patients</td>
<td>Patient portals</td>
<td>Outpatient and inpatient</td>
<td>4</td>
</tr>
<tr>
<td>Price et al [39]</td>
<td>2015</td>
<td>23</td>
<td>Systematic review</td>
<td>Patients with chronic conditions</td>
<td>Patients’ access to EHR</td>
<td>Outpatient</td>
<td>5</td>
</tr>
<tr>
<td>Stellefson et al [40]</td>
<td>2013</td>
<td>15</td>
<td>Systematic review</td>
<td>Patients with chronic conditions</td>
<td>Internet-based support programs</td>
<td>No restrictions</td>
<td>7</td>
</tr>
<tr>
<td>Tao and Or [41]</td>
<td>2013</td>
<td>36</td>
<td>Meta-analysis</td>
<td>Patients with diabetes</td>
<td>Internet-based support programs</td>
<td>No restrictions</td>
<td>10</td>
</tr>
<tr>
<td>Tulu et al [42]</td>
<td>2016</td>
<td>23</td>
<td>Literature review</td>
<td>Patients with pulmonary conditions</td>
<td>Patient portals</td>
<td>Pulmonary practice</td>
<td>4</td>
</tr>
<tr>
<td>Turner et al [43]</td>
<td>2016</td>
<td>12</td>
<td>Narrative review</td>
<td>Patients with HIV</td>
<td>Patients’ access to EHR</td>
<td>No restrictions</td>
<td>3</td>
</tr>
<tr>
<td>Vimalananda et al [44]</td>
<td>2015</td>
<td>27</td>
<td>Systematic review</td>
<td>Patients, specialty care</td>
<td>Patient portals</td>
<td>No restrictions</td>
<td>6</td>
</tr>
</tbody>
</table>

<sup>a</sup>AMSTAR: Assessing the Methodological Quality of Systematic Reviews. Studies are classified as high (scoring 8-11), medium (4-7), or low quality (0-3).

<sup>b</sup>EHR: electronic health record.

### Overview of Research Methods

Extracted data from the studies included in this review were then analysed to address the first research question by providing an overview of the types of study design used to measure the effects of different internet-based digital health interventions for citizens (Table 2). Each review could be focused on one type of study only (eg, RCT) or include different study designs. Overall, 13/20 (65%) reviews summarised results from both quantitative and qualitative studies (including mixed methods), while the remaining 7/20 (35%) reviews contained only studies using quantitative methods (RCTs, quasi-experimental studies with control, cohort, pre-post studies, retrospective studies, cross-sectional studies, and surveys).

A total of 13/20 (65%) of the included reviews reported the use of RCTs to evaluate patients’ access to EHR, patient portals, and internet-based support programs. Quasi-experimental designs, in form of non-randomized controlled trials where subjects are allocated to intervention and control groups without a randomization method, were described in 9/20 (45%) reviews. Another method, which does not imply randomization and does not necessarily require a control group, is a pre-post study (or before-after study). Pre-post studies measure a specific outcome before and after an intervention. However, due to the lack of a control group, this study design is considered weak as it is difficult to conclude whether changes occurred due to the intervention or would have occurred anyway. Pre-post studies were reported only in 6/20 (30%) reviews.
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Table 2. Overview of research methods. No data is shown as N/A (not applicable).

<table>
<thead>
<tr>
<th>Study design</th>
<th>Interventions</th>
<th>No data is shown as N/A (not applicable).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients’ access to EHR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Patient portals</td>
</tr>
<tr>
<td>RCT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>[28,33,36,39]</td>
<td>[4,7,31,35,37,38]</td>
</tr>
<tr>
<td>Quasi experimental with control</td>
<td>[28,43]</td>
<td>[4,29,35,37,44]</td>
</tr>
<tr>
<td>Pre-post</td>
<td>[29,33,36]</td>
<td>[35,37,44]</td>
</tr>
<tr>
<td>Cohort</td>
<td>[28,33,39]</td>
<td>[4,31,38,44]</td>
</tr>
<tr>
<td>Retrospective</td>
<td>[33,39]</td>
<td>[29,33,44]</td>
</tr>
<tr>
<td>Cross-sectional or surveys</td>
<td>[28,30,33,36,39,43]</td>
<td>[4,29,31,32,35,42,44]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>[30,43]</td>
<td>[4,29,31,32,35,37,38,42,44]</td>
</tr>
<tr>
<td>Mixed methods</td>
<td>[30,43]</td>
<td>[29,31,37,38]</td>
</tr>
<tr>
<td>Other (pilot study, simulation, usability)</td>
<td>N/A</td>
<td>[4,32,37,44]</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR: electronic health record.
<sup>b</sup>RCT: randomized controlled trial.
<sup>c</sup>N/A: not applicable.

As an alternative to experimental and quasi-experimental designs, 15/20 (75%) reviews reported using observational studies to evaluate internet-based digital health interventions for citizens. These include prospective cohort studies, retrospective studies, cross-sectional studies, and surveys. Observational studies were reported for all the types of digital health interventions included in this review.

Finally, 13/20 (65%) reviews included evaluation of internet-based digital health interventions through qualitative studies or mixed methods. Use of qualitative methods was described in all the types of digital health interventions covered by this review. Some (4/20, 20%) reviews also referred to the use of other research methods including pilot studies, simulation or usability testing.

**Overview of Effects and Indicators**

To address the second and third research questions, we extracted and analyzed study data regarding which effects were measured and reported, which methods (regarding indicators) were used to measure the effects, and for whom they were measured (patients, providers, health care system, or society). These data are summarized in Table 3.

A large number of effects were measured when evaluating internet-based digital health interventions for citizens. These were classified into five main categories (1) health and clinical outcomes, (2) psychological and behavioral outcomes, (3) health care utilization, (4) system adoption and use, and (5) system attributes. The first two categories are mainly related to effects perceived by patients as main end users. While there was limited evidence of the clinical benefits for patients resulting from the implementation of internet-based digital health interventions, such as access to their EHR or patient portals, health and behavioral outcomes were often included as an object of evaluation. Health care utilization refers to a range of indicators which can affect both patients and the health care system in general. Adoption and use is another critical category related to the users of digital health interventions, namely patients and providers. Finally, system attributes refer to other effects focusing on the evaluation of the systems themselves, which can impact on patients, providers, and the health system in general.

Health and clinical outcomes were measured with both general indicators (eg, improvement in health status, quality of life, medication management, mortality, physical activity) and disease-specific indicators (eg, related to diabetes or hypertension). Overall, there were 11/20 (55%) studies which reported health and clinical outcomes.

Psychological and behavioral outcomes include a wide variety of indicators reflecting the impact on patients in changing their behavior towards the way they manage their health or a specific disease. Patient-provider communication was by far the most investigated indicator. Internet-based digital health interventions are claimed to impact on the quality of the communication between patients and health providers, and 13/20 (65%) studies examined this effect. Satisfaction was another widely used indicator. Patient satisfaction was documented in 12/20 (60%) reviews, while only 1/20 (5%) review additionally reported satisfaction for providers. Self-efficacy and self-management represent other important indicators which were included in 5/20 (25%) reviews. However, similarly to clinical outcomes, evidence of the effects on self-efficacy is limited. Other psychological and behavioral outcomes included: adherence to therapy, potential harms, perceived benefits, and perceived social support. Specific indicators measuring a change in the role of patients towards health services were: improved access to information, attitudes, empowerment, acceptance, and endorsement.
## Table 3. Overview of effects and indicators. No data is shown as N/A (not applicable).

<table>
<thead>
<tr>
<th>Outcomes and indicators</th>
<th>Perspective</th>
<th>Patients</th>
<th>Providers</th>
<th>Health system</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health and clinical outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td>[29,35,37,38,40,44]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Quality of life</td>
<td>[23,39,40]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Safety or medication management</td>
<td>[28,39]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Disease-specific measures</td>
<td>[32,39,41]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Mortality or risk factors</td>
<td>[7]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical activity or nutrition outcomes</td>
<td>[40]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Psychological and behavioral outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-management or self-efficacy</td>
<td>[33,39,40,42,43]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>[7,28-30,33,35-39,44]</td>
<td>[34]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Patient activation</td>
<td>[39]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Patient-provider communication</td>
<td>[4,7,28-30,33,37,38,42,43]</td>
<td>[4,30,37]</td>
<td>[31,34]</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Patient access to information</td>
<td>[39]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Acceptance or endorsement</td>
<td>N/A</td>
<td>[4,44]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health literacy</td>
<td>[4,37]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Awareness and knowledge</td>
<td>[39,43]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>[28,33,43]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Concerns (privacy, security)</td>
<td>[28,43]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived social support</td>
<td>[23,40]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Adherence to treatment</td>
<td>[7,31,33,35,38,43]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Empowerment</td>
<td>[7,29,31,37,38]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Attitudes</td>
<td>[35]</td>
<td>[4]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Harms (distress, stress, anxiety)</td>
<td>[23,33,39,40]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Health care utilization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient or clinic visits</td>
<td>[28]</td>
<td>N/A</td>
<td>N/A</td>
<td>[7,33,38,39,44]</td>
<td>N/A</td>
</tr>
<tr>
<td>Access or wait time</td>
<td>[28,42,44]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hospitalization rate or urgent care utilization</td>
<td>[7]</td>
<td>N/A</td>
<td>N/A</td>
<td>[7,29,33,40]</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>System adoption and use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient adoption</td>
<td>[4,32]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Professional practice</td>
<td>N/A</td>
<td></td>
<td>[31,34]</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Patient utilization</td>
<td>[33,40]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>System attributes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td>[4,32,37,38,42,43]</td>
<td>[4,38]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Utility</td>
<td>[4]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Personalization</td>
<td>[4]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Efficiency</td>
<td>[35]</td>
<td>N/A</td>
<td>N/A</td>
<td>[34]</td>
<td>N/A</td>
</tr>
</tbody>
</table>

N/A: not applicable.

Health care utilization refers to the impact of digital health interventions on the resources involved, including time used by patients and providers and use of the health care system (eg, hospitalizations and outpatient care). Evaluation of health care utilization was included in 8/20 (40%) reviews, most of which focused on the economic effects on the health care system.

System adoption and use was measured through three indicators, two of which were defined from the patient’s perspective.
Patient adoption and patient utilization refer to how patients decide to use a digital health intervention and to what extent this is used in practice. Professional practice indicates the degree to which a digital health service implies organizational changes for health care professionals. Each of these indicators was covered by 2/20 (10%) reviews.

Other indicators were also used to measure different system attributes. Of these, the most relevant was usability for patients and providers, which was included in 6/20 (30%) reviews. Each of the indicators was measured with specific tools, including data recorded from patients, questionnaires, data collected from databases or registries, and interviews.

**Synthesis of the Evidence of Benefits**

We finally summarized the main findings regarding the outcomes of different internet-based digital health interventions included in this review to provide a narrative description of the evidence of benefits. A total of 3/6 (50%) reviews focusing on the effects of providing patients access to their EHR found improved levels of patient satisfaction [28,33,36]. However, evidence was less clear for effects on health care quality, including measures of safety, effectiveness, patient-centeredness, timeliness, efficiency, and equity [33]. There have been only a few RCTs examining the effectiveness of online access to EHR on improving health outcomes, but some work has been undertaken focusing on the impact on patient decision making and health outcomes [28]. Patients reported some evidence of improvements in safety through identifying medication errors, self-care, communication and engagement with clinicians [28]. There were no reports of harm to patients, such as increased anxiety, a common fear endorsed by physicians [33], nor breaches in privacy [28]. However, some participants were concerned about privacy and security [43]. Effects on workload and system efficiency were unclear [28,33]. Evidence of benefits, including quality of care, access, productivity, self-management, associated with the use of EHR by citizens were found for patients with specific chronic health conditions [39]. In general, low use was associated with socio-demographic factors [43].

Evidence that patient portals improve health outcomes was mixed [35]. There were 3/10 (30%) reviews reporting positive effects of patient portals on better adherence to treatment and medication regimen [7,29,38]. However, overall evidence of improvement in quality of care was limited [7], and there was a lack of studies investigating long-term health outcomes [32]. As most of the patient portal evaluations targeted online interventions for chronic disease management (eg, diabetes, hypertension, depression, chronic musculoskeletal pain, or mobility difficulty), evidence of benefits was found for disease awareness and self-efficacy [29,37,41], empowerment [29,38], patient-provider communication and social support [37,38,40]. There was some evidence that patient portals impact on costs or utilization [35], including a decrease in office visits [7,29]. However, there were also some studies which found a higher health resource use [38]. In general, there was a high satisfaction and acceptance by users of patient portals [29,32,37,38,42]. Facilitators to adoption and use of patient portals were encouragement and assistance from providers and family members as well as self-engagement, while barriers included lack of skills, desire, or knowledge, technical difficulties, and lack of potential benefits [31]. Patient engagement and use of patient portals was strongly influenced by personal factors (ethnicity, education level, health literacy, health status) and health care delivery factors (provider endorsement and usability) [4]. Patient portals were mainly used by patients with chronic conditions [32]. No studies found serious adverse consequences [38].

Similarly to patient portals, other internet-based support programs for patients with chronic conditions found evidence of benefits regarding increased self-efficacy and better communication with the health care providers [40]. There was 1/4 (25%) review focused on internet support programs for cancer patients that found some positive results on quality of life and social support, as well as on disease-specific indicators including cancer-related fatigue, insomnia, and stress [23]. A meta-analysis of RCTs showed that the use of health information technology was associated with an improved glycaemic control in patients with diabetes [41].

**Discussion**

### Principal Findings

This systematic review provides an overview of the types of study design and methods used to measure the effects of internet-based digital health interventions for citizens which are reported in other reviews. We found 20 relevant reviews published since 2010, indicating a generally growing interest in the evaluation of the effects of digital health interventions for citizens such as patients’ access to their EHR and patient portals. The overall quality of the included reviews was also good, with many high-quality studies and only a few studies with methodological limitations. Non-systematic reviews generally had a lower quality score on the AMSTAR scale because this tool was specifically designed to assess systematic reviews of quantitative studies, and there is no equivalent tool for other types of reviews [46].

Although there is some evidence of benefits from observational studies and surveys, with many studies reporting value in patients having access to more information through internet-based digital health interventions, there is still little reliable evidence from experimental studies of proven effectiveness in improved patient health outcomes [47]. One reason for this may be that not all health conditions are sensitive to patients’ access to EHR as an intervention [39]. Conditions with evidence of clinical benefits for patients accessing EHR include chronic diseases (eg, diabetes) with an aspect of monitoring, either by the clinician or the patient (self-monitoring). RCTs are needed to test assumptions about the comparative effectiveness on outcomes for various patient populations [47]. However, their applicability to evaluate the complex multifaceted nature of digital health interventions has been widely debated [13]. RCTs remain an essential method for determining the impact of digital health interventions concerning efficacy and cost-effectiveness but are best undertaken when the services are highly likely to lead to clinically meaningful benefits [1]. As a consequence, patient
portals, online services or internet support programs specifically designed for chronic disease management seem to be more suitable to the use of RCTs as a research method to measure the effects on clinical outcomes. In case of digital health interventions offered to citizens, RCTs might also be useful to measure the impact on those sub-populations of people who are more likely to obtain improved outcomes.

RCTs are also best undertaken once the services are stable and can be implemented with high fidelity [1]. However, digital health interventions are typically complex interventions with multiple components and multiple aims [1]. As a consequence, evaluations present unique methodological challenges. The successful development, integration, and implementation of digital health interventions require a radical shift from traditional, and single-disciplinary academic and clinical approaches [2]. In this respect, the Normalisation Process Theory addresses the factors needed for successful implementation and integration of interventions into routine work, enabling researchers to think through issues of implementation while designing a complex intervention and its evaluation. [48]. Implementation research is another growing field which seeks to understand and work within real-world conditions, rather than trying to control for these conditions or to remove their influence as causal effects [49]. Implementation research provides a framework for using the research question as the basis for selecting among a wide range of qualitative and quantitative methods. Implementation specific research methods include non-traditional studies such as pragmatic trials, effectiveness-implementation hybrid trials, quality improvement studies, participatory action research, and mixed methods [49].

The types of study design used to evaluate internet-based digital health interventions were experimental studies, observational studies, and qualitative studies. We found only a few mixed methods studies in our review, but no other types of implementation research methods were reported. Future evaluations of internet-based digital health interventions should be appropriately designed, and where RCTs are not appropriate, make more use of implementation research methods.

The studies included in this review allowed identifying a wide range of effects and indicators, which can affect patients, providers and the health system in general. These methods can be used in evaluations of new internet-based digital health interventions implemented in the future or to monitor them over time after their introduction. Most indicators were focused on measuring direct impact on the patients as main end users. However, evaluations can also benefit from including indicators used to measure the effects for providers (such as acceptance, communication, and usability) and the health system (such as health care utilization). There is insufficient use of indicators that measure the impact on society, indicating that societal effects have minor importance, or are simply more difficult to measure.

The high number of studies measuring satisfaction and acceptance by users suggests that internet-based digital health interventions might have an important impact on patients in changing their behavior towards the way they manage their health or a specific disease. One reason might be that digital health interventions designed and implemented to improve health services for citizens/patients are more likely to have an impact on their level of satisfaction. Another reason might be that satisfaction is an indicator relatively easy to measure and monitor over time.

Measuring system adoption and use are vital to understand how patients and providers decide to adopt internet-based digital health interventions and implement them in practice. These indicators are relevant to monitor the overall impact of digital health interventions (ie, scalability) over time. People with serious chronic conditions, individuals with disabilities, parents with small children, people with a keen interest in maintaining healthy lifestyles, and the elderly or their caregivers seem more likely to adopt internet-based digital health interventions [47]. System usability for both patients and providers can in turn impact on satisfaction and use and must, therefore, be included in evaluation and monitoring activities. Patients’ interest and ability to use digital health interventions is strongly influenced by personal factors such age, ethnicity, education level, health literacy, health status, and role as a caregiver [35,37,43]. Future research should focus on identifying specific characteristics associated with a higher degree of patient engagement [4].

Evidence of clinical outcomes was still unclear, for both patients’ access to EHR and patient portals. There were, however, some positive results for improved health status and better medication management. Several studies included measurement of psychological and behavioral indicators, with evidence that internet-based digital health interventions can improve self-efficacy. Effects were more significant for patients with specific chronic health conditions. Additional research is needed to identify which features are most influential in changing health behaviors [43].

Effects on workload and system efficiency were also unclear, with some studies reporting savings, while other studies reported increased health service use when using patient portals. This suggests that patient portals might be seen as complements rather than substitutes to existing health services [38]. The inclusion of cost-effectiveness evaluations, or simpler indicators to evaluate the impact of internet-based digital health interventions on health care utilization, is necessary as the economic impact can represent an incentive for both patients and providers to use the systems.

**Study Strengths and Limitations**

The findings of the current study emerge from the analysis of reviews focused on the evaluation of the effects of different internet-based digital health interventions for citizens, rather than from the analysis of individual studies. Moreover, the results were summarised in the form of a thematic analysis since a meta-analysis was not possible due to the heterogeneity of the included reviews. However, the objective of this study was to explore and provide a systematic overview of the methods used to evaluate the effects of internet-based digital health interventions for citizens. That is, we did not intend to provide a quantitative synthesis of the effects. As such, we chose to conduct a systematic review of reviews which allowed us to answer our research questions. An a priori protocol was developed per international quality standards including the Cochrane Collaboration methodology for overviews of reviews.
PRISMA-P and PROSPERO templates. The scope and eligibility criteria were formulated using the PICOS approach. Moreover, most of the reviews included in this review were high-quality studies according to the AMSTAR checklist. Although our research did not aim at quantifying the outcomes reported in the included papers, we were still able to describe the primary evidence and direction of the effects.

Another limitation of this study was that it was not focused on a specific intervention. On the contrary, it aimed to gather information on which methods were used in the evaluation of digital health interventions. As a consequence, we purposefully chose to include reviews which were focused on a wide range of internet-based digital health interventions. This allowed us to provide a complete picture of which methods were used across different services and identify similarities or specificities. Moreover, mobile health (mHealth) interventions were beyond the scope of this study and thus not explicitly covered in the review. The term mHealth refers to the use of mobile and wireless technologies for health [50] and includes interventions that are delivered through mobile devices or the new generation of tablet computers [51].

The study protocol was designed to include only studies published from 2010. Reviews published earlier were therefore excluded. Digital health is a relatively recent field, and the majority of reviews focusing on digital health interventions has been published over the past few years. As we might have missed a few studies published before 2010, those studies are likely to be included in recent reviews. Moreover, as digital health technologies are always in rapid change, it appeared to be relevant to focus on studies which were recently conducted. The terms included in the search strategy might have also been restrictive when referring to citizens and patients. Despite these limitations, more than 2,000 studies were screened, and a total of 23 publications involving 20 unique reviews were included in this review.

Conclusions

We found many relevant reviews, indicating a generally growing interest in the evaluation of the effects of internet-based digital health interventions such as patients’ access to EHR and patient portals. Although there is some evidence of benefits and satisfaction for patients from observational studies and surveys, there is still little reliable evidence from RCTs or other experimental studies of proven effectiveness in improved patient health outcomes through the use of digital health interventions. The results of this review show that internet-based digital health interventions for citizens have a higher clinical impact on chronic disease management. Future evaluation studies focused on clinical outcomes should possibly focus on specific populations or chronic conditions which are more likely to achieve clinically meaningful benefits and use high-quality methods for study design, such as RCTs. Researchers should think through issues of implementation while designing and evaluating complex digital health interventions. Moreover, non-traditional approaches such as implementation research methods should be considered as valuable alternatives when evaluating internet-based digital health interventions. Additional research is also needed to identify which personal health record features are most influential in changing health behaviors.
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Abstract

Background: Recently, many studies have been conducted to investigate the effects of exergames on the social well-being of older adults.

Objective: The aim of this paper is to synthesize existing studies and provide an overall picture on the social effects of exergames on older adults.

Methods: A comprehensive literature search with inclusive criteria was conducted in major social science bibliographic databases. The characteristics of exergames, participants, methodology, as well as outcome measurements were extracted from the relevant studies included in the review. The bibliometric and altmetric outreach of the included studies were also investigated.

Results: A total of 10 studies were included in the review, with 8 studies having used the Nintendo Wii platform. Most of the studies recruited healthy older adults from local communities or senior activity centers. Three groups of social-related outcomes have been identified, including emotion-related, behavior-related, and attitude-related outcomes. A metric analysis has shown that the emotion-related and behavior-related outcomes received high attention from both the academic community and social media platforms.

Conclusions: Overall, the majority of exergame studies demonstrated promising results for enhanced social well-being, such as reduction of loneliness, increased social connection, and positive attitudes towards others. The paper also provided implications for health care researchers and exergame designers.

(J Med Internet Res 2018;20(6):e10486) doi:10.2196/10486
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Introduction

Significant population aging has been experienced by countries worldwide. In 2015, a report from the United Nations [1] indicated the number of older adults aged 60 and above was 901 million, which equated to 13% of the entire population. The report predicted that this number is expected to double by 2050, reaching nearly 2.1 billion people. Population ageing has become a major global demographic trend and has subsequently raised many public concerns on the well-being of older adults [2,3]. Older adults often suffer from several common negative events, such as a lack of close family ties (eg, living alone), loss of a loved one, a decline in mobility, or a reduction in active participation in social activities. The accumulation of these negative events could result in inadequate social support or impaired social interaction [4,5]. Some studies have indicated that a lack of social interaction led to frequently experienced social problems and disorders, such as social isolation and loneliness [6-8]. Given the potential harmful effects of social isolation and loneliness, it is important to develop social
interventions to reduce emotional damage to older adults and inappropriate health and social service usage.

With the advent of digital technology, exergames, which combine digital gaming and physical exercise, are commonly used as daily exercise programs [9]. Despite being originally designed for entertainment, exergames are increasingly used for health promotion. There is a rapid growth in the popularity and use of exergames as health programs in public settings, such as in communities [10], schools, and work environments [11]. Many previous studies [12,13] have assessed the potential benefits of exergames on participants’ physical, cognitive, and psychological well-being. For example, evidence from a 2-week pilot study demonstrated that exergames were able to significantly improve upper extremity function for poststroke patients [14]. A pilot study from Chan et al [15] showed that older adults in virtual reality cognitive training programs had better improvements in repetition and memory retention than those in usual programs. Albores et al [16] reported that older patients with chronic obstructive pulmonary disease showed significant improvements in their emotional well-being after a 12-week Wii Fit training program.

The social effects of exergames have drawn considerable attention from researchers [17-19]. Exergaming is a social experience which gives the players opportunities to interact with each other. This can in turn foster social networking and friendships among the players. Results from a study published by Kooiman and Sheehan [17] showed that exergaming over the internet increased students’ social relatedness in physical education. Social interaction was reported as the most important motivation for adolescents in a 20-week exergaming intervention [20]. In addition to the positive effects experienced by the younger generations, recent research on exergames has also extended to investigate the social effects of exergaming to the older population [21,22].

Considering the major concerns regarding older adults with social disorders, it is important to have an overview on whether exergames may serve as an effective intervention for the social well-being of this group of people. In the literature on exergaming, many systematic reviews examined only on the physical and cognitive benefits of exergaming on older adults [23-25]. Some studies have reviewed the psychosocial effects of exergames, however, these studies are focused on psychological changes, such as the effect of exergaming on depression, mood, and enjoyment of exercise [26-29]. Therefore, an overall picture on the social effects of exergames on older adults is required. With increasing research efforts in the field of exergaming, the current systematic review was conducted with the aim of synthesizing the existing literature and to provide implications for improving social well-being in older adults using exergaming. Additionally, the review also investigated the bibliometric and altmetric outreach of the included studies in this systematic review, to understand their impacts in both academic and nonacademic (social media) platforms.

Methods

The current review adopted the definition of an exergame from Oh and Yang [9] who defined it as “an experiential activity in which playing exergames or any videogames requires physical exertion or movements that are more than sedentary activities and also include strength, balance, and flexibility activities.” The studies included in the systematic review should thus involve exergames, according to the above definition, as the primary intervention of the study. Other inclusion criteria were: (1) the study should incorporate measures of social outcomes such as social connection, social bonding, or loneliness; (2) the study should target participants aged 55 or above; (3) the study should report original research in English. The term “older adult” commonly refers to a person having a chronological age of 65 years and older [30] but extensive studies indicate that insights into the needs of future older adults could be provided if pre-elderly adults aged 55 to 64 were included in the investigations [31,32]. Therefore, the current review included studies with participants aged 55 and above. The current review has a restriction to English-only articles because non-English publications do not appear in major bibliographic databases. In order to achieve a complete picture of exergaming effects on social outcomes, there were no constraining criteria applied with regard to the study design. Thus, the review included studies which used both qualitative and quantitative methods.

A comprehensive literature search was conducted in major social science bibliographic databases, including PsycINFO, PubMed, CINAHL, and ScienceDirect. Potential studies were identified by the combination of exergame terms (exergame OR Wii OR Kinect OR active video game), social terms (social OR social support OR social interaction OR social bonding OR communicate*), and ageing terms (aging OR aged OR elderly OR older OR senior). Reference lists of the included studies and relevant reviews were also inspected for additional studies to be included in the current systematic review. A total of 319 articles published before 22 January 2017 were retrieved for review and analysis. All articles were assessed using either the title, abstract, or full text to determine their eligibility in the systematic review conducted in this paper. The articles without full texts in any of the databases listed above excluded if the full texts could not be retrieved using online search engines or by contacting the authors directly. After identifying the final list of included studies, the characteristics of exergames, participants (country, sample size, age, and profile), methodology (study design and duration), as well as outcome measurements were extracted from the studies. Screening and data extraction was performed mainly by one reviewer, while a second reviewer was assisted by checking and editing the extracted data.

To investigate the bibliometric score (in terms of citation count), the altmetric, and the social media presence of the articles included in the systematic review, we collected citation counts from Scopus [33], as well as usage and capture data from PlumX [34] before 31 April 2017. We also collected Tweet counts, number of Mendeley readers, and the Altmetric Attention Score from Altmetric [35] for each included article. Altmetrics can be described as new or alternative measures of the impact of research objects, based mainly on social media data sources [36]. The Altmetric Attention Score is a weighted aggregate metric comprising diverse online sources from news outlets, policy documents, blogs, Wikipedia, Twitter, Facebook,
YouTube, and other social media sources. Usage data from PlumX is a combined metric incorporating counts from downloads, views, library holdings, video plays, clicks, collaborators, and other usage metrics. Capturing data from PlumX comprises counts from bookmarks, favorites, followers, readers, subscribers, watchers, exports or saves, and code forks. The 2015 QS world university rankings [37] were used to determine the prestigious universities. Prestigious universities were defined as those listed in the 2015 QS world university rankings. We used a logarithmic scale for a better visualization of the data. These metrics gave us an insight into the outreach and impact of the included studies in this systematic review.

Results

Study Selection

According to the inclusive criteria, a total of 10 studies were eligible to be included in the final review process. Figure 1 illustrates the flowchart of the systematic review process for the selection of the included studies. Tables 1 and 2 outline the key characteristics of these 10 studies.

Characteristics of the Studies Included

Exergame Types

Of the 10 studies investigated, 8 investigated social effects of exergames using Nintendo Wii, while 2 studies used Microsoft Xbox Kinect. Both platforms are the most popular exergaming platforms in the current market, and both offer console-based devices and games which make exergaming possible in the home setting. In terms of game topics, it is interesting to note that half of the studies (n=5) applied games from Nintendo Wii Sports package [39-43]. The Wii Sports game package allows participants to play virtual sport games (such as tennis, bowling, baseball, golf, or boxing) by performing body motions that they would do in actual sports. Another study from Wu, Li, and Theng [45] also used a virtual bowling game, but from the Microsoft Kinect Sports game package. Two studies used exercise games from Nintendo Wii Fit, or its successor Nintendo Wii Fit U [21,38]. Wii Fit exergames are different to Wii Sports games as they aim to improve players’ physical fitness through exercise activities such as strength training, aerobics, yoga, and balance games. Besides those simulating actual exercise, exergames with topics from daily life activities were also found in two studies [39,43], such as cookery simulation-styled Cooking Mama and party simulation-styled Wii Party.

Participants

Most of the studies recruited healthy older adults from local communities or senior activity centers. There were 2 studies [38,44], however, that investigated the social effects of exergames on older adults with physical or social problems, such as those with impaired balance, with a disability, or those who were socially isolated. Six studies included participants with Western cultural backgrounds, including the US, Australia, and Canada. Among the studies focused on Western cultural backgrounds, one study focused on African American participants [21]. Four studies were conducted in the context of Asia, all of which were conducted in Singapore. The majority of the studies had a small sample size with less than 50 participants.

Methodology

Five of the 10 studies applied poststudy qualitative methods to assess the social effects of exergames, such as semistructured interview, semistructured group interview, or focus group discussion. Among those applying quantitative methods, 4 studies tested the effects between exergames and other control conditions. For example, Wu et al [45]. Jung et al [39], and Kahlbaugh et al [40] compared exergames with traditional activities such as playing board games, watching television programs, or performing normal exercise. Xu et al’s [22] study is an exception which compared the effects among 3 exergame conditions (playing alone vs playing with elderly vs playing with youths). One study [43] applied a within-group experiment method to compare the effects before and after the exergame intervention. The duration of the intervention period ranged from 1 to 12 weeks, while most of the studies involved 8 sessions or more. Two reviewers independently applied the risk of bias tool from Cochrane Collaboration [46] to assess the methodological quality of 4 studies with control conditions. Table 3 shows the results of the quality assessment of the 4 controlled studies. According to the Cochrane recommendations [46], 2 studies [22,45] were identified to have “High Risk of Bias,” while the other 2 studies [39,40] were identified to have “Moderate or Unclear Risk of Bias.”

Social Outcomes

The findings of the included studies have identified several social-related outcomes. Based on the different natures of the outcomes, they were categorized into three groups: emotion-related, behavior-related, and attitude-related.

Emotion-Related

Loneliness was identified to be the main emotion-related social outcome affected by exergames. Jung et al conducted a study to assess the potential of Nintendo Wii in improving the quality of life among older adults in a long-term care facility [39]. Their results indicated that elderly participating in the Wii condition group had a significantly lower level of loneliness than those participating in the other condition group, who played traditional board games. Similarly, another between-group study in the US also reported that playing Wii rather than watching television programs led to a lower level of loneliness [40]. Additionally, Xu et al found a significant decrease in loneliness among older adults after exergaming, although little differences were found across different play types or age groups (young-old vs old-old) [22]. In the same study, social anxiousness was also found to have significantly declined, however, this was noticed only in the young-old participants who played exergames with youths [22].
**Table 1. Characteristics of the included studies (exergames and participants).**

<table>
<thead>
<tr>
<th>Study</th>
<th>Exergames</th>
<th>Participants</th>
<th>Country</th>
<th>Sample size</th>
<th>Age in years</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agmon et al [38]</td>
<td>Wii Fit Exergames (basic step, soccer heading, ski slalom, and table tilt)</td>
<td>Older adults with impaired balance, From care retirement communities</td>
<td>US</td>
<td>7</td>
<td>84 (5)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Older adults with impaired balance</td>
</tr>
<tr>
<td>Chao et al [21]</td>
<td>Wii Fit U (balance games, yoga poses, strength training, acrobics, and dance games)</td>
<td>Healthy older female adults aged 55 years and above, From African American community</td>
<td>US</td>
<td>12</td>
<td>64.17 (6.74)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Healthy older female adults aged 55 years and above</td>
</tr>
<tr>
<td>Jung et al [39]</td>
<td>Wii Sports (tennis, bowling, baseball and boxing) and Cooking Mama</td>
<td>Local healthy older adults, From senior activities centers</td>
<td>Singapore</td>
<td>45</td>
<td>56-92</td>
<td>• Local healthy older adults, From senior activities centers</td>
</tr>
<tr>
<td>Kahlbaugh et al [40]</td>
<td>Wii game (Wii bowling)</td>
<td>Healthy older adults, From independent living residential apartments</td>
<td>US</td>
<td>35</td>
<td>82 (9.8)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Healthy older adults, From independent living residential apartments</td>
</tr>
<tr>
<td>Keogh et al [41]</td>
<td>Nintendo Wii Sports</td>
<td>Healthy older adults, From residential aged care centers</td>
<td>Australia</td>
<td>34</td>
<td>83 (8)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Healthy older adults, From residential aged care centers</td>
</tr>
<tr>
<td>Millington [42]</td>
<td>Exergame such as Wii Bowling</td>
<td>Healthy older persons, From retirement centers</td>
<td>Canada</td>
<td>8</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>• Healthy older persons, From retirement centers</td>
</tr>
<tr>
<td>Theng et al [43]</td>
<td>Wii games such as “Wii Sports,” “Cooking Mama,” and “Wii Party”</td>
<td>Healthy older adults, From a seniors’ activity center</td>
<td>Singapore</td>
<td>28</td>
<td>&gt;60</td>
<td>• Healthy older adults, From a seniors’ activity center</td>
</tr>
<tr>
<td>Wollersheim et al [44]</td>
<td>Wii games</td>
<td>Older women with a disability or who are socially isolated</td>
<td>Australia</td>
<td>11</td>
<td>73.5 (9)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>• Older women with a disability or who are socially isolated</td>
</tr>
<tr>
<td>Wu et al [45]</td>
<td>Kinect Sport Bowling with a partner</td>
<td>Healthy old adults, From senior activity centers and community clubs</td>
<td>Singapore</td>
<td>113</td>
<td>&gt;55</td>
<td>• Healthy old adults, From senior activity centers and community clubs</td>
</tr>
<tr>
<td>Xu et al [22]</td>
<td>Three Kinect exergames</td>
<td>Local healthy older adults, From senior activities centers</td>
<td>Singapore</td>
<td>89</td>
<td>75</td>
<td>• Local healthy older adults, From senior activities centers</td>
</tr>
</tbody>
</table>

<sup>a</sup>Age presented as mean (SD).

<sup>b</sup>N/A: not available.
<table>
<thead>
<tr>
<th>Study</th>
<th>Methodology</th>
<th>Duration</th>
<th>Outcome</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Study design&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agmon et al [38]</td>
<td>Within-group, poststudy interview</td>
<td>3 sessions per week; 12 weeks</td>
<td>Socialization: semistructured interview</td>
<td>Six out of 7 participants described that they enjoyed playing Wii Fit with their grandchildren</td>
</tr>
<tr>
<td>Chao et al [21]</td>
<td>Within-group, poststudy interview</td>
<td>2 sessions per week; 12 weeks</td>
<td>Social connection: semistructured interviews</td>
<td>The program encouraged participants to get connected with others</td>
</tr>
<tr>
<td>Jung et al [39]</td>
<td>Between-group, 2 conditions:</td>
<td>3 sessions per week; 6 weeks</td>
<td>Loneliness: UCLA&lt;sup&gt;b&lt;/sup&gt; Loneliness Scale</td>
<td>Exergame group versus control group; $t_{43}=5.34$, $P&lt;.01$</td>
</tr>
<tr>
<td></td>
<td>• Playing exergames (N=30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Playing traditional board games (N=15)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kahlbaugh et al [40]</td>
<td>Between-group, 3 conditions:</td>
<td>1 session per week; 10 weeks</td>
<td>Loneliness: UCLA Loneliness Scale</td>
<td>Exergame group versus television group; $F_{2,30}=6.24$, $P&lt;.005$</td>
</tr>
<tr>
<td></td>
<td>• Playing exergames with a partner (N=16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Watching television programs with a partner (N=12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• No visits (N=7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keogh et al [41]</td>
<td>Within-group, poststudy interview</td>
<td>8 weeks</td>
<td>Socialization: semistructured group interview</td>
<td>“Several (P5 and P4) found that having a ‘new face’ to interact with and someone who would sit and listen was something to look forward to.”</td>
</tr>
<tr>
<td>Millington [42]</td>
<td>Within-group, poststudy interview</td>
<td>Wii constant use at one center; 1 to 2 times per month for another two centers</td>
<td>Social engagement: Interview</td>
<td>“Virtual bowling can bring people together in communal spaces while also ‘getting them up’ and active”</td>
</tr>
<tr>
<td>Theng et al [43]</td>
<td>Within-group, pre- and poststudy measurement</td>
<td>6 sessions</td>
<td>Positive attitude: semantic differential scale</td>
<td>Mean positive attitude towards youth: increased from 4.06 (SD 0.78) to 4.27 (SD 0.43)</td>
</tr>
<tr>
<td>Wollersheim et al [44]</td>
<td>Poststudy focus group discussion</td>
<td>2 sessions per week; 6 weeks</td>
<td>Social bonding: focus group discussion</td>
<td>“Many of the women noted that being more technologically adept allowed them to be more connected to their grandchildren.”</td>
</tr>
<tr>
<td>Wu et al [45]</td>
<td>Between-group, 4 conditions:</td>
<td>2 sessions per week; 4 weeks</td>
<td>Social presence: The Social Presence in Gaming questionnaire</td>
<td>Exergame group versus traditional exercise group: $beta=-.20$, $P&lt;.10$ (in general intention model)</td>
</tr>
<tr>
<td></td>
<td>• Playing collaborative exergame (N=26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Playing competitive exergame (N=24)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Playing collaborative traditional exercise (N=25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Playing competitive traditional exercise (N=20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xu et al [22]</td>
<td>Between-group, 3 conditions:</td>
<td>3 sessions per week; 1 week</td>
<td>3 measurements:</td>
<td>3 effects:</td>
</tr>
<tr>
<td></td>
<td>• Playing exergames with their peers (N=31)</td>
<td></td>
<td>• Loneliness: UCLA Loneliness Scale</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Playing with an adolescent (N=26)</td>
<td></td>
<td>• Social anxiousness: the interaction anxiousness scale</td>
<td>Loneliness: significantly decreased after playing exergames, $F_{1,83}=5.7$, $P&lt;.05$</td>
</tr>
<tr>
<td></td>
<td>• Playing alone (N=31)</td>
<td></td>
<td>• Sociability: sociability scale</td>
<td>Social anxiousness: did not change significantly, $F_{1,83}=1.58$, $P=.212$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Social anxiety: significantly increased after playing exergames, $F_{1,83}=3.95$, $P=.050$</td>
</tr>
</tbody>
</table>

<sup>a</sup>For social outcomes.

<sup>b</sup>UCLA: University of California, Los Angeles.
**Attitude-Related**

Wu et al [45] presented a study which examined the exergame effects on social presence, which was defined as the sense of connecting or being with others in a media-mediated environment. Their results found that older adults in the exergame setting had a significant lower social presence than those in traditional exercise. Another Singapore study from Theng et al [43] showed that playing exergames with youths led to improvement in older adults’ positive attitude toward the younger age group.

**Metric Analysis**

Currently, the study from Agmon et al [38] has received the most attention from the scholarly community to date, with a total of 105 citations, 27 of which came from prestigious universities. The study published by Wollersheim et al [44] has also received a good amount of attention with a total of 63 citations, of which 8 were from prestigious universities. Most of the citations of these two studies came from articles published between 2014 and 2016, and mainly from papers published in the fields of Medicine and Computer Science. Since the studies from Xu et al [22] and Chao et al [21] were only recently published (they were published in December 2016 and January 2017 respectively), no citations could yet be found for these articles. Figure 2 shows the bibliometric outreach of the exergame studies.

Figure 3 gives an overview of the altmetric outreach of the exergame studies. The study with the highest Altmetric Attention Score was Theng et al with a score of 29 [43]. This high score was attributed to 3 mentions on news outlets in March 2017, naming this study as an example of how Nintendo’s motion control system has helped to make gaming accessible to new groups of users. Kahlbaugh et al had a very high PlumX usage count of 5300, and a high PlumX capture count of 498 [40]. These were mainly due to abstract views, clicks on outbound links, and exports or saves on EBSCO [47].

**Table 3.** Results of quality assessment of four controlled studies included in the review.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jung et al [39]</td>
<td>Low bias</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low bias</td>
<td>Low bias</td>
<td>Low bias</td>
</tr>
<tr>
<td>Kahlbaugh et al [40]</td>
<td>Low bias</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low bias</td>
<td>Low bias</td>
<td>Low bias</td>
</tr>
<tr>
<td>Wu et al [45]</td>
<td>High bias</td>
<td>High bias</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low bias</td>
<td>Low bias</td>
<td>Low bias</td>
</tr>
<tr>
<td>Xu et al [22]</td>
<td>High bias</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low bias</td>
<td>Low bias</td>
<td>Low bias</td>
</tr>
</tbody>
</table>

*Figure 2. Overview of the bibliometric outreach of included studies.*
Figure 3. Overview of the altmetric outreach of included studies.

Agmon et al had a high count of 180 Mendeley readers, but since Altmetric.com does not include Mendeley readers in its score, this is not reflected as this study had a score of 3 [38]. Again, two recent studies [21,22] did not yet have any altmetrics, however, one tweet could already be found for the article from Chao et al [21], giving this article an Altmetric Attention Score of 0.5. Tweet counts were however low across all studies, with Milington [42] and Agmon et al [38] having the highest count of 5 tweets each.

Discussion

Principal Findings

While previous reviews have synthesized the psychosocial effects of exergames [26,28,29], the current review focused specifically on social benefits and extended to the ageing population. The systematic review shows an increasing interest in using exergames to improve the social well-being among older adults, with 9 out of 10 included studies published after the year 2010. Nevertheless, the small number of identified studies also calls for more investigation in this new research area. Several systematic reviews had similar findings in the area of exergames for mental health, with 12 and 9 studies found in the reviews published by Spek et al [48] and Li et al [28] respectively. Overall, the majority of exergame studies demonstrated promising results for enhanced social well-being in older adults, such as a reduction of loneliness, an increase in social connection, and positive attitudes towards others.

Social Benefits of Exergames

Although the social benefits of exergames are often discussed in the literature on exergames, there has been no particular review found on this topic. By summarizing the existing original studies, the findings from the current review showed that exergames could be an effective intervention for social improvements among older adults. The review supported the finding that exergames were able to reduce the loneliness level among older adults. The decrease in loneliness was perhaps not due to playing the exergame itself, but rather due to the increased interactions between the participants and other players. In a large sample survey study, Lee and Ishii-Kuntz [49] indicated that doing an activity with other people reduced loneliness among older adults. Furthermore, many of the included studies suggested that exergames provide opportunities for social interaction and connectedness with peers and family members [38,41,44]. In addition to loneliness, older adults often lack the motivation to engage in exercise. Chao et al indicated that these behavior-related social outcomes of exergames may increase exercise motivation and adherence among older adults [27]. A metric analysis has shown that the emotion-related and behavior-related outcomes of exergames received a lot of attention in the academic community as well as on social media. Attitude-related social outcomes are a new finding which have not been reported in previously published exergame reviews (eg, those published by Chao et al [27] or Matallaouei et al [29]). Exergames were found to affect a sense of being with others [45] and positive attitudes towards others [43], similar to findings in recent research on persuasive video gaming [50,51].
An experiment from a study published by Alhabash and Wise [50] found that video game role-play led to a change in students’ explicit and implicit attitudes toward Palestinians and Israelis. In another study, students who played the persuasive social impact game had an increased positive attitude towards the homeless [51]. Results from this review further supports that active video games, such as exergames, have the potential to affect older adults’ attitudes towards other groups of people. Although attitude-related social outcomes currently have a low academic impact in the exergaming research area, they have begun to receive a certain amount of discussion on social media.

Implications for Future Study
This review showed that the Nintendo Wii was the most frequently used exergaming platform in the included studies. This finding is supported by another review [27], which reported that the Nintendo Wii is one of the most accessible and popular exergames for seniors. Chao et al [27] further indicated the high attendance rates among older players in Wii exergames programs. Although the evidence suggests Wii to be a suitable platform for older adults to perform exergames, there have been no studies conducted which investigate the difference in effect between exergaming using a Wii and other platforms, such as the Microsoft Kinect consoles. More studies are needed to compare the effects of different exergaming platforms. Sport games were identified to be the favored type of games used in the included studies, and bowling was tested in 3 studies [40,42,45]. According to the American College of Sports Medicine [52], older adults are encouraged to perform physical activities that maintain or increase their balance and flexibility through slow movements. The bowling games exergames allow for slow movements which match the typical physical activities recommended for older adults. Additionally, bowling is a self-paced exercise in which older adults could take the time they needed to perform the moves [27]. Crucially, all the studies applied commercial exergames available on the market and none of the interventions were integrated with social theories. This highlights the need to combine social-related theories with exergame programs in order to optimize the effectiveness of social improvements.

Although most of studies targeted healthy older adults, two studies examined the social effects on older adults with physical disabilities [38,44]. Physical disability, particularly low mobility, has often been identified as a risk factor for social isolation among older adults [53]. Low mobility prevents seniors from participating in active social engagement and connection, leading to common social disorders such as loneliness. The two included studies with older adult participants with physical disabilities showed that playing exergames improved their social well-being by increasing social bonding with their peers and grandchildren. However, the physical limitations of this group of older adults may have led to some difficulties in interacting with the exergames. They may have been exposed to frustrating experiences or even accidents if the exergames were performed without proper human or technical assistance. As a result, health care providers and exergame designers should take this into consideration when implementing future social exergame programs for older adults with disabilities. In terms of cultural background, the studies were conducted in both Western and Asian contexts. It appears that exergames might have social effects on older adults with various cultural backgrounds, but knowledge is lacking on whether the social outcomes would be affected by cultural factors. Future studies are recommended to compare the social effects between different cultural contexts.

The study designs included in this study varied in rigor, with 6 studies applying a within-group design, and 4 studies applying between-group design by comparing exergames with a control condition. Although the majority of studies showed promising results for the use of exergames for social enhancement, the conclusions need be interpreted with caution due to the limited number of randomized controlled trials. The included studies were either predominantly small pilot trials or feasibility studies; they lacked the adequate sample sizes needed for a powered efficacy trial. Meanwhile, half of the studies used qualitative methods for data collection. Without validated quantitative instruments, their findings do not have the capacity to detect significant changes in social outcomes.

Limitations
There are some limitations in the review. Due to the limited number of identified studies, the systematic review included articles with both qualitative and quantitative analyses. The quality assessment of the included studies was difficult to conduct, and it was not possible to produce mean effect sizes via a meta-analysis. However, the review was broad in scope and included a diversity of study conditions and social outcome measures. Another limitation is that the key conclusions should be interpreted with caution due to the small number of included studies. Furthermore, relevant studies may have been unintentionally excluded because of the specific keywords used and the databases selected. Lastly, a publication bias, particularly language bias, might have occurred because we restricted the search to English language publications.
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Abstract

Focusing on primary cancer prevention can reduce its incidence. Changing health behaviors is critical to cancer prevention. Modifiable cancer risk factors include lifestyle behaviors related to vaccination, physical activity, weight control and maintenance, alcohol consumption, and tobacco use. These health habits are often formed in young adulthood, a life stage which currently intersects with the growing population of digital natives whose childhood occurred in the internet era. Social media is a critical communication medium to reach this population of digital natives. Using a life course perspective, the purpose of this viewpoint paper is to describe the current landscape of nascent research using social media to target cancer prevention efforts in young adults and propose future directions to strengthen the scientific knowledge supporting social media strategies to promote cancer prevention behaviors. Leveraging social media as a health promotion tool is a promising strategy to impact modifiable behavioral risk factors for cancer and warrants further research on developing effective communication strategies in young adults to prevent cancer in the future generations.

(J Med Internet Res 2018;20(6):e203) doi:10.2196/jmir.8882
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Introduction

Cancer is a leading cause of death in the United States and a major growing public health burden. Primary prevention is an important strategy of focus as the burgeoning scientific research supports the notion that a large portion of cancer is preventable [1,2]. Although the etiology of cancer is multifactorial and complex and differs across specific types of cancer, it has been well established that approximately 50% to 60% of all cancers can be reduced with behavior change such as vaccination, physical activity, weight control and maintenance, reducing alcohol consumption, and smoking cessation [3,4]. Given this context, it is critical for public health efforts to prioritize the fostering of positive health behaviors to reduce the future burden of cancer.

Many of these health behaviors are considered modifiable risk factors, and to an extent, may be more susceptible to change and influence during critical age periods over one’s life course. Cancer prevention efforts have traditionally focused on older adults aged 40 years and over, who tend to be eligible for most cancer screenings and have more health awareness as they naturally experience more health issues with aging. However,
much less attention has been paid to cancer prevention strategies targeted to younger age demographics, such as those aged 18-29 years, and, in particular, to strategies tailored through the use of new media. It is imperative to target young adults to promote cancer prevention behaviors before cancer develops. This younger age group is a critical developmental period that can set the stage for forming mindsets and worldviews that will ultimately shape future health habits and lifestyles [5,6]. Although cancer does not commonly occur in this age group, it is important to focus on prevention earlier in life, as cancer exposures are generally thought to occur earlier in life and contribute to cancers that are more commonly diagnosed among those 40 years and older (eg, lung, breast, colorectal, and prostate). Cancer prevention behaviors include these upstream behaviors, which can be modified earlier in life and directly relevant to young adults, as well as the more proximal action of completing recommended cancer screening, which is generally not relevant to young adults for the most common cancers (breast, prostate, and colorectal cancers).

The generation of young adults born from 1995 onwards are considered digital natives and defined as people “born or brought up during the age of digital technology and therefore familiar with computers and the internet from an early age” [7]. Young adults aged 18-29 years are the most frequent users of social media; in 2016, 86% of them used at least one social media site [8] and 92% engaged with 2 or more devices simultaneously including mobile phones, tablets, PC, and TV [9]. Social media must be considered as a public health strategy in young adults, simply because it is embedded in their everyday lives. To effectively reach them, health communication must occur where they are, engaging in online platforms, and must also be tailored using effective cancer prevention messaging uniquely suited for particular online platforms. For example, Twitter messages are limited to 280 characters and cancer prevention messaging to younger populations must take into design the linguistic and cultural factors in how to effectively communicate and engage young adults through Twitter.

In this viewpoint paper, we focus on social media and past use in primary cancer prevention in the general population and discuss how these studies can be applied to young adults to reduce the burden of cancer in the next generation of older adults. We reflect on the current state of the field and offer discussion on how previous research has implications for considering measurement and theoretical issues in future directions of research. Specifically, we provide an example of theoretical considerations from our current work (Lyson et al. Social media as a tool to promote health awareness: results from an online cervical cancer prevention study. Under review, submitted April 2018), describe various types of studies using social media for health communication with young adult digital natives with supporting examples, highlight methodological considerations in conducting studies in this field, and propose to integrate the life course perspective of cancer prevention with new forms of media, both of which overlap in the focus on young adults and lifestyle behavior change to present a unique opportunity for researchers to test effective cancer prevention strategies using social media.

Theoretical Considerations

Theoretical considerations are an important component in conducting rigorous research in social media and health. Specifically, behavior change interventions are most effectively guided and tested by conceptual frameworks appropriate for the target audience. As an example, in our past and current work, Bandura’s social cognitive theory, an interpersonal-level health behavior theory [10], has been the most relevant theory to apply to research questions focused on social media influences on health behaviors. This theory encompasses social influences on health in a wide variety of settings and can naturally be extended to the social media environment. Social cognitive theory is used to explain how people learn behaviors by observing others and through vicarious reinforcement. It emphasizes reciprocal causation of behaviors between the self and society, in which personal factors in the form of cognitive, affective, and biological events, behavioral patterns, and environmental events all operate as interacting determinants that influence each other bidirectionally, that is, “reciprocal determinism” (Figure 1). As part of the environment, Web-based social media frames and reinforces social norms; social media sites have their own “rules” for reinforcement of messages and content in terms of likes, shares, and comments that are much more explicit than in everyday life.

When applied to social media communication, social cognitive theory suggests that new ideas, values, behavior patterns, and social practices are rapidly diffused worldwide through observational learning, in part through social networks. The concept of reciprocal determinism is critical to behavior change via Web-based social networks. Not only do individuals learn facts and information from social media but they are also actively shaping the social media sites to be broader networks for social change or political movements through their participation. This reciprocity sets the stage for peer-to-peer influence, as in studies in which groups interact via Web-based social media to address health issues. Furthermore, social media enriches the availability of public health data in the environment; in Bandura’s model, social media provides a “socially mediated pathway” to disseminate communication by linking people to social networks and community settings that provide natural incentives and continued personalized guidance for desired change. The social media activities of public health organizations, such as vaccination campaigns from the Centers for Disease Control (CDC) delivered via Twitter, allow for dissemination and reinforcement of health behaviors. The concept of “observational learning,” that individuals learn from watching others perform a given behavior, informs how behavior can spread via Web-based social media.
Current Research in Social Media and Health

Public health research using social media takes place on a spectrum ranging from using social media as a real-time data source to engaging target populations online to influence health behaviors. Automated analysis of passively collected social media data can be used for disease or behavioral surveillance, including for early identification of disease outbreaks [11]. Public health organizations also deliver health information and health promotion messages using social media. In fact, the CDC has a social media toolkit intended to facilitate public health communication efforts via social media by partners and stakeholders [12]. This approach is unidirectional; experts deliver content to lay participants. The assumption in this approach is that populations at risk are willing and able to engage with health-related content and subsequently modify behavior. More recently, public health researchers have used social media to deliver health interventions that harness the immediacy of Web-based communication as well as the influence of Web-based social networks [13]. In social media intervention research, researchers interact with participants online, and participants may interact with each other. To augment our viewpoint discussion, we highlight various study designs that have been employed using social media data sources, provide supporting examples from the literature, and discuss implications for future research in social media and health.

Observational Studies Using Social Media Data Sources

Because individuals, especially young adults, publicly share health information online, social media data can provide a robust data source for behaviors that are difficult to characterize and health data that are unavailable through traditional surveillance methods. This method of “mining” social media data for public health purposes is perhaps the most widely developed type of social media health research [14]. This type of observational research may be less prone to bias as people on social media typically do not act as though they are being observed for the purpose of research, in contrast to traditional research methods that explicitly recruit people to participate in research in academic settings and ask people to report on health-related behaviors. Myriad examples of this type of work exist across disparate public health domains including substance use [15], body weight-associated stigma [16], and infectious disease surveillance [11,17]. For example, Lyles et al performed this observational type of analysis for cervical cancer prevention discussions among young women on Twitter [18]. The analysis demonstrated that women do share publicly their experiences with cervical cancer screening, often with language encouraging peers to undergo screening as well. These user-generated health promotion messages are useful for characterizing public sentiment and informing public health messaging content. More recently, we analyzed Instagram data to characterize misuse of codeine on social media and found that codeine misuse was commonly represented with the ingestion of alcohol, cannabis, and/or benzodiazepines [19]. Our findings suggested that codeine misuse was represented as normalized behavior and found in mainstream commercialization of music and cartoons on social media. Because health behaviors are often difficult to capture in traditional observational research studies that rely on self-reported survey data, social media provides a unique lens through which stigmatized behaviors can be observed through a “fly on the wall” perspective.
This literature demonstrates that public health professionals can learn about community perceptions of cancer prevention-relevant behaviors by examining social media content. There is still much unrealized potential for connecting social media content and sentiment to real-world health behaviors. Thus far, one effective use of social media data has been in the area of “infoveillance” such as in influenza forecasting [20] and real-time outbreak identification [21]. Using geocode tags from social media data content could likewise be used to geographically pinpoint challenges and opportunities in cancer prevention behaviors; this methodology has been previously applied to infectious disease outbreak research. However, as a typical methodological concern for all self-reported data, the information on the user’s location is largely based on what is provided in their user profile, which may not be complete or accurate information. For Twitter data, it is estimated that about 1% to 2% of tweets are shown to be geotagged [22].

Observational studies using social media data have the advantage of accessing vast amounts of public data readily available in real time. This immediacy is a major advantage of using social media data to inform public health surveillance. However, methodological challenges remain in conducting rigorous and unbiased studies using social media data. Social media data are user-driven data and depend on the population who chooses to publicly share information. This is a self-selected group and may not represent the general population. Access to the internet and privacy concerns influence the likelihood of posting information online [23]. Internet access, particularly on mobile devices, is growing rapidly among young adults, and mobile internet is well suited to social media use. Privacy concerns are common, but younger adults compared with older adults are more likely to have shared personal information online [23], potentially enhancing generalizability in this age group. A second limitation of social media content as a public health data source is its unstructured nature, making comparisons across platforms or even individual messages challenging. Moreover, it is often impossible to verify the identity or other relevant details about individuals who post online. In general, social media posts often lack identification, demographic information, and other details. Social media data analysis must be interpreted in light of these inherent limitations.

Unidirectional Mass Communication Health Promotion via Web-Based Social Media

Governmental organizations such as the CDC and the National Cancer Institute have used social media marketing strategies to deliver a wide array of health promotion content through multiple dissemination channels and platforms, such as blogs, Twitter, and Facebook [24]. Researchers have also used an online marketing approach for cancer prevention. As an example, Cidre-Serrano et al used Google AdWords to display skin cancer prevention messages on individuals’ search results page when users searched for tanning beds [25]. These prevention advertisements were displayed over 200,000 times over 2 months with a click-through ratio of 1%, which is generally considered sufficient for commercial purposes. Google for NonProfits and other Web-based platforms provide a limited amount of free advertising for nonprofit organizations, making this a low-cost approach for qualifying organizations. In general, the unidirectional strategy of “pushing” content at individuals has the advantages of being low-cost with a significant reach, as well as the ability to target content to specific high-risk groups (eg, young women who use tanning beds). However, data are lacking about the effect of health promotion messages delivered online. An example of planned work to address this gap would be to learn whether a Facebook advertising-based intervention aimed at reducing indoor tanning would shift knowledge and attitudes about indoor tanning and reduce individual intent to use tanning beds to ultimately prevent melanoma in high-risk groups.

Web-based social media is a powerful advertising and marketing tool as 88% of businesses use social media [26]; however, commercial entities have been shown to use social media to promote unhealthy behaviors. For example, Ricklefs et al documented the indoor tanning industry’s use of social media as a strategy for maintaining relationships with customers and to offer pricing deals that promote high-frequency tanning [27]. Similarly, e-cigarette advertising is prevalent on Twitter, particularly in states that limit other forms of tobacco advertising [28].

Provision of public health information or promotion via social media is subject to many of the same limitations as mass-media public health campaigns [29]. Social media messages are well integrated into the lives of users and can be easily accessible when they need it the most. The potential for health campaigns to go “viral,” increasing the audience size and impact, is a theoretical advantage of social media campaigns compared with traditional approaches, but it cannot be predicted or planned. Insomuch as content is easily accessible, it is, however, also easy to turn off. As with billboards, it remains unclear whether health content is reaching its intended audience. On social media, for example, many public health and medical professionals follow CDC on Twitter, but the extent of dissemination to the lay public is unknown. As with all unidirectional public health messaging, it is challenging to accurately assess the effect of such campaigns on health outcomes amidst the many other health influences in the individual’s environment. To measure the effectiveness of public health messages, innovative sampling and methods and proxy outcomes may be needed.

Web-Based Social Media Interventions for Cancer Prevention Behaviors

Social media can also be used as a delivery platform for conducting intervention studies aimed at promoting health and wellness [13,30]. Web-based interventions have significant advantages: cost, ease of participation, and ability to scale up. These interventions can also harness the interaction dynamics of Web-based social networks and create positive peer-to-peer momentum for behavior change. For instance, in the area of smoking cessation, the Tobacco Status Project (TSP) is a Facebook intervention for young adult smokers combining messaging, peer-to-peer interaction, online counseling sessions, and group cognitive-behavioral sessions. A feasibility trial achieved 72% follow-up rates and an 18% rate of reported 7-day abstinence at 12 months (9% verified) [31]. Importantly,
engagement in the intervention was high, with 92% participation in the full 3-month intervention [32]. These results demonstrate that Web-based social media platforms can be used to deliver behavioral interventions; however, the content, mode of delivery, and network structure all require careful planning and evaluation [33,34]. A clinical trial testing the efficacy of TSP on biochemically verified smoking abstinence is underway [35].

We believe that conducting interventions via social media platforms requires further study to understand the specific components that contribute to intervention effectiveness, such as the ideal intensity/timing/duration of the intervention, how/which Web-based social networks to access (general social networking vs disease-specific sites), the mix of peer-to-peer versus expert support for behavior change, how to escalate to “real-life” interventions such as pharmacologic treatment for tobacco (eg, nicotine replacement), and how to address Web-based misinformation and foster trust of information.

One of the major challenges in social media research is the rapid pace at which social media platforms evolve online and gain and lose popularity for certain segments of society. For example, Facebook has gained more users in the older age groups and has lost favor with younger age groups who have migrated to other platforms such as Snapchat. Research involving specific social media platforms can quickly become outdated as it can take several years for research studies to be funded, implemented, and ultimately published. This can be a frustrating challenge for researchers engaged in social media and health studies; although there are no easy solutions to this, there are possibilities to reframe the research questions to be more platform-agnostic and thus more widely applicable to the understanding how social media affects health behaviors. A more conceptual approach, driven by conceptual frameworks, to the research question can shed insights on constructs underlying social interactions that influence health behavior, as opposed to relying on specific platform. In considering the choice of platforms, researchers should prepare to be nimble and course-correct if they realize that the target audience or research question does not match the intended platform. Funded research should consider alternate platforms as part their research strategy and anticipate potential problems and alternative solutions to meet the needs of the research question.

Although social media interventions have the significant advantage of reaching people where they are, more complex health behaviors such as quitting smoking may require more intensive interventions beyond online social interactions. For instance, replacing in-person tobacco cessation counseling with online counseling allows participants to receive content without consuming transportation time, and at their convenience; however, there is a concern that delivering interventions online may dilute their effectiveness, especially because of the lack of personal connection. Moreover, many evidence-based interventions developed to be delivered in-person or via telephone require significant adaptation for Web-based social media [33], and reach, efficacy, and implementation may differ significantly. Future studies should incorporate rigorous methodological approaches in the design and evaluation of social media interventions by drawing on appropriate conceptual frameworks and evaluation methods from implementation sciences [36] regardless of whether they are newly developed or are adopted from existing interventions, because the “rules of engagement” online are so different from traditional health intervention environments.

Measuring outcomes is a methodological challenge in all types of studies. For social media and health research, there are various ways in which outcome measures can be obtained: (1) enrolling participants online and obtaining informed consent to follow participants for behavior change, (2) partnering with platforms to examine online actions (social media analytics such as click-throughs, page-viewing behaviors, purchases, etc), and (3) partnering with health systems for data linkage and online/clinic-hybrid interventions (linkage with electronic health records). These approaches combine traditional research methods of data collection (ie, direct data collection from participants through surveys) with innovative partnerships with social media platforms and health systems to provide a more comprehensive collection of outcome data to ascertain intervention effectiveness.

**Conclusion**

In this new era of communication, social media has tremendous potential to improve public health as it has permeated society across all socioeconomic strata and races/ethnicities [37]. Young adults comprise a diverse population on social media, which has implications for addressing future disparities in cancer. The range of research described in this viewpoint paper harnesses a variety of disciplines, ranging from data science to social science. There is a need to ensure that multidisciplinary research teams have the appropriate expertise to conduct the research; the team’s composition should be driven by the expertise needed for the proposed research questions (data science, disease-specific/clinical expertise, behavioral science, communication sciences, public health professionals, social marketing experts, and qualitative and quantitative methods). Furthermore, research is needed to understand the effects as well as risks of using social media for cancer prevention in young adults to determine the impact on reducing the future burden of cancer. Use of social media as a health promotion tool seems most relevant to modifiable behavioral risk factors in young adults and warrants further research to prevent cancer in the next generation.

**Acknowledgments**

The authors would like to acknowledge funding support from NCI (K24CA212294) for the preparation of this manuscript.
Conflicts of Interest

DR has consulted to Carrot, Inc, which makes a tobacco cessation device.

References


Abbreviations

CDC: Centers for Disease Control
TSP: Tobacco Status Project

©Urmimala Sarkar, Gem M Le, Courtney R Lyles, Danielle Ramo, Eleni Linos, Kirsten Bibbins-Domingo. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 05.06.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Tutorial

Tutorial for Using Control Systems Engineering to Optimize Adaptive Mobile Health Interventions

Eric B Hekler1,2, PhD; Daniel E Rivera3, PhD; Cesar A Martin3,4, PhD; Sayali S Phatak2, MS; Mohammad T Freigoun3, MS; Elizabeth Korinek2, PhD; Predrag Klasnja5,6, PhD; Marc A Adams2, PhD; Matthew P Buman2, PhD

1Department of Family Medicine & Public Health, University of California, San Diego, La Jolla, CA, United States
2School of Nutrition & Health Promotion, Arizona State University, Phoenix, AZ, United States
3School for Engineering of Matter, Transport, and Energy, Ira A Fulton Schools of Engineering, Arizona State University, Tempe, AZ, United States
4Facultad de Ingenieria en Electricidad y Computacion, Escuela Superior Politecnica del Litoral (ESPOL Polytechnic University), Guayaquil, Ecuador
5Kaiser Permanente Washington Health Research Institute, Seattle, WA, United States
6School of Information, University of Michigan, Ann Arbor, MI, United States

Corresponding Author:
Eric B Hekler, PhD
Department of Family Medicine & Public Health
University of California, San Diego
9500 Gilman Drive
Atkinson Hall (Mail Code 0811, Office 6113)
La Jolla, CA, 92093-0811
United States
Phone: 1 858 822 7482
Fax: 1 858 534 9338
Email: ehekler@ucsd.edu

Abstract

Background: Adaptive behavioral interventions are individualized interventions that vary support based on a person’s evolving needs. Digital technologies enable these adaptive interventions to function at scale. Adaptive interventions show great promise for producing better results compared with static interventions related to health outcomes. Our central thesis is that adaptive interventions are more likely to succeed at helping individuals meet and maintain behavioral targets if its elements can be iteratively improved via data-driven testing (ie, optimization). Control systems engineering is a discipline focused on decision making in systems that change over time and has a wealth of methods that could be useful for optimizing adaptive interventions.

Objective: The purpose of this paper was to provide an introductory tutorial on when and what to do when using control systems engineering for designing and optimizing adaptive mobile health (mHealth) behavioral interventions.

Overview: We start with a review of the need for optimization, building on the multiphase optimization strategy (MOST). We then provide an overview of control systems engineering, followed by attributes of problems that are well matched to control engineering. Key steps in the development and optimization of an adaptive intervention from a control engineering perspective are then summarized, with a focus on why, what, and when to do subtasks in each step.

Implications: Control engineering offers exciting opportunities for optimizing individualization and adaptation elements of adaptive interventions. Arguably, the time is now for control systems engineers and behavioral and health scientists to partner to advance interventions that can be individualized, adaptive, and scalable. This tutorial should aid in creating the bridge between these communities.
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Introduction

Background

Overwhelming evidence suggests health behaviors such as smoking, physical activity (PA), and diet are key to preventing noncommunicable diseases such as many forms of cancer, heart disease, and diabetes [1-4]. Across interventions (eg, human-delivered and community-based), statistically significant changes in health behaviors relative to control can be found, but these differences rarely meet clinical targets such as 10,000 steps/day for PA, particularly when focused on behavioral maintenance [5-7]. Mobile health (mHealth) interventions show promise for promoting behavior change [8], but further work is needed to realize their potential for meeting and maintaining behavioral and clinical targets. To accomplish the goal of meeting and maintaining clinically meaningful targets, many have argued for adaptive mHealth interventions that are individualized and vary the intervention based on an individual’s evolving needs [9-18].

Adaptive interventions are complex interventions [19], which, like static interventions (meaning interventions that are delivered the same way to everyone and do not adjust provision of support over time), often include multiple active ingredient components meant to facilitate behavior change, such as goal setting or problem solving. Adaptive interventions include additional elements [9,11,12]. Since adaptive interventions adjust provision of support over time, an additional element is decision points, which are the meaningful windows of time when the selection of intervention type or dose (henceforth labeled intervention option) occurs (eg, daily or monthly). Adaptive interventions also include tailoring variables, which are the baseline (eg, demographics) and time-varying information (eg, stress, affect, and weather) that informs intervention option selection at each decision point. Finally, decision rules operationalize the adaptation by specifying which intervention option to select at a given decision point based on known information such as tailoring variables.

For example, we have been developing an adaptive PA intervention, Just Walk, which includes goal setting, positive reinforcement, and self-monitoring components [20-22]. The end goal for this intervention is to help individuals meet and maintain PA guidelines of 10,000 steps per day by developing an intervention that is responsive to the idiosyncratic and dynamic nature of steps (see Case Study Overview section for more details). Just Walk includes a target of daily decision making and, thus, the decision point is each morning. Just Walk includes multiple tailoring variables (eg, stress, mood, weather, and self-efficacy) that can be used to inform the decision made at each daily decision point. One intervention component within Just Walk is a suggested daily step goal that can be adjusted each day depending on a person’s changing needs. A second intervention component is positive reinforcement for achieving goals, which, in this case, involves provision of points that translate into gift cards. For this component, available points can vary each day, thus enabling a mechanism for increasing motivation to meet a given goal on any given day.

As this example illustrates, there are many elements within this seemingly simple adaptive intervention. The central thesis of this work is that adaptive interventions are more likely to succeed at helping individuals meet and maintain behavioral targets if its elements can be iteratively improved via data-driven testing of the elements. The classic evaluation strategy for behavioral interventions is the randomized controlled trial (RCT). An RCT provides information about whether an intervention package can produce an effect relative to a meaningful comparator (eg, current clinical best practice) but limited information about how, when, where, and for whom each element functions to produce the desired effect. As such, an RCT does not provide sufficient insights for supporting data-driven improvement (also called optimization) of the elements of an adaptive intervention such as Just Walk.

Control systems engineering is a field that focuses on decision making in systems that change over time. Control engineering is pervasive (eg, pacemakers, climate control, and robotics) but often goes unnoticed as a hidden technology [23] and to date, has only been minimally applied for use in testing and improving behavioral interventions [24-27]. The methods of control systems engineering are well suited to iteratively improving elements of adaptive interventions for real-world health behavior change. For example, control engineering methods can be used to account for and test the value of multiple tailoring variables simultaneously when selecting interventions and can adapt frequently (eg, every second, minute, hour, and day).

The purpose of this paper was to provide an introductory tutorial on when and what to do when using control systems engineering for designing and optimizing adaptive mHealth behavioral interventions. We start with a review of the need for optimization, building on the multiphase optimization strategy (MOST) [28]. Next, we provide a brief overview of control systems engineering with a particular focus on defining key terms and highlighting the general logic that guides control systems engineering. Following this, we describe attributes of problems that are well matched to control engineering, and then we summarize steps to take to design and optimize an adaptive intervention via control systems engineering. We ground this tutorial in our on-going case study, Just Walk.

Optimization: Unpacking Complex Interventions

In classic RCT’s, all elements are combined into a unified package relative to another package. On the basis of this, limited information about each element, such as the tailoring variables to use for individualization or the decision rules to use for adaptation, is available. If an intervention package produces suboptimal results, it will be difficult, empirically, to localize what elements or interaction between elements could be further improved upon to produce a more potent intervention within RCTs.

Collins et al have been pioneering MOST, which provides structure for thinking about optimization of complex interventions [28,29]. MOST is a comprehensive, principle-engineering-inspired framework for optimizing and evaluating behavioral interventions. The framework includes an RCT to conduct summative evaluations of an optimized complex intervention relative to a meaningful comparator, such as current
best practice interventions [30], but also includes other experimental designs for iterative improvement and thus, data-driven optimization of a behavioral intervention. Optimization is accomplished on the basis of optimization criteria. Optimization criteria include measures and clinically meaningful trade-offs such as cost, time, or minimal effectiveness targets, with success (or failure) on each metric determined before running an optimization trial. For example, one optimization criteria could be that each intervention component must be significantly better, statistically, than a comparator, and the entire intervention package must be deliverable for less than US $500. Optimization criteria can also include constraints that limit the actions or feasible ranges of the optimization procedure. For example, an adaptive intervention component cannot make drastic changes such as a large jump in suggested step goals from one day to the next.

The most common optimization trial used in MOST (indeed, sometimes inappropriately labeled a MOST trial) is the use of a factorial or fractional factorial design [31]. This optimization trial can be used to optimize static complex interventions to, for example, eliminate ineffective components [32] or test for interaction effects between components [33] in relation to optimization criteria such as cost-effectiveness [31]. As adaptive interventions include additional elements beyond static interventions, methods are required that can support data-driven optimization of these elements.

One approach for optimizing adaptive interventions is the sequential multiple assignment randomized trial (SMART) [34]. SMART is a method that mimics clinical practice and supports the study of decision rules of adaptation, such as what to do with nonresponders. As clinical visits are often separated by weeks or even months, SMART was designed with relatively infrequent decision points (eg, once every 3 months) as plausible moments of adaptation. Furthermore, SMART can only account for relatively few tailoring variables within a given decision rule. As such, SMART is not well matched to adaptive interventions that monitor multiple tailoring variables simultaneously and with frequent decision points, such as daily, as is the case with Just Walk.

There is another emerging method for optimizing adaptive interventions called the microrandomization trial (MRT) [35]. MRT involves randomizing provision of support, not between individuals but, instead, at each decision point. For example, if we used MRT for our Just Walk intervention, we could randomize whether a suggested step goal was provided each morning or not to test for each day if a step goal increases steps for that day compared with days without a step goal. There are great opportunities for optimizing adaptive interventions via MRT, particularly when coupled with adaptation strategies that are broadly derived from the computer science method called reinforcement learning (RL) [36]. In particular, MRT and RL are well matched to the emerging intervention class called “just-in-time adaptive interventions,” which provide support during “just-in-time” states, meaning, when a person has the opportunity to engage in a positive behavior (or vulnerability to engage in a negative behavior) and the receptivity to want to be provided support [11].

As demonstrated by our publication record [35], we are supportive of the MRT approach. With that said, we contend that there is great opportunity for taking advantage of the rich history and methods from control engineering when optimizing adaptive mHealth interventions. These methods are complementary for optimizing adaptive interventions that, we argue, should both be part of the repertoire of optimization trial methods that health and behavioral scientists could use for optimizing adaptive interventions, what Almiral et al have called the “optimization toolkit” [37,38]. In the remainder of the paper, we highlight the unique value of control systems engineering for optimizing adaptive interventions.

**Control Systems Engineering Overview**

Control engineering has a long history dating back nearly a century and is pervasive (eg, pacemakers, artificial pancreas systems, and supply management) [23]. Control systems engineering focuses on decision making in systems that change over time. An algorithm called a controller defines decision rules (often called policies in control parlance) that attempt to balance mathematical equations related to predicted error, which, in this context is deviation from a desired state. For example, a desired state may be 10,000 steps/day, but if a person currently walks 6000 steps/day, then the error is 4000 steps/day. Controllers perform the same task as classic tailoring decision rules [11,12] but with important differences. Classic tailoring uses if-then structures, such as if stage of change=X then Intervention=A; if stage of change=Y then intervention=B [9,10]. Although controllers can use if-then structures, they can use other structures, particularly mathematical equations and optimization algorithms that can account for multiple tailoring variables, intervention options, and responses of the person simultaneously.

One can think of this like accounting. The controller keeps a ledger of measurements. In all controllers, including nonmodel-based controllers such as Proportional-Integral-Derivative (PID) controllers [39,40], this ledger includes measurements of provision of intervention options, called **controlled input variables** in control parlance, and outcome variable(s) (or outputs) that can define how close a system (eg, a person) is in relation to the desired state (error), particularly in response to intervention options. Decisions are made based on the dynamic interrelationship between the intervention options and outcome measure in the past (P portion of a PID controller), present (I portion of a PID controller), or the anticipated rate of change in the future (D; note some controllers only include parts of this such as I or PI controllers). For sake of clarity, we label this class of controller as nonmodel-based controllers. In more advanced controllers that include a dynamical model, such as model-predictive controllers [41], other variables are also measured, including (1) **inputs**, which include endogenous variables that influence the outcome variables (eg, stress and self-efficacy) and (2) **disturbance variables**, which are exogenous variables (eg, weather) the system cannot control and are not attributes of the person but impact the state of the person and, thus, could influence intervention option selection. In the ledger for model-based controllers, not only are...
intervention options and outcomes tracked, but their interrelationships are defined via a dynamical model, which is like a structural equation model but can model dynamics and incorporate a wider range of response options via difference and differential equations [15]. With this information, model-based controllers can simultaneously monitor a wide array of important issues related to individualization and adaptation, such as variables that are particularly influential (eg, one person’s steps are influenced by stress and another by day of the week [22]) or a person’s changing responsiveness to interventions, such as an intervention option only being useful for a limited time via the novelty effect [42].

Both model and nonmodel-based controllers conduct a series of simulations to predict responses to intervention options in the near and distant future, either based on deviations between the desired state and the state of the system alone (nonmodel-based controllers) or via dynamical models (model-based controllers). These forecasts are used to make decisions. The intervention option predicted to most likely foster movement toward the desired state within prespecified constraints (eg, only small daily changes to step goals allowed) is selected. In contrast, if-then rules require knowledge of the match between tailoring variables and intervention options before specification [43]. This difference means that, relative to if-then structures, mathematical equations can manage more complex decision environments (eg, more tailoring variables and interventions options), can function with limited a priori knowledge about an individual, and can perform when a person’s responses fall outside of expectations and thus, are feasibly more responsive to each individual’s changing needs.

Control engineering includes a wealth of methods for optimizing adaptive interventions by managing and mitigating lack of knowledge related to intervention elements. Lack of knowledge can take various forms from sensor noise (eg, measurement noise when inferring steps [44,45]) to incorrect models (eg, inaccurate predictions). System identification is an experimental and analytic suite of methods to generate or validate dynamical models for future predictions, [46-49] or, to put it in more behavioral terms, it can be used for rigorous theory testing. System identification “excites” variance with a person via plausible intervention options to test what happens in different states and contexts of the person over time. For example, if a control engineer wished to generate a dynamical model to understand factors that impact a person’s steps, she may vary a person’s daily suggested step goals in different states, such as different days of the week or when stressed vs not [50]. System identification can occur using both open loop and closed loop experimentation. An open loop experiment is “open loop” because the intervention options that are provided to a person are specified a priori and, thus, a person’s responsiveness to the intervention options are not taken into account when selecting future intervention options. When a person’s data are taken into account to adjust support, this is called a closed loop experiment. Dynamical systems modeling analyzes what occurred following the intervention options over time during different conditions to generate a dynamical model for each person and, ideally, a generic dynamical model structure such as a semiphysical model, which is useful across individuals.

Key concepts related to testing controllers are performance and robustness. Performance involves how well the controller can produce the desired effect as efficiently as possible. Robustness involves how well the controller can produce desired performance when issues such as poor measurement, models, or interventions or changing responsivity to interventions arise [43]. It is quite common for controllers with high performance to be less robust vs robust controllers to have poorer performance (eg, take longer to achieve the desired state). As such, a central focus of controller design and testing is to define the right balance between performance and robustness, which can occur via closed loop experimentation and robustness testing [43,50,51].

A closed loop experiment can be used to test the controller in relation to optimization targets, such as meeting and maintaining PA guidelines. It is closed loop because, like in closed loop system identification, a person’s response to each selected intervention option provided is documented and then taken into account when selecting the next intervention option, thus closing the loop. This type of experiment can include a variety of strategies to test the controller. For example, one could systematically vary providing the predicted optimal vs nonoptimal intervention option to test the controller, if appropriate for the research and intervention. This sort of strategy maps on to the computer science concept of exploring vs exploiting [36]. Exploring involves including some randomness to see what will happen when a predicted nonoptimal option was provided. Exploitation, in contrast, involves using all that is known about a person to select the predicted optimal intervention option. Thus, comparing explore vs exploit options is one way to test controllers, particularly related to performance. In contrast, robustness testing [43] involves examining how well the controller can function when issues such as poor measurement or models arise and, thus, is complementary and often done in tandem with closed loop experimentation.

Within control systems engineering, it is common to use all of these methods (ie, system identification, closed loop experimentation, robustness testing) within a single system or individual. In particular, system identification experiments (ie, theory testing) and closed loop experiments (ie, testing with controller actions present to support, among other things, testing of the controller) can be offered sequentially to a single person and, indeed, decision rules can be defined on when to switch from one method to the next. For example, a closed loop experiment might be used to test a controller striving toward helping a person to meet PA guidelines. If the person meets the behavioral target for a prespecified time (eg, 2 weeks), this could trigger the switch to different optimization criteria, such as targeting maintenance of steps and minimization of interactions between the intervention and person (ie, a second controller optimization algorithm for maintenance). The combined study that includes system identification, closed loop experimentation, and robustness testing is what we call a control optimization trial that can balance the competing demands of performance (eg, quickly helping a person meet goals) vs robustness (eg, being responsive to individual differences and changing needs). These methods enable a rigorous and efficient
approach to optimize elements of an adaptive intervention for each individual.

**Attributes of Problems That Are Well-Suited to Control Systems Engineering**

In this section, we describe attributes of problems that are well-matched to control engineering. We ground our discussion within the concrete case study of *Just Walk*.

**Case Study Overview: Just Walk**

Convincing evidence indicates PA is valuable for reducing risk of certain types of cancer [52,53], cardiovascular disease [54], and for improving glycemic control [55]. Walking or taking steps is important for all adults but in particular, those who are sedentary, overweight or obese, and in the age range of 40 to 65 years because they are at increased risk of chronic diseases and because this group can safely walk and fit it into their lives [56,57]. With an aging population, step interventions could help prevent chronic diseases, reduce health care costs, and improve functional life years and quality of life [52-55,58-70]. Guidelines for steps suggest 7100 to 10,000 steps/day [56,57], but only one-third of this group meet the guidelines [71-81]. Across PA interventions for older adults (eg, human-delivered and digital), results show 620 steps/day increases, which translate to individuals walking, on average, 5388 steps/day, which is below guidelines [5]. Findings are similar among healthy adults with 496 steps/day achieved, and even high-impact interventions peak at 1363 steps/day increases; both below guidelines [6]. Even among interventions that produce an effect, maintenance is rarely measured and, when it is, it is not achieved for a large number of participants [82-85]. There is a strong need for interventions that can help individuals meet and maintain PA guidelines.

One reason meeting and maintaining PA is hard may be because of the idiosyncratic and dynamic nature of steps. Specifically, taking steps occurs in both incidental and purposeful ways [86-88] such as commuting, leisure walking, or sports and is engaged in differently by different people. Furthermore, when and where individuals fit steps in also changes (eg, weekend warriors vs evening gym rats) over time and also can vary between individuals. Our prior work [22,89] shows that individual variables (eg, stress and busyness) and contextual factors (eg, weekend or weekday) have different relationships to steps for different people. These idiosyncratic determinants change over time. Walking routines change based on a variety of factors such as small stressors (eg, pressing deadlines) to large ones (eg, changing careers and retirement) and context changes (eg, changes in season) [71-73,75,76,80]. It is also common that interventions lose their potency, thus suggesting reduced responsivity [8,84,90,91].

We have been developing *Just Walk* as an mHealth adaptive walking intervention, specifically to account for the inherently idiosyncratic and dynamic nature of walking behavior. Our intervention includes individualized step goal suggestions, self-monitoring (measured via a wearable device), and contingent reinforcement (ie, points and gift cards) that are provided when daily goals are met. In addition, we will supplement our behavior change active ingredients via a range of engagement-supporting tools such as suggestions for weather-appropriate ways to be active. The mHealth system includes, at present, a front-end mobile phone app (Figure 1), a back-end server, and integration with wearable devices (eg, Fitbit) to objectively measure PA.
Problems That Are Well-Suited to Control Systems Engineering

We turn to a discussion on the types of problems that are well suited for control engineering (see Textboxes 1 and 2). We discuss each below and will use Just Walk to illustrate.

First, the problem is dynamic, meaning the input and output variables interact over time. Within Just Walk, steps/day is dynamic as it often fluctuates day to day for each person. The factors that impact how many steps a person takes, such as internal states such as stress, busyness, perceived self-efficacy and external states such as weather, also change over time. Any self-regulatory process that can be measured frequently, such as blood pressure, weight, emotion regulation, or glucose regulation within the body, are dynamic and thus, feasibly appropriate for control engineering. Conversely, if the behavioral or clinical target used to define the problem changes slowly (e.g., atherosclerotic plaque formation, mortality), then control engineering is not appropriate.

Second, interventions are available to foster movement from a less desirable to a more desirable state. As part of this, there are concrete decisions that can be made for each decision point. Note that these decisions can include providing or not providing...
an intervention or more continuous intervention options (suggested daily step goal).

Within Just Walk, the two dynamic interventions are based on Operant Theory [92,93] and the Social Cognitive Theory (SCT) [94]; specifically, the logic of the feedback loop between antecedents, behaviors, and consequences. Within Just Walk, the antecedent is a suggested daily step goal, the behavior is steps/day, and the consequence is daily points, which translate into Amazon gift cards. We chose these two dynamic interventions based on past research suggesting that they can influence steps [95,96]. Conversely, if the behavioral or clinical interventions are not particularly dynamic (eg, taking a vaccine that only occurs once) or do not repeat frequently (eg, attempts to facilitate taking a flu vaccine 1x per year), then control engineering is not appropriate.

Third, the target outcome can be measured with sufficient temporal density over an extended period. In the Just Walk example, this requirement is met via the use of wearable sensors to track steps. This requirement is available for many of the processes listed above, such as blood pressure, weight, or glucose regulation, along with behavioral targets such as sleep and some forms of diet (eg, chewing as inferred from accelerometry). When there is a lack of a variable that can be measured repeatedly over time, then control engineering methods become less relevant. For example, lack of quality cancer risk metrics, at present, reduces the utility of control engineering for cancer prevention, except for meaningful proximal predictors such as weight or PA for some forms of cancer (at least until more proximal markers of cancer risk can be developed).

**Textbox 1. Required attributes of a problem that are well matched to control engineering.**

- Dynamic, input-outputs
- Intervention options are available
- Outcome variables are measurable (or inferable) intensively
- A meaningful target or “state” exist

**Textbox 2. Desirable attributes of a problem that are well matched to control engineering.**

- Frequent decision points
- Previous theory available to guide model development
- Other feasibly important variables can be intensively measured
- Theorized dynamic interrelationships between inputs or outputs (eg, feedback)

Beyond these requirements, there are several desirable attributes. First, it is advantageous to have frequent decision points, such as every hour, day, or week. Within Just Walk, we used a daily timescale. These daily decision points enabled the design of an efficient 12-week study (described below and [98]). Technically, it is possible to develop dynamical models with less frequent decision points; thus, control engineering can be used for stepped care decision making [99]. This longer timescale, however, establishes the need for longer system identification studies. If, for example, we had used a weekly timescale in Just Walk, the study would have needed to be 7-times longer.

Finally, there is a need for definable desirable states for the target outcome(s), which are called set-points in control parlance. This is particularly important as it establishes a within-person benchmark of success for the controller and, thus, the optimization criteria for individualization (via tailoring variable selection) and adaptation (via the decision rule). It is important to note that multiple phases, which are labeled states [97] in control engineering to acknowledge the movement between states rather than to imply progression, can be defined, and each state can have its own optimization criteria. Furthermore, multiple levels of success can be defined.

Within Just Walk, there are two states: behavioral initiation and maintenance. Our set-point for behavioral initiation is 7100 to 10,000 steps/day based on past work [56,57]. Just Walk strives for either 10,000 steps/day per week or, if a person does not seem capable of meeting that goal (ie, a person starts at low steps/day and does not achieve 10,000 steps per day within 6 months), then 3000 steps/day above the person’s baseline median steps is used as the set-point (which usually equates to at least 7000 steps). Within the maintenance state, these set-points are used but with added constraints. During initiation, there is a bias toward providing support, unless a person appears to be responding negatively to the intervention (eg, reduced adherence). In maintenance, Just Walk switches toward reducing the total number of interactions, with the ideal of no support provided when not needed. Just Walk, thus, does not end but, instead, adapts based on perpetual need, which, conceptually could be a highly cost-efficient approach. With the optimization criteria defined, it enables data-driven optimization for individualization and adaptation.
Finally, it is desirable that other variables that could impact the outcome can be measured. Within Just Walk, we could infer variables passively, such as weather, and ask participants to complete surveys daily with minimal burden [21].

Finally, if there are strong theoretical reasons to hypothesize feedback loops and lagged effects [102], then the suite of methods used by control engineers might be beneficial. This is because dynamical modeling can mathematically specify and thus model and account for issues such as carryover effects, lagged effects, delayed effects, or feedback loops via the use of difference and differential equations [83]. As delineated by SCT, there are multiple theorized feedback loops that can be modeled via dynamical modeling.

**Steps to Take When Using Control Engineering for Adaptive Interventions**

**Overview**

In this section, we highlight suggested steps that could be used when using control engineering methods to optimize adaptive interventions. A full review on exactly how to do each step is beyond the scope of this introductory tutorial. Instead, for each step, we define why the step is important, what specific tasks are involved in the steps, and when to do the step vs possibly skip the whole step or at least some tasks of the step. To provide insights on how to do these steps, relevant references are provided. Each step is grounded with the concrete example of our Just Walk intervention.

Although the use of the word “step” may imply a linear process, it often is not. For example, it can be highly advantageous to select a general theoretical model (a task within step 1) and to then define optimization criteria (a task in step 4) before moving on to creating or selecting intervention options (step 2) or to even start with optimization criteria as a definition of success, which is advocated for in agile science [103]. In line with our focus on optimizing elements of an adaptive intervention, essential to this overall process is the use of the iterative process and triangulation of methods to clarify one aspect of the adaptive intervention and then examine its impact on other aspects (see Discussion).

An important prestep is to make an initial decision on the type of controller one is targeting. Although there are many considerations involved in the selection of the appropriate controller, at a high level, selection of one controller over another largely hinges on the anticipated complexity of the dynamical system, the degree to which a model can be generated that is actually predictive or useful for making decisions based on forecasted responses, and the degree to which the dynamics can be inferred from the dynamics of one (or a relatively few number) of variables (nonmodel-based), as opposed to the response of multiple interrelated variables (model-based). If the guiding theoretical model implies a complex dynamic system that would not be well represented by monitoring only intervention options and outcomes, then a model-driven controller would likely be most appropriate. If, however, the dynamics can be picked up adequately with intervention options and outcomes, such as the direction a boat is pointed as measured via a compass as used within a boat autopilot (a classic PID controller), then a nonmodel-based controller is appropriate.

There is a lot more subtlety involved in selecting the right controller (eg, the possibility of model-based PID controllers), and interested readers can gain more insights on control options here [39,40,104]. On the basis of the complexity of behavior, we anticipate that it will almost always be best to use model-based controllers. As such, the steps below are suited for model-based controllers.

Suggested steps include the following: (1) derive a preliminary dynamical model; (2) select intervention options (ie, type, frequency, and dosages) and outcomes; (3) conduct system identification (ie, theory testing); (4) design the controller; and (5) conduct a control optimization trial (ie, intervention element testing).

**Step 1: Derive a Dynamical Model**

This step is important for establishing a well-specified framework for understanding the eventual adaptive intervention and guiding all subsequent work. The tasks involve first specifying a general theoretical model for guiding the work, then translating that into a dynamical model, and finally, the option of vetting this dynamical model either via simulation studies, secondary data analyses, or both.

Like in MOST, a theoretical model is used to provide structure and specification about key intervention options, outcome measures, and other variables that impact the outcome measures. It is strongly advised to almost always engage in this step as it provides the foundation for understanding predictions and decisions made within the eventual adaptive intervention. The one caveat is when an adaptive intervention is being generated when very little is known about the phenomenon, except that it is highly dynamic. When this is the case, it is often more appropriate to do noninterventional work such as conducting more naturalistic studies such as ecological momentary assessment or human-centered design work [105]. Nonetheless, we could imagine the small possibility of the need to use experimentation to gain insights about a system that is not known. This should only be done when the intervention can be done safely.

Although there is not a single way to develop a theoretical model, we suggest thinking clearly through three reference points and using each to triangulate toward, first, a theoretical model and then a dynamical model. These three references are (1) prior theories, particularly those that have been well-validated in the literature among the target group; (2) prior empirical work about what works in general and other key variables to be aware of for the target group; and (3) hands-on experience and interactions with the target group in the form of human-centered design methods such as interviews, observation, codesign, or prototyping, to gain insights about your target group that may not be well understood or encapsulated in prior theories or evidence. For details on exactly how to create or select an appropriate theoretical model, we suggested the following references (see [22,37,106]).

Translation of a theoretical model into a dynamical model requires far clearer specification of the prediction. For...
model-based controllers, this task is required. Creating a dynamical model involves clear specification of a variety of issues such as model structure, anticipated directionality and strength of relations between variables, and anticipated dynamics of the interrelationships [97]. For more details on how to do this step, see prior work [97,107,108].

The final optional task within this step is simulation studies or analyses with secondary data to vet a dynamical model. As the previous step highlights, dynamical models often require a high degree of mathematical specification on predictions. The use of simulations, such as changing one variable to see how the other variables might respond within the system, is valuable to gauge if the dynamical model is producing the sorts of effects that would be anticipated. If the simulated changes in one variable produce effects that are not anticipated, this can be used to either check the math or check the assumptions about the problem. Either way, it improves precision and understanding on what is being hypothesized dynamically. Secondary analyses can also be valuable as data can be used to ground the predictions of the dynamical model, again, to see if the dynamical model is working according to both expectations and available evidence. For more details on how to create a dynamical model and do preliminary vetting via simulation studies and secondary analyses, see [15,97,100].

Within our Kust Walk example, we chose to use prior theories, Operant Theory and SCT, as one foundation for our adaptive intervention. This is based on extensive prior work illustrating the value of these related theories for supporting robust interventions among our target group. We also have ample experience working with our target group for supporting PA via interventions based on them [109] and thus have prior evidence and user interactions. As such, we grounded our model selection based on the three references of prior theory, evidence, and insights from our target group. As this example also suggests, we hypothesized that the dynamics for understanding steps would be best understood using a model-based controller as opposed to nonmodel-based controllers. On the basis of this, we translated SCT into a dynamical model, with full steps and details about this process described in Riley et al [15] and Martin et al [100]. We identified key variables (eg, self-efficacy and outcome expectancies), defined a model structure (Figure 2), and then specified, mathematically, the anticipated interrelationships between variables. After specifying these attributes of the dynamical model, we then ran a series of simulations of theoretical predictions to stress test the model with known psychological concepts such as habituation [15]. We also conducted secondary analyses from prior available evidence [110,111]. We decided on a simplified version of the SCT as a dynamical model to guide the rest of the process, based partially on the results of the simulation studies and secondary analyses.

**Step 2: Defining Interventions Options and Outcomes**

Defining target intervention options and outcome metrics are the defining features of an adaptive intervention and, thus, this step is essential. The key tasks of this step include defining the outcome metric(s) being targeted (which will be translated into optimization criteria in step 4), defining the intervention options and then, optionally, also specifying clear dynamic hypotheses on how these intervention options will dynamically interact with the person to produce desired changes to the outcome(s).

Clearly defining the outcomes is a logical follow-up step from the theory and dynamical modeling work. This is because, within the prior step, it is technically possible to do most of step 1, save the secondary analyses, without any concrete outcome measure defined (eg, steps/day or hours of sleep per night). Defining outcome metrics to target is important as it establishes a grounding on the purpose of the specific adaptive intervention. As discussed in the previous section, outcome metrics are best when they can be measured repeatedly over time to establish the current state of the target person relative to the desired final state. The intervention options can then be defined to impact the outcome metrics dynamically. These intervention options could be thought of as the essential levers the adaptive intervention can use to make adjustments and thus, facilitate movement from a less desirable to a more desirable state.

Although not required, it can be valuable to generate a dynamic hypothesis about the interrelationship between an intervention and an outcome to further ground thinking about the intervention. Although there are many ways to think about dynamic hypotheses, one way is to think in terms of outcome responsivity to the intervention options when a person is in a different state or context, including changing disease state or changes in their readiness for change (eg, stages of change). The Transtheoretical Model (TTM) establishes a basic (albeit slow) dynamic hypothesis in that different processes of change are hypothesized to be needed for different stages of change [112,113].
Similarly, one might theorize that a person will respond differently to an intervention if it is provided to them when they are stressed vs not, or at home vs at work. These variations, which are further described in detail elsewhere using the modeling logic of state-spaces [97], provide a structure for thinking through the dynamic interrelationships between interventions, outcomes, and changes in the person and context over time.

These dynamic hypotheses can take various forms. A relatively simple dynamic hypothesis could be to specify if-then statements for different states or contexts of the individual, which is the implicit structure used in the TTM (eg, if stage of change=X then process of change=Y). This could be useful for stepped care interventions (eg, see [99,114-116]). As discussed earlier, control engineering uses mathematical equations for prediction to support dynamic decision making. On the basis of this, dynamic hypotheses are not required to conform to if-then structure, but instead can be defined more mathematically related to predicted changes in key variables. This latter more complex structure is what we use within Just Walk.

We chose to focus on individualized step goal suggestions and provision of points as our two dynamic intervention components (grounded in self-monitoring as the third, but we assumed that to be a constant intervention component). Our key outcome measure in Just Walk is steps per day, as measured via a wearable device. To help define our eventual controller design (step 4), we postulated a dynamic hypothesis that can be specified mathematically but not as an if-then structure. A common hallmark of goal setting includes strategies that help a person define what might be called an ambitious but doable target [117]. Within Just Walk, we have encapsulated this mathematically as a dynamic hypothesis that is influenced by suggested goals and points (see Figure 3). The figure is meant to visualize the dynamic interrelationship between recommended step goals (x-axis), actual steps taken (y-axis, left side), and the impact on self-efficacy, on average (y-axis, right side). The yellow circle is the hypothesized ambitious but doable recommended step goal range that is hypothesized to be optimal for fostering increases over time in self-efficacy. Below this range, and any time a person meets their step goals, we hypothesize will not impact their self-efficacy. Above this dynamic range and we hypothesize that, on average, the person will not attain goals as regularly and, thus, with particularly high goals, will result in an, on average, reduction in self-efficacy. For the person/day represented in Figure 3, if a person’s goal is below 4500 steps, we hypothesize no change in self-efficacy when the goal is attained. If the goal is too high, we expect goal attainment to happen less frequently, on average, which would result in an overall reduction in self-efficacy over time.
For example, if a goal of 9000 steps or greater is suggested for our Figure 3 example, goal attainment will occur less often, on average, resulting in a progressive reduction in self-efficacy as a person reduces their confidence that they can meet challenging step goals. Finally, as self-efficacy and individual and contextual factors change (eg, stress and weather), along with available points, so will the target range (eg, blue line moving up or down). This dynamic hypothesis conforms with the SCT, the rationale of graded goals, and with previous evidence suggesting high goals (ie, 10,000 steps, arguably ambitious for sedentary individuals) resulted in more variable steps [96].

**Step 3: Conduct a System Identification Experiment (That is, Theory Testing)**

This step is most distinct from other forms of testing and optimization within behavioral interventions. As such, we include a great deal more information here to highlight the logic and overall approach.

From a control systems perspective, the primary goal of this step is to estimate and validate dynamical models. This is valuable in and of itself, regardless of any subsequent controller, because it is explicitly focused on understanding a “system” or phenomena, such as, in this case, an individual human. To put it in more behavioral terms, system identification is a form of dynamic theory testing. System identification is also important for later steps, if there is a desire to use model-based controllers. Although not commonly the focus in control engineering, this type of study can also be used to select tailoring variables for individuals (ie, data-driven individualization), test dynamic hypotheses, or develop a benchmark comparator for optimization criteria when prior work provides limited insights on a meaningful benchmark. It is also technically possible to conduct a rigorous system identification experiment while also pilot testing aspects of the intervention and other protocols to test feasibility issues, if needed, because system identification is an inherently n-of-1 or idiographic approach, though this last strategy is not necessarily recommended.

As a reminder, within a system identification experiment, excitation of variance (ie, providing different intervention options) is provided to the system (in this case, a person) to test what happens in different states and contexts of the system over time. *Dynamical systems modeling* analyzes what occurred following the intervention options over time during different conditions to generate a dynamical model for each person in a scalable fashion. System identification can occur using both open loop and closed loop experimentation but, from the perspective of system identification, these variations are used to validate the dynamical models (ie, theory testing) as opposed to testing the controller (ie, decision rule testing), which is the emphasis in step 5.

Suggested tasks that could be included in this step include the following: (1) design of the system identification experiment and analytic plan and (2) data analyses. If pilot testing of the technology is also needed, other optional tasks could include the following: (1) human-centered design work [103,106,118] to facilitate creation of a useful and usable intervention and (2) creation or selection of the technology tools needed to conduct the intervention (eg, digital health intervention platform). These optional tasks should be conducted when no prior adaptive intervention is available, but otherwise should be skipped as this step is primarily focused on theory testing, not pilot testing. If these optional tasks are conducted, current best practices for human-centered design and feasibility testing should occur [37,103,106,118,119]. The system identification experiment should be conducted when there is inadequate secondary data or theory (often thought of as first principles in control parlance) available about the topic to generate robust dynamical models, when the research question is clearly about dynamic interrelationships within a person (ie, theory testing), or when there is a clear dynamic hypothesis to test about the system or person. The system identification experiment does not necessarily need to be done if the targeted controller is not model-based, such as some forms of PID (and their derivations) controllers [39,40].

In terms of system identification, there is a rich literature, including toolkits within MATLAB (MathWorks), on procedures and best practices for the design of a system identification experiment and analytic plans [47,48]. As a system identification experiment excites variance within a system, the study design involves carefully defining intervention options with a particular
eye toward having variability of excitation. Excitation can occur both by varying the amplitude of the differences between intervention options and also the repeatability of intervention options. For example, in our *Just Walk* study, we chose meaningful ranges in terms of the “dosages,” from baseline median steps to double a person’s baseline median steps for step goals and providing between 100 to 500 points for the reinforcement component, with 500=US $ 1. Note also that system identification experiments can include binary intervention options as well (eg, provision of support or not) [120].

With a sense of the amplitude defined, the next task involves designing for adequate excitation over time, which minimizes error for model estimation. This involves the length of a “cycle” and the number of cycles needed in a study to achieve sufficient minimization of error in estimation and validation. A cycle is a deterministic, repeatable pattern that defines provision of intervention options to an individual. Intervention options can be provisioned to mimic randomness via pseudorandom signals that can achieve the valuable properties of randomness for causal inference, while still being deterministic and, thus, repeatable (for more details see [121]). The primary purpose of a cycle is to enable both estimation and validation of dynamical models in terms of their predictive capacity across cycles. Within our *Just Walk*, it was determined that five 16-day cycles would produce sufficient excitation over time to minimize error in estimation and validation with our two interventions delivered orthogonally (discussed in greater detail below on how this was determined [121]). As a side note, it is possible to do estimation and validation with purely random signals, but pseudorandom cycles facilitate aspects of model validation [120,122,123]. The design of a system identification experiment can be done with a number of different toolkits that support simulation of estimation and validation based on different sources of noise or variance in the model [47].

Once data are collected, the process of data analyses takes place. A central logic of dynamical systems modeling, as with other aspects of control systems engineering, is triangulation. In particular, system identification toolkits (eg, those available via MATLAB) include a wide range of strategies to examine time series data produced from system identification experiments, such as different visualizations, step-response curves (ie, the unique influence of each variable on the outcome, much like a partial r²), or model fits for both estimation and validation. Each one of these provides a different understanding on the overall reliability and validity of the dynamical models produced. As such, they are all used with the goal of defining dynamical models that work according to expectations across these tests. Beyond the criteria used to evaluate the models, there are also different analytic techniques that can be used as part of dynamical systems modeling. For the sake of simplicity, we describe black-box dynamical modeling vs semophysical or grey-box modeling. Central to these different modeling efforts is the degree to which prior theory and evidence is taken into account when defining a dynamical model structure. On one end are black box models from methods such as Auto-regressive model with eXogenous Input (ARX) modeling, which are much like generalized linear models. These models include no model structure to define the interrelationships between structures beyond ordinary linear regression accounting for repeated measures. Semophysical modeling, on the other hand, includes theorized model structures, predicted dynamics, and other factors that are either known or theorized to be true in terms of the interrelationship between variables. One could think of semophysical modeling as a dynamical version of structural equation modeling [22,89]. In brief, theorized model structures, such as Figure 2, along with predicted dynamics (eg, feedback loops are the ways in which the relationships occur dynamically) are articulated within a mathematical model [97,124]. These models can then be compared with the initial black box models on a variety of criteria related to reliability and validity of the models for each person, such as overall model fit, which provides insights on the percentage of variance explained by each dynamical model (for more details see Study Design). This process, thus, enables a rigorous strategy for iteratively developing models of progressively improved predictive capacity for each person, while simultaneously enabling incremental theory testing. Furthermore, particularly related to theory testing, generic model structures can be defined if they prove reliable across individuals, thus providing a structure for translating insights drawn about an individual to be generalized to other individuals and also more generic theory testing and development that is grounded first in individuals rather than starting first in the aggregate.

The final task is to define *good enough* predictive capacity to establish an optimization criterion. If little to no information about what is good enough is available, the above strategy of comparing data-driven vs theory-driven models is a good start. If, however, other parameters or benchmarks are available and meaningful from the literature relevant for the problem domain, then those can be used as starting benchmarks on factors such as model fit. When good enough predictive capacity is reliably being shown across individuals (or at least a large enough portion of individuals, which also can and should be defined), this establishes justification for the development (step 4) and testing (step 5) of a model-driven controller. If not, a nonmodel-based controller could be explored, or the team should examine earlier steps in the process or other optimization trials (eg, between-person factorial trials, SMART, or MRT).

With these tasks defined in abstract, we turn to the *Just Walk* example. In our previous work [21,22,89], we conducted human-centered design work to develop an app for adults who are midlife and older, overweight, and sedentary. We then conducted a 12-week system identification open loop experiment, which is described below. In this context, because we did not have a previous platform, we decided to do the optional feasibility work. For the feasibility aim, this study design could be thought of as a modified variation of a single case experimental design, particularly an ABBBBB trial design with the “A” representing the baseline phase and each “B” representing an intervention cycle that was repeated five times [21]. This design supports testing feasibility issues including limited efficacy, which is defined as within-person changes in steps. Our results suggest (1) our intervention increased steps; (2) good demand, acceptability, implementation, and practicality; and (3) our system identification experiment
produces valuable data for dynamical models (for more details see [21]).

To support the eventual controller, we chose to run an open loop system identification experiment. This was because, although we did conduct secondary data analyses to vet our dynamical model [100], the secondary data analyses did not enable us to do rigorous estimation and validation of our dynamical model. On the basis of this, and our desire to develop an eventual model-based controller, we conducted an open loop system identification experiment [89,121,125].

In Just Walk, we devised our open loop system identification experiment to estimate and validate our simplified SCT dynamical model (Figure 2) and to test an approach for individualized tailoring variable selection [15,22,100]. As implied by our dynamic hypothesis (see step 2), from an excitation standpoint, this hypothesis requires that we include goals that are doable, ambitious but doable, and too ambitious for individuals. Furthermore, as the hypothesis includes specification that individual differences (eg, stress and busyness) and context (eg, weekday or weekend and weather) that could feasibly influence what is ambitious but doable on any given day for a person, it also established the requirement of repeated observations that are in the three broad category ranges within different states of the individual (eg, high vs low stress) and contexts (eg, weekdays vs weekends) for tailoring variable selection purposes. As states and context cannot be randomized, we instead chose to run the experiment over a 12-week period to increase the likelihood of observing variations in these individual and contextual factors in relation to different suggested step goals and for excitation purposes [121]. Beyond this, expected points was also hypothesized to interact with these other factors and thus varied over time.

A full description on the design of the study is beyond the scope of this paper but has been described elsewhere, which includes concrete strategies for achieving the equivalent of “power” calculations for an open loop system identification experiment [89,121,125]. In brief, our study design involved the pseudorandom suggestion of daily step goals and expected points one could receive if they met their goals as defined in repeated 16-day cycles (Figure 4). On the basis of analyses that are akin to power calculations but for system identification, we determined the need for a minimum of five cycles [121]. Furthermore, the use of 16-day cycles (Figure 4) minimized the risk of possible aliasing with day of the week (which would have occurred with 14-day cycles).

A full discussion on the analyses and results are beyond the scope of this paper, but interested readers can find more information at [22,89]. In brief, our preliminary analyses on estimating and validating a dynamical model for each person were encouraging both for preliminary dynamical models and the selection of tailoring variables for each person [22,89]. These models produce dynamic daily predictions of steps relative to actual steps (see Figure 5, which visualizes this for one participant). Specifically, Figure 5 visualizes the dynamic interrelationship between the key variables that could be valuable for predicting steps. In this context, this included goals; available points, if points were provided (ie, goal attainment the previous day); a person’s self-reported prediction on how busy and stressed they will be; their prediction on how typical their day will be; and if it is a weekend or weekday. The bottom portion illustrates the predicted steps (pink line) relative to actual steps (black) and suggested goals (dotted blue line). Light pink zones represent cycles that were used for estimation in this particular model, and blue represent validation cycles. Model fit for this participant was 46%, which, based on Cohen’s conventions for multiple regression, would represent a large effect in terms of percent variance explained.

Using percentage model fit as a benchmark, we conducted data-driven analyses to support optimization of the dynamical model that conceptually maps on roughly to reliability and validity. In this case, reliability and validity are estimated for our dynamical models for predicting human behavior (as indicated by model fit) and, by extension, the selection of tailoring variables. For every individual, we conducted an exhaustive search of potential variations of predictors (eg, only our manipulated inputs or up to four additional endogenous or exogenous variables as plausible tailoring variables) using an ARX approach. In line with the leave-one-out approach commonly used when cross-validating models such as PA estimation via accelerometers [126], we carried out estimation or validation using every cycle from our five-cycle system identification study as both estimation and validation data.

For selection of the model and, thus, the tailoring variables to use for each person, we chose to use multiple criteria with the first three reflective of issues of reliability [22,89] and the last more reflective of validity. We chose these criteria to increase the likelihood of finding individualized models that are reliable and, thus, are likely to remain true and appropriate outside of the current data and valid, thus predictive and useful within an eventual controller. We combined them into an approach that penalized models that did not perform as well on these dimensions. Different weights (w) were assigned to four characteristics that affect model consistency and reliability: (1) overall highest fit (w=2), with a higher penalty for lower fits; (2) cross-correlations between inputs (w=2), with higher penalty for inputs with high cross-correlation coefficients; (3) distance of the overall highest fit from the mean fit (mean % fit for all cycle combinations, for each input combination; w=1), with a higher penalty for larger differences; and (4) SD across models run for each participant (% fit for all cycle combinations, for each input combination; w=1), with higher penalty for higher variances. These weights were used to define and select models that were the best estimate in terms of reliability and validity.

We then turned to good enough validity. As these analyses are a variation of multiple linear regression, and the model fit estimate is analogous to r², we chose Cohen’s conventions of explaining 3% of variance as a small effect, 13% as a medium effect, and 26% as a large effect [127]. Although there is no clear definition on good enough for individualization purposes, as, to the best of our knowledge, we are the first to do this, we chose to use the 13% medium effect as our a priori good enough marker for our best model selected for each participant. We also chose a minimum of 50% of our sample to meet this medium effect explained marker as good enough across.
Figure 4. System identification open loop experiment for Just Walk. These two signals were designed a priori using a pseudorandom signal design strategy. This strategy enabled specification of repeated 16-day cycles (delineated as different colors), which allows for robust data for estimation and validation of dynamical models.

Figure 5. Visualization from one participant from Auto-Regressive Dynamical Modeling.

Note, however, that further validity testing related to individualization is possible and a core target of the more definitive optimization trial, the closed loop experiment (see below). Furthermore, we also fully acknowledge that our approach is only one of many (see Discussion). The overall average model fit (estimation and validation data) for all participants combined was 19.2% (SD 9.25). The range was 6.3% to 46%. Using Cohen’s conventions, 20 out of 20 participants met the small effect threshold of explaining 3% of variance, 16 out of 20 met the 13% medium effect level, and 2 out of 20 met the 26% large effect level. On the basis of this, we achieved our good enough target of explained variance for individuals, thus justifying subsequent steps. Although it is unclear what the minimal levels are needed for establishing robust individualization based solely on this, it does provide a preliminary indication of the ability to make distinctions between people in terms of tailoring variables. For example, using the medium effect as a minimal threshold, our approach produced meaningful individualized models for 80% of our sample [22]. From the perspective of pilot testing, we contend that this is likely an adequate target for accounting for individual differences compared with current best practice, though future work is needed to properly specify benchmarks for individualization (see Discussion).
In terms of tailoring variable selection, different tailoring variables were identified for different people [22]. In particular, the most common model included weekend or weekday as the only tailoring variable for 25% of our 20 participants. This model corresponds with the tailoring variable that would likely have been selected when using an aggregate mixed model across participants. Following this, perceived “typicality” of a day and weekend or weekday were the combined tailoring variables selected for 20% of our sample. The rest of participants had different tailoring variables selected. Put differently, if the aggregate model were used for tailoring variable selection, which would be the norm for most methods currently used related to optimizing adaptive interventions, it would have likely selected the inappropriate tailoring variable(s) for 75% of our sample with reliable models [22]. These results point both to the potential for control engineering approaches in individualized tailoring variable selection and for the need for this type of approach.

As of this writing, the team is conducting semiphysical modeling [128] to test our SCT structure (Figure 2). As stated before, the initial models we have already produced use an ARX approach that does not incorporate prior knowledge related to model structure or theorized dynamics [22,89]. As of this writing, we are using these models as our comparators for our SCT model. On the basis of theory, we should get improved model fits when we incorporate the elements of the model we specified, such as model structure, theorized dynamics, etc. If model fits do not improve, it is indicative that our theorized dynamical model structure provides no additional benefit beyond what we would have learned from the data alone for each individual. This is important to highlight as this is a second mechanism for supporting data-driven optimization related to individualization. This time though, the optimization is focused on optimizing the model structure and other theorized prior knowledge.

As this example illustrates, a great deal of valuable insights about human behavior and outcomes can be gleaned from system identification experiments. As this example also illustrates, this step can generate meaningful scientific insights as a mechanism for doing rigorous theory testing that is grounded in an individual first and then can be generalized if similar model structures are found, what we previously called data-driven case studies [124].

Step 4: Design the Controller, Including Optimization Criteria

The next step is to design the controller. This step is essential as it is the mechanism whereby prior insights can be translated into actionable dynamic decision rules (ie, the controller) for guiding an adaptive intervention. The key steps in this process include defining optimization criteria (eg, set-points), constraints of the controller (eg, clinical constraints of the intervention), and, for more complex controllers, alternative strategies the controller could use to maintain robustness to factors such as a person’s changing responsivity to an intervention. Creation of these is often supported via all of the prior work done (eg, dynamical model, intervention and outcome specification, and system identification experiment), as well as additional simulation studies specifically focused on the robustness of the controller. These steps are done in any type of controller, including those that are not model-based.

In terms of controller design, the central focus of controller design is to define the targeted right balance between performance and robustness. Within a controller, strategies for supporting performance largely revolve around the quality of the previous steps. In particular, performance is improved when potent interventions and predictive models are available to be used by the controller. The prior work provides a foundation for anticipated performance of the intervention options and value of the dynamical model for making predictions. Strategies for maintaining robustness can be devised to help manage and mitigate these risks, which tends to be the larger focus of the controller design for this step. For interested readers, see our more detailed papers formulating our controller [50,129,130] and our strategies for facilitating robustness.

In terms of key tasks, the type of controller being targeted must be defined (eg, model-based or nonmodel based); several parameters for the controller must be defined, including the optimization criteria, constraints, and strategies for achieving robustness; and finally, simulation studies can be conducted to examine anticipated issues of robustness. The optimization criteria can be thought of as a definition of success that can be operationalized based on a measurable outcome variable. Constraints are the parameters that define what is feasible or appropriate within a given domain, such as what is safe, appropriate, or clinically viable. Finally, there are a wide range of strategies for supporting robustness. These assertions can be examined via simulation studies [129,130]. Specifically, control engineering includes methods for simulating plausible responses of controllers within different scenarios and contexts. This is valuable as it enables stress testing assumptions about the problem before recruiting participants.

Within the Just Walk example, the controller we chose to use is a hybrid model-predictive controller [131] that can be visualized in terms of its logic for decision making, as shown in Figure 6. As the broad goal of Just Walk is to help individuals meet and maintain national guidelines, we set our first optimization criterion when a person is in a state of initiating more PA up to guidelines of 10,000 steps/day but then also included a less stringent secondary criterion of +3000 steps/day from their baseline step levels based on prior work on anticipated performance of adaptive PA interventions [132]. Prior work has illustrated that +3000 steps corresponds to approximately 30 min/day of moderate intensity activity and, thus, is still a meaningful behavioral target that has the likelihood of reducing disease risk [56,57]. We also included a second optimization criterion for those that meet guidelines and, thus, move to fostering maintenance. Once a person meets guidelines, the system reduces the total number of interactions, including goals suggested and points provided, with the target of reducing interventions to 0 except continued monitoring via the wearable device. We also established clinical constraints, including not changing suggested goals drastically (eg, by more than 4000 steps) from one day to the next. Finally, we have also formulated a variety of secondary strategies the system could take to maintain robustness in case known issues such as reduced adherence are observed.
Figure 6. Model-predictive controller “Receding Horizon” strategy. The model predictive controller visualized here is simplified to include only one controlled variable (desired daily steps), one input (ie, goals), and one disturbance (ie, environmental context). Controller moves (ie, goals) are calculated over a horizon, and only the first control move calculated is implemented. The entire procedure is repeated at the next assessment period and continues until the end of intervention.

In terms of how our controller works, the model-predictive controller forecasts changes in outcomes (ie, steps, intervention adherence) over time to determine an error projection that reflects current and expected deviations from the optimization criterion of 10,000 steps/day or +3000 steps/day from baseline. On the basis of this error projection, a real-time optimization algorithm chooses the sequence of future control actions (eg, adjusts step goal, points, and other factors) that minimizes the difference between the set-point (eg, 10,000 steps) and current steps.

The optimization problem is solved for each day considering a prediction time to obtain a predicted optimal step goal suggestion for each decision point. The first recommendation is provided, and the process repeats at each decision point. The model-predictive control strategy continually reevaluates the quality of the previous day’s predictions on what was actually observed. The information can be incorporated into the model-predictive control algorithm, particularly if there are alternative strategies the controller might take based on changing observations for maintaining robustness.

We have conducted simulation studies to stress test the design of our controller. Figure 7 is a visualization of one of the simulations we ran for tests of robustness; in this case, the controller’s responsivity to a person experiencing an external disturbance (eg, getting sick). This figure represents a simulation study examining how our controller may respond, in this context, to a major unmeasured environment disturbance. As can be seen, the controller facilitates a gradual increase in steps over time using varying points. When the set-point levels have been reached, the controller switches to a maintenance phase that includes reduced suggestion of step goals (ie, last suggestion would be to maintain 10,000 steps) and reduced use of expected points for meeting the goals (ie, an expanding reinforcement schedule). As the simulation illustrates, the system would strive toward less interaction but be responsive to a person’s steps falling below the set-point level to reactive initiate-phase suggestions (see day 112). For more information on the simulation work we have conducted for our controller see [129,130].

Step 5: Conduct a Control Optimization Trial

This is the key step for unpacking complex adaptive interventions via control systems engineering methods. This step can provide insights about how, when, where, and for whom each element functions to produce the desired effect and thus, is the essential strategy for unpacking a complex adaptive intervention and testing its elements. This step should thus, be done whenever the goal is to optimize an adaptive intervention via control systems engineering methods (as opposed to the other plausible adaptive intervention optimization trials). As
highlighted above, this is appropriate for the type of problem that has the attributes described in Textboxes 1 and 2.

The key tasks of this step include clear definition of the elements of the adaptive intervention, the design of subexperiments (e.g., open loop system identification and closed loop experimentation) and data analysis plan to test the elements, and conducting the trial and the analyses.

As already highlighted, the key elements of an adaptive intervention include the decision points, tailoring variables (or, in this case, dynamical models), decision rules (or, in this case, the controllers), and, of course, the intervention options themselves and the meaningful proximal outcomes the intervention options target. In terms of decision points, these are often defined based on clinical intuition, such as the case in Just Walk, whereby our decision point was each morning. These can be tested via control engineering methods as they can be formulated, themselves, as decision rules for guiding just-in-time adaptive interventions, but that point is beyond the scope of this tutorial (and, arguably, MRT is likely more appropriate). As highlighted in step 3, system identification, particularly open loop experimentation, is a rigorous approach for optimizing the tailoring variables or dynamical models for each person and thus, a strategy for optimizing individualization. In terms of the decision rules or controllers, closed loop experimentation is the method to use to test them.

Figure 7. Controller simulation.

As highlighted in the introduction, it is common in control systems engineering to include multiple experiments provided sequentially, over time, to the same system (i.e., person in this context). The key, from a design standpoint of the subexperiments, is to think through what is clinically appropriate or feasible and also what the logical progression is in terms of the likely changes that will occur within the target individual. In terms of the data analytic plan, as with system identification, there is a wealth of analytic strategies that are available, largely within MATLAB, for conducting the analyses. Much of the testing of controllers is actually built into the controllers themselves as, ultimately, they are mathematical equations seeking to minimize error while accounting for noise and other unknown issues. Controllers, thus, engage in self-testing relative to optimization criteria. The key advantage here of self-correction is also arguably a weakness, as this work hinges on the quality of the optimization criteria (a point we return to in the Discussion). A full description of the type of analyses that can be done and the many ways in which to design effective exploration or exploitation is beyond the scope of this introductory text, but interested readers should examine here [104]. Similarly, a full description of analyses for robustness testing is also beyond the scope, but readers can learn more here [43].
Returning to our *Just Walk* example, we have designed a control optimization trial with four phases specifically designed to test key elements of our adaptive intervention (see Figure 8). The figure is a simulated time series of one participant taking part in our control optimization trial. Row 1 simulates “disturbances” such as getting sick to illustrate how the controller might react (eg, increase points or lower goals). There are four phases divided by the red vertical lines. Phase 1 is an initial measurement only, baseline period, which provides a grounding of the person’s current activity. Phase 2 is an “open-loop” system identification experiment, similar to the study in step 3, whereby step goals (row 2) and points (row 3) are systematically “excited” to enable generation of individualized dynamical models. This phase enables estimating or validating our dynamical model and individualized tailoring variable selection as per our prior study. In phase 3, the model-predictive controller uses those dynamical models to make intervention option decisions to foster initiation of PA towards PA guidelines (row 5) and increased self-efficacy (row 4). During phase 3, the model-predictive controller will strive for appropriate targets for our at-risk group (ie, 10,000 steps/day on average or, if a person does not achieve 10,000 steps/day during initiation, then 3000 steps/day above the person’s baseline median steps). Phase 4 focuses on testing the controller’s decision rules for maintenance (eg, see reduced points provided in row 3). Specifically, we will optimize our approach for providing as minimal support as possible while a person maintains set-point targets.

With this experiment completed, we will be able to systematically test and optimize core elements of our adaptive intervention. In particular, our open loop system identification portion enables data-driven optimization for individualized dynamical models and selecting individualized tailoring variables as described above. Unlike the above work, the final definition of success, which is a person maintaining targeted step levels, will be available and, thus, can be used to define percentage model fits that are, indeed, good enough for individualization purposes. Our closed loop subexperiments allow us to optimize our controller’s ability to achieve set-point targets for each individual for each state, including initiation, maintenance, and possible relapses. We can judge success or failure relative to our optimization criteria (eg, 10,000 steps/day).

Furthermore, we can also produce aggregate (also called nomothetic) information across the sample of participants. Specifically, another optimization check involves comparison of the percentage of our sample that achieves our maintenance targets relative to current best practice PA interventions that appear to produce maintenance targets for approximately 50% of their samples [82,84]. Using previous work as a referent, we can establish the plausibility that our approach is comparable with current best practices if 50% of participants meet our set-point target and exceed current best practices if a higher percentage of our sample achieves our set-point targets. Thus, the control optimization trial can enable both case-by-case (ie, idiographic) optimization for individualization (ie, meeting
minimal model fits) and adaptation (amount of time within the desired set-point range across the intervention) and nomothetic optimization (ie, percent of participants meeting target thresholds). This multi-criteria optimization fits with the multiple elements within an adaptive intervention. Furthermore, the study is highly efficient as these elements can all be systematically studied within a single study and, indeed for most of our criteria, on a case-by-case basis.

**Discussion**

**Summary**

Control systems engineering is a rich discipline that has strategies mHealth researchers and practitioners can use for optimizing elements of adaptive interventions. It is particularly well matched to problems that (1) are dynamic, (2) have useful dynamic interventions available, (3) have an outcome measure that can be measured with sufficient temporal density over an extended time period, and (4) have desirable states for the target outcomes that can be defined as the optimization criteria on a case-by-case basis. There are five suggested (though not necessarily all required) steps for optimizing an adaptive intervention via control engineering: (1) derive a preliminary dynamical model, (2) select intervention options, (3) conduct a system identification open loop experiment, (4) design the controller and optimization criteria, and (5) conduct a control systems optimization trial. This approach holds great promise for expanding the potential of adaptive interventions. This is because control engineering provides a wide range of approaches to systematically unpack and test or optimize the various elements of adaptive interventions both on a case-by-case or idiographic and an aggregate or nomothetic level.

**Connections to Multiphase Optimization Strategy**

These steps map on to the MOST framework [28]. Within the preparation phase of MOST, the four suggested steps include the following: (1) develop a conceptual model; (2) develop intervention components; (3) if necessary, pilot test the intervention components; and (4) define the optimization criteria. These steps map on to steps 1 to 4 of the process we delineate but with slight variations based on the requirements for control engineering. An essential difference is step 3, because system identification is valuable not only in preparation for an adaptive intervention (and thus mimics the purpose of step 3 of MOST) but also for theory testing. Thus, it should not necessarily be thought of as pilot testing for the intervention but instead as a valuable scientific pursuit in and of itself. Within MOST, the optimization phase involves conducting an optimization trial, such as a factorial design. One could view system identification experiments, thus, as a form of an optimization trial. That said, the control optimization trial (step 5 in our analogous process) is directly parallel to other optimization trials, as the goal of the trial is primarily on optimizing the intervention, whereas system identification is more focused on theory testing and, thus, not as clearly similar to the optimization trials. If there is interest in seeing if this controller performs better than current standard of care, then the final step of MOST, evaluation via an RCT, can occur. Specifically, if the controller meets the threshold of the optimization criteria, the evaluation phase can then proceed whereby the control-driven intervention can be evaluated relative to a meaningful comparator (eg, current standard of care complex intervention [30]). If, however, the goal is to develop modules that are repurposable, self-contained intervention components (ie, components designed to function separately), then another plausible approach would be to modularize this work for other use cases, as delineated in agile science [103,106].

Beyond the steps, there is also synergy between MOST and control engineering principles. A central focus of MOST is efficiency, including the use of efficient experimental designs and grounding research in real-world constraints related to implementation with the long-term goal of facilitating more efficient and robust knowledge accumulation across studies. Continuous optimization is the second common principle that emphasizes the logic of a continual, iterative process related to further improving and refining behavioral interventions. Control engineering shares these principles of efficiency and continuous optimization. Overall, our work fits well with MOST and current trends in mHealth and the science of behavior change [133].

**Added Considerations Within Control Systems Engineering**

As highlighted already, control engineering practices include the principle of triangulation [134]. Unlike the concept of a definitive trial [134], the logic of triangulation (sometimes also called consilience [135]), involves the use of multiple methods and approaches to synergistically study a problem. The basic logic is that every method comes with inherent strengths and weaknesses. When different methods with different strengths and weaknesses point in a common direction, confidence in the assertion increases. Just like how neuropsychologists look for patterns across neurocognitive tests instead of relying on one test, control engineers use a wide range of methods that each have strengths and limitations for iteratively optimizing dynamical models and controllers. This is illustrated in our detailed discussion about a control optimization trial and the many ways in which it can be defined and operationalized via mixed use of open loop system identification experiments, closed loop tests, and robustness testing. If multiple methods and criteria point in a similar direction, then, one can have increased confidence that the overall system is working. Furthermore, if the different tests are not providing consistent results, then the discrepancies can often be used to better understand which elements of the complex intervention are likely inadequate, thus supporting optimization.

These methods are designed to understand and support better prediction and decision making for a given individual. Although we have highlighted the strengths of this approach, there are inherent weaknesses. For example, one potential trade-off exists related to the optimization criteria. If the optimization criteria that are chosen are not meaningful, then even if the controller achieves success (ie, optimization criteria are met), then nothing clinically meaningful has been achieved. This can be mitigated, of course, with optimization criteria that are grounded in clear evidence showing that they are clinically meaningful as is the case within Just Walk. Note that this problem is not unique to
control systems engineering. It exists within other methods including RCTs, but with RCTs, it manifests via the control condition chosen [136]. In brief, when a poor control condition is chosen, a statistically significant difference may be found (i.e., success for this method), but that does not necessarily equate to a meaningful result. To put it more colloquially, one could compare a bad intervention and use a worse intervention as a control, run a trial, and find that bad is better than worse. Unfortunately, the end result is still a bad intervention. Regardless of methods, it is essential to have clarity on what success means, in terms of real-world utility, as is argued in agile science [103,106].

A second major trade-off of control engineering and, indeed, any idiographic approach, is the undervaluing of generalizability to other individuals and contexts. This establishes the need for other methods that are better at balancing this idiographic emphasis with more of a nomothetic emphasis, such as RCTs. With that said, generalization to other individuals and contexts can feasibly occur via a different pathway toward generalizability knowledge, namely, the generalizability concept of causal explanatory models [137]. Shadish et al [137], in their formulation on a theory of generalization, highlighted the concept of causal explanatory models, which are mechanistic models that not only define if there is causal effect (what they called a causal descriptive model and what is produced by an RCT) but how the effect occurs, mechanistically. Arguably, dynamical modeling, particularly when robust semiphysical models can be validated, move in the direction of causal explanatory models and, thus, can feasibly aid in improving mechanistic understanding of a phenomenon and, thus, produce generalizable knowledge.

Returning to the concept of triangulation, an RCT can balance out the weaknesses of control engineering methods. As illustrated in the introduction and optimization section, RCTs compromise on providing insights about how, when, where, and for whom a given intervention element works, in the pursuit of stronger internal validity at the intervention package level and also increased external validity in terms of statistical claims of generalizability to the population the sample is conceptually drawn from. As the control optimization trial is an inherently n-of-1 study design, it enables the possibility of it being embedded within an RCT as the intervention arm. This possibility enables a highly efficient way of conducting multiple tests within a single trial that is squarely grounded in the philosophical logic of triangulation, as one trial can test intervention elements and also compare the package to another package. Indeed, including a control condition as a comparison with a control systems optimization trial is, arguably, a highly efficiently rigorous approach to test an adaptive intervention [103].

We emphasize triangulation as we see this as well matched to the complexity of adaptive interventions and possibly behavioral interventions more generally, even outside of the domain of control systems engineering. It is the cornerstone of our key thesis that adaptive interventions are more likely to succeed if its elements can be iteratively improved via optimization. In particular, the fact that there are so many elements within an adaptive intervention (e.g., intervention components, decision points, tailoring variables, and decision rules) establishes the need for triangulation. This fits with discussions in psychology, such as the need for a pluralistic approach to causality [134].

Implications and Future Work

As articulated elsewhere, advancements in digital technologies are rapidly converging to enable a new era in the understanding of human behavior [13,18,138]. A central argument made elsewhere is that the time is right for health and behavioral sciences to reexamine their experimental and analytic strategies [13,18,138]. Although there is great opportunity for a variety of other methods, health and behavioral scientists should more carefully consider control systems engineering. Not only is the time right, from a technical standpoint, but very classic work in psychological science engaged within control theory; thus suggesting that this is really a return to classical roots in psychological science [139-142]. Conceptually, there are many reasons to believe that control systems engineering could be a foundational class of methods behavioral and health scientists could use to improve impact, particularly related to individualized mHealth interventions. Of course, this requires far more research and empirical work before any firm conclusions can be drawn on the potential.

In terms of limitations and future work, more work is needed to clearly evaluate the utility of this approach relative to other methods. For example, the current method used in MOST for optimizing a static intervention is a factorial trial, and SMART and MRT are proposed for adaptive interventions. One valuable test to be conducted is comparison of an optimized intervention to an intervention that was not optimized using these methods. This comparison can be made using an RCT. As the control optimization trial is an inherently n-of-1 method, it is possible to compare the control optimization trial, as a proxy of an optimized intervention, with a control condition that lacks control engineering features. A trial such as this would provide insights on the plausible added value optimization via control engineering may produce relative to more traditional approaches for intervention development whereby the elements are not optimized but, instead, the elements of the intervention are defined based on prior aggregate evidence, user-centered research, and theory.

Building on this point, future work should focus on providing greater clarity on when to use which method for optimizing static and adaptive interventions. As one possible formulation on this, SMART appears useful when the goal is the selection of a progression of decisions to make with relatively infrequent adaptation (e.g., once every few months) and with well-specified if-then decision rules. As such, SMART might be particularly valuable within clinical practice. MRT appears particularly valuable for just-in-time adaptive interventions. We argue that control systems engineering methods are likely particularly valuable when the goal is to facilitate a more long-term trajectory of change, such as gradually increasing a target behavior whereby achievement of a desired state cannot happen immediately (e.g from 6000 steps/day to 10,000 steps/day or a 5% reduction in weight) but, instead, requires slow progression and building up of skills. Similarly, control engineering methods can also be valuable for facilitating maintenance of a targeted...
set-point by facilitating small adjustments and provision of support in sort of stepped-care framework. Although we think these general principles are correct conceptually, future empirical work is needed to explore the strengths and limitations of these approaches and the assertions made on when to use which method.

More work related to establishing meaning optimization criteria is needed. This work hinges on well-specified definitions of success that are clinically and practically meaningful but that is not necessarily always available for all elements of an adaptive intervention. For example, we established our model fit estimates as good enough for individualization based on Cohen’s work [127]. We fully recognize that this is an extension and thus may not be appropriate. Future work is needed to think clearly through what good enough optimization is for elements and the adaptive interventions overall.

Finally, future work should further explore if and, if so, how to integrate the logic of triangulation more actively within the development of mHealth interventions. As highlighted before, there is already research starting in this domain but, future research that provides scaffolding for health and behavioral scientists to work through this more complex approach to the design, optimization, and evaluation of interventions could be valuable. We have started this process through the articulation of agile science [103], but further work is needed. Finally, if control engineering does prove valuable, there will be a need for more interdisciplinary training between control engineers and psychologists.

**Conclusions**

In sum, mHealth is well poised to take advantage of control engineering methods for the optimization of adaptive interventions. The time is now for health and behavioral scientists to more closely examine control engineering methods. If the approach proves valuable for health problems, new partnerships should be forged between health and behavioral sciences and control systems engineers in the design, optimization, and evaluation of adaptive interventions.
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Abstract

Background: Digital self-help interventions (including online or computerized programs and apps) for common mental health issues have been shown to be appealing, engaging, and efficacious in randomized controlled trials. They show potential for improving access to therapy and improving population mental health. However, their use in the real world, ie, as implemented (disseminated) outside of research settings, may differ from that reported in trials, and implementation data are seldom reported.

Objective: This study aimed to review peer-reviewed articles reporting user uptake and/or usage data from implemented digital self-help interventions for the treatment or prevention of depression or anxiety, or the enhancement of mood.

Methods: We conducted a systematic search of the Scopus, Embase, MEDLINE, and PsychINFO databases for studies reporting user uptake and/or usage data from implemented digital self-help interventions for the treatment or prevention of depression or anxiety, or the enhancement of mood, from 2002 to 2017. Additionally, we screened the reference lists of included articles, citations of these articles, and the titles of articles published in Internet Interventions, Journal of Medical Internet Research (JMIR), and JMIR Mental Health since their inception. We extracted data indicating the number of registrations or downloads and usage of interventions.

Results: After the removal of duplicates, 970 papers were identified, of which 10 met the inclusion criteria. Hand searching identified 1 additional article. The included articles reported on 7 publicly available interventions. There was little consistency in the measures reported. The number of registrants or downloads ranged widely, from 8 to over 40,000 per month. From 21% to 88% of users engaged in at least minimal use (eg. used the intervention at least once or completed one module or assessment), whereas 7-42% engaged in moderate use (completing between 40% and 60% of modular fixed-length programs or continuing to use apps after 4 weeks). Indications of completion or sustained use (completion of all modules or the last assessment or continuing to use apps after six weeks or more) varied from 0.5% to 28.6%.

Conclusions: Available data suggest that uptake and engagement vary widely among the handful of implemented digital self-help apps and programs that have reported this, and that usage may vary from that reported in trials. Implementation data should be routinely gathered and reported to facilitate improved uptake and engagement, arguably among the major challenges in digital health.

(J Med Internet Res 2018;20(6):e199) doi:10.2196/jmir.9275
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Introduction

Background

Digital interventions (including online or computerized programs or apps) have been shown to be efficacious for depression and anxiety [1-4] and they provide the opportunity to extend psychological therapy to people who might otherwise not receive it [3-5]. Adherence to digital interventions is important for therapeutic gains [3,6] and is generally satisfactory relative to face-to-face interventions [7]. Self-help interventions, provided without guidance or personal support, might reach users who are unable or unwilling to seek help and may be scaled up at lower cost than interventions involving assistance [4,5]. Adherence to self-help is generally lower than that to guided interventions [8], although approaches such as persuasive design and telepresence may enhance retention [5,9] and advantages such as scalability mean that self-help remains worthy of attention.

Interventions may have poorer outcomes when implemented in community or clinical settings than they do in research trials [10-12]. Proven interventions can fail in the real world because translation from research trials may involve changes in the conditions under which the original results were obtained [10,11]. For instance, trials may exclude participants with complex issues, and trial participants may have additional motivations to complete interventions, such as to please researchers or to help others. Trial participants might also benefit from assessment effects or face-to-face contacts that are independent of the intervention [10]. Digital technology is evolving rapidly; hence, digital interventions that are not updated or refined following trials are at risk of becoming dated and, consequently, less appealing by the time they are available outside of research settings [13]. For these reasons, it is important to examine the use of digital interventions in real-world settings. Examining self-help interventions in isolation provides the opportunity to highlight differences between individual interventions of this type.

Objectives

In this study, we aimed to systematically review peer-reviewed articles reporting user uptake (eg, number of users, registrations, or downloads) and/or ongoing use, adherence, retention, or completion data (hereafter usage data or, for brevity, engagement) from implemented digital self-help interventions for the prevention or treatment of anxiety or depression, or for the enhancement of mood. We note that aspects of engagement other than usage data (eg, emotional involvement) are important [14-16]. However usage data are widely reported, are important for efficacy [6,7], and are the focus here. We identified no prior systematic reviews on this topic.

Methods

Search Strategy

Electronic searches were conducted of the Scopus, Embase, MEDLINE, and PsychINFO databases. The following search terms were used in Scopus, and the equivalent search was repeated on the Ovid Embase, MEDLINE, and PsychINFO databases:

( TITLE-ABS-KEY ( implementation OR “real world” OR real-world OR naturalistic OR observational OR “open access” OR public OR “publicly available” OR “publicly available” OR deployment OR community OR nationwide OR national OR regist* OR dissemination ) AND TITLE-ABS-KEY ( computerized PRE/5 therap* ) OR etherap* OR e-therap* OR ( online PRE/5 intervention* ) OR ( online PRE/5 treatment* ) OR ( internet PRE/5 intervention* ) OR ( website PRE/5 intervention* ) OR ( web-based PRE/5 intervention* ) OR ( web-based PRE/5 treatment* ) OR “smartphone app” OR “mobile app” OR “smartphone intervention” OR “smartphone program” OR “mobile program” OR “mobile intervention” OR mhealth OR mtherapy ) AND TITLE-ABS-KEY ( depression OR anxiety OR mood OR “mental health” OR “psychological wellbeing” ) AND TITLE-ABS-KEY ( uptake OR adopt* OR regist* OR enrol* OR recruit* OR logon OR “logged on” OR usage OR adherence OR compliance OR complet* OR attrition OR “drop out” OR dropout OR drop-out )).

The search strategy was developed in partnership with a specialist research librarian. The search of the Ovid databases included “mp” (“multi-purpose”), thus incorporated all subject headings in which one or more word(s) matched the search term.

The following journals were hand-searched from their inception (all post 2002) up to and including their February 2017 issue: Internet Interventions, Journal of Medical Internet Research (JMIR), and JMIR Mental Health. Finally, a hand search was conducted of the included studies’ reference lists, and the titles of articles that had cited the included papers.

Inclusion and Exclusion Criteria

Articles were included in the review if they:

- were digital (computerized or online programs or apps) self-help/unguided interventions explicitly described as being for the prevention or treatment of depression or anxiety, or for the enhancement or improvement of mood;
- reported data on user uptake (eg, number of users, registrations, or downloads) and/or usage, adherence, or attrition (eg, number or percentage of users beginning, completing, or partially completing the intervention, or using the intervention for a specified period of time);
- reported implementation (dissemination/observational) data; and
were published in the peer-reviewed literature between January 1, 2002, and March 8, 2017.

Articles were excluded if they:

- were pilot, exploratory, or feasibility studies; randomized controlled trials (RCTs); or protocol papers;
- were studies in which users were subject to assessments for research purposes, over and above what would normally be embedded in the intervention (ie, interventions could be included if routinely administered assessments were embedded as part of the self-help tool, but were excluded if users were subject to face-to-face or additional assessments for research purposes);
- reported findings from supported digital interventions (ie, supported by a therapist or where other human support was provided) or interventions that utilized a moderator or that were blended (eg, an adjunct to face-to-face therapy); and/or
- were not available in English.

Study Selection

Two authors (TF and LB) independently screened all retrieved titles, and then read the abstracts of all potentially relevant articles. Articles identified by one or both screening author(s) as potentially relevant were reviewed in full text. For each article excluded at the full-text review, the main reason for exclusion was recorded.

Data Extraction

The characteristics of all the included articles were coded by 2 of the 3 authors (LB, KS, and SH) and checked by 1 author (ML). The authors utilized a data extraction template that was developed for this systematic review and piloted on 2 of the full-text articles. Any discrepancies were resolved by referring to the original article and via discussion. The following characteristics and data were extracted:

- article reference details and data collection period;
- intervention characteristics: name of the intervention, intervention type (eg, online program, computerized program such as CD-ROM, smartphone app), condition treated, therapeutic modality, intervention length, features of gamification and navigation, and whether previously trialled and reported in the peer-reviewed literature;
- number of persons registering for or downloading the intervention;
- registration rate (the percentage of visitors to the intervention’s Website who then registered for the intervention), where data allowed;
- indicators of at least minimal use, such as number or percentage of users who began or used the intervention at least once or, where those data were not reported, number or percentage of users who completed at least one module or one assessment;
- indicators of moderate use (ie, more than at least minimal use but less than completion or sustained use), such as number or percentage of users completing a specified number or proportion of modules, or number of logins, or use for a specific period of time; and
- indicators of completion or sustained use, the number or percentage of users completing the intervention or, where no end-point was specified, the number or percentage using it for at least 6 weeks. Where neither of these were specified, the number or percentage of users who completed a final assessment or assessment at 6 weeks or more was recorded.

Results

Study Selection

The database search yielded 1701 records, of which 970 remained after the removal of duplicates as shown in Figure 1. The initial title screening excluded 771 records, and the abstract screening excluded a further 158 records. The full texts of the remaining 41 articles were reviewed, of which 10 passed the inclusion and exclusion criteria. Several papers required detailed consideration. A paper by Al-Asadi and colleagues [17] was excluded because it was not possible to separate data for those persons who selected therapist-assisted self-help from those who selected pure self-help. Another paper by Al-Asadi and colleagues [18] was included because results for those receiving pure self-help were provided. A paper by Menzies and colleagues [19] was included, despite being described as a trial, because the intervention was available online without referral, no researcher contact was involved, no assessments beyond those routinely included in the intervention were used, and there was no randomization. An intervention for posttraumatic stress disorder (PTSD) [20] was included as PTSD was classified as an anxiety disorder in the Diagnostic and Statistical Manual, Fourth Edition, Text Revision (DSM-IV-TR) [21], during most of our review period (ie, 2002-2017), although it was reclassified in the fifth edition of the DSM, issued in 2013 [22]. The hand-searching process identified one additional article [23] (Happify) for inclusion in the systematic review, bringing the total of eligible articles to 11.

Study and Program Characteristics

The 11 articles reported implementation data from 7 different interventions. Five articles reported on the original (ie, Mark I) or updated (ie, Mark II) version of the MoodGYM program [24-28], and the remaining 6 each described a unique intervention [18-20,23,29,30].

Study and program characteristics are summarized in Table 1. All of the included interventions were available without referral and were free to the user, apart from one that offered purchases or subscription for some content [23]. All were described as based on cognitive behavioral therapy (CBT) or utilizing CBT among other therapeutic modalities (eg, positive psychology), apart from one that did not specify the modality used [18]. Four interventions were online programs of fixed length, using sequential navigation (where content is provided in a specific order), or a choice of sequential or open navigation. The remaining 3 interventions were available via smartphone as an app [20], a suite of apps [30], or could be accessed as an app or online [23]. These app-based interventions (hereafter apps) had no fixed length and used open navigation. Notably, the articles reporting on apps were all relatively recent (ie, from 2015 to 2016).
The efficacy of one program (MoodGYM) has been empirically supported through RCTs [25,31,32]. For 3 interventions there was some evidence: a small, exploratory pre-post trial found beneficial effects for CBTPsych [33]; a single-arm trial, which included coaching, showed significant therapeutic improvements for users of Intellicare apps [30]; and, for PTSD Coach, there was both a pilot RCT reporting modest, nonsignificant effects [34] and a subsequent RCT reporting significant therapeutic effects at post-treatment [35]. At the time of writing, we found no published studies examining the efficacy of 3 interventions: Anxiety Online, Happify, and HDep.

**Uptake and Usage Data**

User uptake (registrations or downloads) and usage data for each intervention are summarized in Table 2.

The number of registrations or downloads were reported in 8 papers. The remaining 3 studies reported related indicators as shown in Table 2. Registrations or downloads varied markedly from an average of 8 to at least 40,053 per month. Across the 7 interventions (and using the Mark II community user registration rate for the MoodGYM program), the median number of registrations or downloads was 401 per month, and the mean when excluding the lower and upper outliers was 2098 per month. There were 3 interventions with thousands of downloads or registrants per month, including 2 of the 3 apps, PTSD Coach, and Happify [20,23], and 1 of the 4 online programs, MoodGYM Mark II [27].

In Table 2, for MoodGYM, the number of assessments completed is likely to be similar to the number of modules completed, but not interchangeable. Assessments are completed at the beginning of a module and some users may not complete...
modules that they commence. Furthermore, for the Mark I version, assessments were not compulsory (a module could be completed without doing the assessment associated with that module); therefore, users may have skipped assessments.

Just 1 study, which was of MoodGYM Mark II [27], reported both the number of website visitors and the number of registrations, allowing the calculation of a registration rate, which was 42.2%.

Available measures indicating at least minimal use were limited and varied widely as shown in Table 2, making direct comparisons challenging. Within these limitations, CBTPsych [19] had the highest percentage of registrants engaging in at least minimal use, although given the low number of registrations per month, this was very few individuals.

Next, we reviewed indicators of moderate use. Again, there was little consistency in available data. Of the online programs: up to 16% of MoodGYM users completed 2 or more modules or assessments (embedded within the modules) out of 5 [24-28]; 10% of HDep users completed module 4 of this 7-module program (although they could miss individual modules) [29]; and 39% of CBTPsych users completed at least 4 of the 7 modules [19]. The apps or blended interventions reported quite different measures. Over 40% of PTSD Coach users continued to use it a month after installation [20]. For Happify, 20.6% of those who had completed an initial assessment also completed a noncompulsory assessment 2 weeks later, and 7.2% completed an assessment at 4 weeks [23]. The study of Intellicare apps described those who used each app 10 or more times as “active users.” This group comprised 4.7% to 35.7% of users for each app [30].

Table 1. Intervention characteristics.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Intervention</th>
<th>Condition treated</th>
<th>Therapeutic modality</th>
<th>Intervention length</th>
<th>Gamification</th>
<th>Navigation</th>
<th>Evidence from prior trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christensen et al (2002) [24]</td>
<td>MoodGYM Mark I (online program)</td>
<td>Depression/ mood</td>
<td>CBT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 modules</td>
<td>Includes an interactive game</td>
<td>Sequential</td>
<td>Significant therapeutic effects in an RCT&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Batterham et al (2008) [27]</td>
<td>Anxiety Online (suite of 5 online programs)</td>
<td>Anxiety</td>
<td>Not specified</td>
<td>12-week program</td>
<td>No apparent gamification&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Either</td>
<td>No</td>
</tr>
<tr>
<td>Neil et al (2009) [28]</td>
<td>HDep (online program)</td>
<td>Depression/ mood</td>
<td>CBT</td>
<td>7 modules</td>
<td>No apparent gamification&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Either</td>
<td>No</td>
</tr>
<tr>
<td>Menzies et al (2016) [19]</td>
<td>CBTPsych (online program)</td>
<td>Anxiety (social anxiety for stutterers)</td>
<td>CBT</td>
<td>7 modules</td>
<td>No apparent gamification&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Sequential</td>
<td>Therapeutic effects in a small pre-post exploratory trial</td>
</tr>
<tr>
<td>Owen et al (2015) [20]</td>
<td>PTSD Coach (app)</td>
<td>Anxiety (PTSD)</td>
<td>CBT</td>
<td>No specified length</td>
<td>No apparent gamification&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Open</td>
<td>Pilot RCT: nonsignificant effects Subsequent RCT: significant therapeutic effects</td>
</tr>
<tr>
<td>Lattie et al (2016) [30]</td>
<td>Intellicare Apps (suite of apps)</td>
<td>Anxiety and depression</td>
<td>Mixed (includes CBT &amp; positive psychology)</td>
<td>No specified length</td>
<td>Includes some gaming elements in one or more apps</td>
<td>Open</td>
<td>Significant effects in a single-arm trial with coaching provided through the program</td>
</tr>
<tr>
<td>Carpenter et al (2016) [23]</td>
<td>Happify (app &amp; online program)</td>
<td>Anxiety and mood/ depression</td>
<td>Mixed (includes CBT &amp; positive psychology)</td>
<td>58 core activities</td>
<td>Includes some gaming elements and games</td>
<td>Open</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy.  
<sup>b</sup>RCT: randomized controlled trial.  
<sup>c</sup>On the basis of the study’s description of the program (ie, as at data collection).
## Table 2. Uptake and usage data.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Intervention (data collection period)</th>
<th>Registrations/downloads (time period in months)</th>
<th>Average registrations/downloads per month</th>
<th>At least minimal use</th>
<th>Moderate use</th>
<th>Completion or sustained use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christensen et al (2002) [24]a</td>
<td>MoodGYM Mark I (Apr 2001 to Sep 2001)</td>
<td>2909 (6)</td>
<td>485</td>
<td>51.7% completed at least one depression assessment</td>
<td>16% completed at least two depression assessments</td>
<td>Not stated</td>
</tr>
<tr>
<td>Christensen et al (2004) [25]</td>
<td>MoodGYM Mark I (Apr 2001 to Sep 2003)</td>
<td>19,607 (30)</td>
<td>654</td>
<td>62% completed at least one depression assessment</td>
<td>15.6% completed two or more modules</td>
<td>0.5% completed a noncompulsory assessment at beginning of the last module</td>
</tr>
<tr>
<td>Christensen et al (2006) [26]</td>
<td>MoodGYM Mark II (Sep 2003 to Oct 2004)</td>
<td>38,791 (14)</td>
<td>2,770</td>
<td>69% completed at least one depression assessment</td>
<td>Less than 7% progressed beyond two modules</td>
<td>Not stated</td>
</tr>
<tr>
<td>Batterham et al (2008) [27]b</td>
<td>MoodGYM Mark II (Jan 2006 to Apr 2007)</td>
<td>82,159 (16)</td>
<td>5135</td>
<td>37% completed one or more modules</td>
<td>10% completed 2 or more modules</td>
<td>Not stated</td>
</tr>
<tr>
<td>Neil et al (2009) [28]</td>
<td>MoodGYM Mark II (Jan 2006 to Nov 2007—adolescents)</td>
<td>7207 (23)</td>
<td>313</td>
<td>40.6% completed one or more modules</td>
<td>11.1% completed 2 or more modules</td>
<td>2.8% completed all 5 modules</td>
</tr>
<tr>
<td>Al-Asadi et al (2014) [18]</td>
<td>Anxiety Online (Oct 2009 to Jan 2012)</td>
<td>9394 persons completed assessmentc (28)</td>
<td>336</td>
<td>33.1% accepted and commenced self-help programd</td>
<td>Not stated</td>
<td>3.7% of those who completed the first assessment also completed the post-treatment assessment</td>
</tr>
<tr>
<td>Lara et al (2014) [29]</td>
<td>HDep (Mar 2009 to Apr 2013)</td>
<td>17,318 persons registered and entered site at least twicee (50)</td>
<td>346</td>
<td>71.4% completed the first module</td>
<td>10% of users did module 4 (users could miss modules, so may not have completed 4)</td>
<td>Not stated</td>
</tr>
<tr>
<td>Menzies et al (2016) [19]</td>
<td>CBTPsych (Aug 2011 to Mar 2014)</td>
<td>267 (32)</td>
<td>8</td>
<td>88% logged on at least once</td>
<td>39% completed 4 or more modules</td>
<td>19.5% completed all 7 modules</td>
</tr>
<tr>
<td>Owen et al (2015) [20]</td>
<td>PTSD Coach (Mar 2011 to June 2014)</td>
<td>153,834 (36)</td>
<td>4273</td>
<td>61.1% returned to use the app after the day it was installed</td>
<td>52.1% continued to use app 1 week after installation; 41.6% continued to used app 1 month after installation</td>
<td>No specific completion point; however, 28.6% continued to use the app after 3 months, 19.4% continued after 6 months, and 10.6% after 1 year</td>
</tr>
<tr>
<td>Lattie et al (2016) [30]</td>
<td>Intellicare Apps (Sep 2014 to Oct 2015)</td>
<td>5210 (13)</td>
<td>401</td>
<td>84.1% of downloaded apps were launched at least once; between 38.7% and 70.2% of users used apps for at least one day</td>
<td>Between 4.7% and 35.7% (depending on specific app) of active users used the app on 10 or more occasions; between 13.1% and 23.3% used the app for 28 or more days</td>
<td>Not stated</td>
</tr>
</tbody>
</table>
Only 2 studies directly reported intervention completion rates. In these cases, 2.8% of MoodGYM users completed all 5 modules [28] and 19.5% of CBTPsych users completed the program [19]. Looking at other indicators of sustained use for the online programs, 0.5% of MoodGYM Mark I users completed a noncompulsory assessment in the final module [25]. In total, 3.7% of Anxiety Online users who had completed an initial assessment and were offered a self-help online intervention also completed a post-treatment assessment [18]; however, these users may or may not have been utilizing the treatment. There were no specific completion data reported for the apps. However, 19.4% of PTSD Coach users continued to use the app after 6 months [20] and 3.5% of Happify users completed a 6-week assessment [23], although again, these users may have completed assessments without engaging in other content.

Combining completion or sustained use data with the number of people beginning each intervention (uptake), as reported here, suggests that fewer than 40 persons per month completed final assessments or final modules for any of the online modular programs during the study periods. In contrast, over 800 users completed the Happify app assessments at 8 weeks [23], and over 1000 persons per month demonstrated continued use of PTSD Coach after 3 months [20].

**Discussion**

**Summary of Evidence**

For digital mental health interventions to have a population-level impact, significant numbers of people must receive beneficial doses. This requires both sufficient uptake and ongoing use of effective interventions. Despite over 10,000 digital mental health interventions being publicly available in 2017 [36], we identified only 11 peer-reviewed publications reporting uptake and/or usage data from publicly available digital self-help interventions for depression, anxiety, or low mood. This is disappointing, given 3 considerations. First, people may use interventions differently in the real world, as compared with trial conditions. Second, digital interventions allow relative ease of data collection through automation. Third, comparisons of uptake and usage across interventions could inform improvements in the field. Where data have been reported, diverse measures were used, making direct comparisons challenging. Nevertheless, large differences are apparent. The widest-reaching intervention in our review had tens of thousands of new users per month, whereas the least used one had fewer than ten. Moreover, ongoing use ranged from less than 1% to over 28% of users completing interventions or demonstrating sustained use.

The findings suggest that people may use digital mental health interventions differently in real-world settings, as compared with trial conditions. Although this may be true for many interventions, the phenomenon is easily quantifiable in digital interventions through embedded routine data collection. Completion rates, as reported in included studies, are lower than the completion rates of 43% to 99% in a systematic review of adherence in controlled trials of online interventions for depression and anxiety [7]. Direct comparisons between research trials and implementation usage data for the same intervention also suggest reduced adherence in real-world settings. For example, only 0.5% of community users (ie, users of MoodGYM as publicly implemented and freely available online) of MoodGYM completed a noncompulsory final assessment, compared with 22.5% of participants in a trial evaluating the same program [31]. Similarly, in the community, adolescent users of MoodGYM completed an average of 3.1 exercises, compared with an average of 9.4 exercises among adolescents in a school-based trial [28].

---

**Table 1. Summary of Evidence**

<table>
<thead>
<tr>
<th>Publication</th>
<th>Intervention (data collection period)</th>
<th>Registrations/downloads (time period in months)</th>
<th>Average registrations/downloads per month</th>
<th>At least minimal use</th>
<th>Moderate use</th>
<th>Completion or sustained use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carpenter et al (2016) [23]</td>
<td>Happify (Dec 2014 to May 2016)</td>
<td>Total downloads not reported, 720,952 persons completed an assessment (18)</td>
<td>40,053</td>
<td>21.2% of those who had completed an assessment at registration completed at least one more assessment</td>
<td>20.6% also completed an assessment at 2 weeks, 7.2% completed an assessment at 4 weeks</td>
<td>3.5% completed an assessment at 6 weeks, 2.1% completed an assessment at 8 weeks</td>
</tr>
</tbody>
</table>

---

The timeframe covered in this study is a subset of that reported by Christensen et al [25] for the same intervention, but the 2002 study reports some data that are not reported in the 2004 study.

The timeframe reported in this study is a subset of that reported by Neil et al [28] for the same intervention. However, this study reports data for all registrants, whereas Neil et al’s [28] study only reports data for adolescent users.

Persons (n=9394) completed an online assessment and were then offered an online self-help or therapist-assisted program. No other indications of registration are reported.

Persons (n=3107) selected and commenced an online self-help program; they did not formally withdraw and were not recorded as “in progress” at the time of the publication.

No other registration data were reported.

Assessments were not compulsory.

---

http://www.jmir.org/2018/6/e199/
Previous studies have highlighted differences in adherence between guided and unguided self-help interventions [8]. Given the limited, heterogeneous data, we did not conduct meta-analyses or test for differences between interventions. However, on the face of it, a long established program (MoodGYM released in 2001) [24] and 2 of the recently tested app-based interventions (PTSD Coach [20] and Happify [23]) appear particularly promising in terms of uptake. Two interventions reported high sustained use. The first was CBTPsyCh [19], the 7-module online CBT program for addressing social anxiety among stutterers. Very few people used this, but retention was high. Second, a very different intervention, PTSD coach (available as an app, with no fixed length and an open navigation structure), had high sustained use [20]. Over 10 times as many people engaged in sustained use of apps as completed any of the online modular programs.

An issue for consideration is that of what is a beneficial dose at a population level. The dose or amount of exposure to digital mental health interventions for clinically significant effects has been considered in previous research, with greater adherence generally associated with greater clinical gains [6,7,9]. Included studies show that large numbers of people accessed some mental health interventions for brief periods. Relatively brief use might have a significant population impact if this exposes large numbers of people to ideas such as depression being common, there being a range of ways to address it, and help being available. Future research should consider this.

Perhaps, the strongest implication from this study is that future research should report intervention uptake, ongoing use, and impact in real-world settings. Transparent reporting of key data, such as those as shown in Textbox 1, would facilitate comparisons. Alongside these data, reporting of intervention characteristics, modes of delivery, and features of implementation such as marketing and methods of dissemination would provide opportunities for understanding which interventions, applied in which ways, engage and retain users.

Strengths and Limitations

This review examined data from peer-reviewed articles. We did not examine grey literature or request data from providers of interventions or Internet service providers due to resource constraints. Further research should explore this. There is a risk of publication bias, given that interventions with poor results may not be reported. A meta-analysis was not conducted due to the small number of published studies and the heterogeneity of data. However, with increased data and more consistent reporting, a meta-analysis would be a valuable future addition to the literature. We set inclusion and exclusion criteria to focus on interventions addressing the very common issues of depression, anxiety, and low mood. We included an intervention targeting PTSD. PTSD was included as an anxiety disorder in the edition of the Diagnostic and Statistical Manual/DSM-IV-TR [21], which was in use at the start of our review period (2002-2017), but not in the fifth edition, issued in 2013 [22]. Others might have made different decisions; however, we have endeavored to be transparent in this. These limitations notwithstanding, this is the first systematic review of implementation data in this area, and it highlights valuable opportunities for development.

Conclusion

Digital self-help interventions targeting depression, anxiety, or the enhancement of mood have the potential to improve population-level mental health in a highly scalable manner. However, for these interventions to achieve meaningful impact, they need to have adequate uptake and adherence in real-world settings. Only a handful of interventions have reported this information in the peer-reviewed literature to date, and these utilized diverse measures. Nevertheless, the published studies of unguided self-help interventions for anxiety, depression, and mood demonstrate large differences in uptake and engagement between interventions. Organizations delivering these interventions should take advantage of the opportunity to gather and publish data. Much of the data collection on intervention usage can be automated, making such collection and subsequent reporting generally easy and low-cost. We have proposed key metrics that should be considered. Transparent, comparable, and timely publication of real-world data would allow between-program comparisons and hence facilitate improvements in user uptake and engagement, arguably 2 of the major challenges in the digital health world.
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Abstract

Background: Online tools are a convenient and effective method of delivering lifestyle interventions to obese adult primary care patients. A referral model allows physicians to efficiently direct their patients to the intervention during a primary care visit. However, little is known of physicians’ perspectives and utilization of the referral model for an online lifestyle modification intervention.

Objective: The aim was to evaluate the response of primary care providers (PCPs) to a referral model for implementing a year-long online intervention for weight loss to obese adult patients.

Methods: The PCPs at six primary care clinics were asked to refer adult obese patients to a year-long online lifestyle intervention providing self-management support for weight loss. Following the 1-year intervention, all providers at the participating practices were surveyed regarding their views of the program. Respondents completed survey items assessing their attitudes regarding the 1-year intensive weight loss intervention and identifying resources they would find helpful for assisting patients with weight loss. Referring physicians were asked about their level of satisfaction with implementing the counseling services using standard electronic health record referral processes. Attitudes toward obesity counseling among referring and nonreferring providers were compared. Impressions of how smoothly the referral model of obesity treatment integrated with the clinical workflow were also quantified.

Results: Of the 67 providers who completed the surveys, nonreferring providers (n=17) were more likely to prefer counseling themselves (P=.04) and to report having sufficient time to do so (P=.03) than referring providers (n=50) were. Nonreferring providers were more likely to report that their patients lacked computer skills (76%, 13/17 vs 34%, 17/50) or had less access to the Internet (65%, 11/17 vs 32%, 16/50).

Conclusions: Understanding providers’ views and barriers regarding the integration of online tools will facilitate widespread implementation of an online lifestyle modification intervention.

(J Med Internet Res 2018;20(6):e167) doi:10.2196/jmir.8616
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Introduction
To improve patients’ long-term health and to decrease health care costs, health care providers must play a pivotal role in addressing obesity. The US Preventive Services Task Force recommends screening all adults for obesity. For patients with obesity—a body mass index (BMI) of 30 kg/m² or higher—clinicians should offer or refer patients to a comprehensive behavioral intervention [1,2]. Although primary care providers (PCPs) are aware of the importance of addressing obesity in their patient population, counseling in the primary care setting remains uncommon [3]. In one study, not even a third (29%) of obese adults had a recorded diagnosis of obesity, and only 18% had received counseling for weight reduction, whereas 21% had received advice on physical activity and 25% had received advice on diet [4].

Numerous barriers account for these shortcomings, including the absence of practice tools, lack of training in behavior modification strategies, prohibitive costs, and time constraints [3]. Guidelines recommend using a trained interventionist, such as a registered dietitian, psychologist, exercise specialist, health counselor, or other health professional who adheres to formal protocols in weight management, to provide a comprehensive lifestyle modification intervention that is high intensity, with at least 14 sessions over a 6-month timeframe [5]. Unfortunately, many physicians lack the training or clinical infrastructure to comply with these recommendations.

Health information technology is considered a promising avenue for addressing gaps in care and providing patient-centered, yet affordable, health care services [6]. Online tools are considered a convenient and effective option for delivering lifestyle interventions [7]. However, studies on providers’ perspectives and use of online lifestyle interventions are limited. Providers may not recommend online tools for their patients because they are not familiar with them or may be unconvinced of their efficacy or safety [8]. To improve widespread implementation of Internet tools, such tools must be acceptable to providers and smoothly integrated into their practice. The tools must also be easily implemented in a wide variety of settings at an affordable cost and be sustainable over time [9]. Integration of a health information technology intervention into practice must also maintain workflow and minimize disruption [10].

To enhance the adoption of the clinical intervention, careful implementation is essential for executing the program and achieving accurate results. A referral model, in which the physician initiates a referral for an online weight-loss intervention during the primary care visit, is one approach for integrating evidence-based behavioral care into practice. Physician referrals have been associated with positive outcomes in weight management, such as improved patient attendance in consultation sessions and better completion rates of weight management programs relative to self-referred patients [11]. The goal of this study was to evaluate physician response to a referral model for implementing a year-long online intervention providing self-management support for weight loss to obese adult primary care patients.

Methods
Parent Study
As part of a randomized controlled trial, three online lifestyle interventions were implemented in six primary care clinics and compared among 373 patients over 1 year of follow-up [12]. The clinics represented a range of practice settings in Western Pennsylvania, USA, including academic, private, rural, and urban. All the practices were part of the University of Pittsburgh Medical Center health system, which is an integrated health enterprise that is headquartered in Pittsburgh, PA. The clinical sites serve a patient population that is primarily white or African American, which is consistent with the region’s racial and ethnic distribution. A study investigator met with clinicians at each of the participating sites before the intervention to explain the structure and goals of the intervention and evaluation process. The PCPs were asked to refer patients who met the inclusion criteria: BMI of 30 kg/m² or higher, aged 21 to 75 years, and receiving primary care at one of the participating practices. Patients were excluded if they had a myocardial infarction within the last 3 months or their PCP felt that a low-fat diet and moderately intense unsupervised physical activity would be unsafe. Additional exclusion criteria included having a health condition that was likely to impact body weight assessment (eg, severe congestive heart failure or ascites) or influence body weight (eg, cancer requiring treatment in the past year except for nonmelanomatous skin cancer), regular use of prescription medication that is likely to influence body weight, current pregnancy or a plan for pregnancy during the study, an inability to learn adequately from English language audio-taped materials, a perceived lack of basic computer or Internet skills, or a perceived lack of high-speed Internet access. A PCP referral was required for enrollment and only one individual per household could be enrolled.

Physicians used the practice’s standard electronic health record (EHR)-based referral and consultant feedback systems. To facilitate enrollment, the EHR system prompted clinicians to consider referring patients who met the inclusion criteria of obesity (BMI ≥30 kg/m²) [13]. While the PCPs provided a referral, the online coach and automated curriculum provided the comprehensive counseling to each patient. The PCPs received feedback on the weight change of each participant over the course of the year via one-page automated graphic reports of weight and behavior change, printed on paper and annotated with adherence data. This approach is similar to the use of paper consultant feedback letters. Referring PCPs were recommended to provide patients enrolled in the intervention with feedback and encouragement at their routine appointment. Institutional review board approval was obtained for this study from the University of Pittsburgh (PRO09080118).

Primary Care Provider Attitude Survey
The PCPs at the six participating primary care practices were surveyed regarding their views of the program following the 1-year intervention. The survey was anonymous. All providers at the participating practices were contacted by email with survey links, and paper surveys were distributed at practice meetings and resident seminars. Nonresponders received
Results

Of 185 providers in the six participating primary care practices, 67 (36.2%) completed the provider surveys (Table 1). Among respondents, 99% (66/67) were physicians and 46% (31/67) were females. The majority were white (72%, 48/67) or Asian (22%, 15/67); 4% (3/67) were Hispanic. Fifty PCPs (75%) had Internet access (either at work or at home). Nonreferring providers also differed in whether they raised concerns about their patients’ computer skills (P = .113). Nonreferring providers more often reported using Internet-based lifestyle counseling (46%, 15/33) versus referring providers (22%, 11/50) (P = .04). Referring and nonreferring providers differed in their counseling preferences (P = .04) and perception of whether a clinical encounter provides sufficient time to counsel patients on lifestyle decisions (P = .03; Table 2). For example, compared with referring providers, nonreferring providers more often reported a preference for counseling on healthy eating and exercise patterns themselves rather than referring for counseling (somewhat agree: 8%, 4/50; strongly agree: 0%, 0/50) versus 24% (4/17) and 6% (1/17), respectively. Nonreferring providers were more likely to report sufficient time during clinic visits to counsel patients adequately on diet, physical activity, and obesity compared to the referring providers (P = .03). Overall, 29% (5/17) of nonreferring providers agreed (somewhat or strongly) that time was sufficient, whereas 8% (4/50) of referring providers agreed (somewhat or strongly). Both referring and nonreferring providers reported that they believed their patients would benefit from advice to lose weight through lifestyle changes even though 18% (12/67) of responders somewhat agreed and 1% (1/67) strongly agreed that their patients were generally not interested in receiving counseling for diet, physical activity, or weight loss. In addition, 19% (13/67) reported that obesity should be managed outside the clinical setting. Nonreferring providers more often reported (somewhat or strongly) that their patients were generally not interested in receiving counseling for diet, physical activity, or weight loss. In addition, 19% (13/67) reported that obesity should be managed outside the clinical setting. Nonreferring providers more often reported (somewhat or strongly) that their patients were generally not interested in receiving counseling for diet, physical activity, or weight loss. In addition, 19% (13/67) reported that obesity should be managed outside the clinical setting.

Data Analysis

The PCPs were divided into “referring” and “nonreferring” categories based on whether or not they referred at least one patient to the program. Cross-sectional analyses examined sample demographics, compared attitudes toward obesity counseling, and quantified impressions of how smoothly the referral model of obesity treatment integrated with clinical workflow between referring and nonreferring providers. Data were summarized with descriptive statistics. Chi-square tests were used to examine the relationship between referral categories and providers’ attitudes or referring status. Descriptive statistics including means and standard deviation were used. All analyses used Stata 11.1.

Table 1. Demographics of provider respondents (referring providers vs nonreferring providers).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Referring providers (n=50), n (%)</th>
<th>Nonreferring providers (n=17), n (%)</th>
<th>Total (N=67), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female)</td>
<td>26 (52)</td>
<td>5 (29)</td>
<td>31 (46)</td>
<td>.11</td>
</tr>
<tr>
<td>Ethnicity (Latino)</td>
<td>2 (4)</td>
<td>1 (6)</td>
<td>3 (4)</td>
<td>.75</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>White</td>
<td>38 (76)</td>
<td>10 (59)</td>
<td>48 (72)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>11 (22)</td>
<td>4 (24)</td>
<td>15 (22)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>2 (12)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>Professional status</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Resident</td>
<td>6 (12)</td>
<td>12 (71)</td>
<td>18 (27)</td>
<td></td>
</tr>
<tr>
<td>Fellow</td>
<td>1 (2)</td>
<td>2 (12)</td>
<td>3 (5)</td>
<td></td>
</tr>
<tr>
<td>Attending</td>
<td>43 (86)</td>
<td>2 (12)</td>
<td>45 (67)</td>
<td></td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (1)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Attitudes toward obesity counseling among referring and nonreferring providers. N/A: not applicable.

<table>
<thead>
<tr>
<th>Attitudes and category</th>
<th>Referring providers (n=50), n (%)</th>
<th>Nonreferring providers (n=17), n (%)</th>
<th>Total (N=67), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Report that referral approach to enrollment integrated smoothly^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>47 (94)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3 (6)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Provided feedback to patients regarding their efforts throughout the intervention^a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (52)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>24 (48)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Prefer to counsel on healthy eating and exercise patterns, without referring for additional counseling</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>19 (39)</td>
<td>2 (12)</td>
<td>21 (32)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>26 (53)</td>
<td>10 (59)</td>
<td>36 (55)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>4 (8)</td>
<td>4 (24)</td>
<td>8 (12)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>There is typically sufficient time during the appointment to counsel patients adequately on diet, physical activity, and obesity</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>31 (63)</td>
<td>5 (29)</td>
<td>36 (55)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>14 (29)</td>
<td>7 (41)</td>
<td>21 (32)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>3 (6)</td>
<td>5 (29)</td>
<td>8 (12)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Most of his/her patients would not benefit from advice to lose weight through lifestyle modification</td>
<td>.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>10 (59)</td>
<td>31 (63)</td>
<td>41 (62)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>5 (29)</td>
<td>8 (16)</td>
<td>13 (20)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>2 (12)</td>
<td>6 (12)</td>
<td>8 (12)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>0 (0)</td>
<td>4 (8)</td>
<td>4 (6)</td>
<td></td>
</tr>
<tr>
<td>Patients are generally not interested in receiving counseling for diet, physical activity, and weight loss</td>
<td>.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>18 (37)</td>
<td>3 (18)</td>
<td>21 (32)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>22 (45)</td>
<td>10 (59)</td>
<td>32 (48)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>8 (16)</td>
<td>4 (24)</td>
<td>12 (18)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Obesity should be managed outside the clinical setting</td>
<td>.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>18 (37)</td>
<td>3 (18)</td>
<td>21 (32)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>22 (45)</td>
<td>10 (59)</td>
<td>32 (48)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>6 (12)</td>
<td>3 (18)</td>
<td>9 (14)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>3 (6)</td>
<td>1 (6)</td>
<td>4 (6)</td>
<td></td>
</tr>
<tr>
<td>Report patients are generally not interested in using Internet-based lifestyle counseling</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>9 (18)</td>
<td>0 (0)</td>
<td>9 (14)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>29 (59)</td>
<td>9 (53)</td>
<td>38 (58)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>11 (22)</td>
<td>5 (29)</td>
<td>16 (24)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>0 (0)</td>
<td>3 (18)</td>
<td>3 (5)</td>
<td></td>
</tr>
<tr>
<td>Report patients generally have minimal computer skills</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>7 (14)</td>
<td>1 (6)</td>
<td>8 (12)</td>
<td></td>
</tr>
<tr>
<td>Somewhat disagree</td>
<td>25 (51)</td>
<td>3 (18)</td>
<td>28 (42)</td>
<td></td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>17 (35)</td>
<td>9 (53)</td>
<td>26 (39)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>0 (0)</td>
<td>4 (24)</td>
<td>4 (6)</td>
<td></td>
</tr>
</tbody>
</table>
Nonreferring providers more often agreed that their patients were likely to have minimal computer skills (76%, 13/17 vs 34%, 17/50), and were likely to lack Internet access (65%, 11/17 vs 32%, 16/50).

Most respondents reported that they found it useful to refer patients to a variety of community counseling resources for promoting healthy lifestyles (Table 3). In-person counseling visits with a health educator or coach, reminder phone calls from clinic staff, and online support from a health educator or coach were the most commonly endorsed resources that could be offered to patients. However, a preference for Web-based support—individualized counseling or an online compilation of community resources for healthy lifestyles—was more common among referring (vs nonreferring) providers.

### Discussion

Although primary care physicians are aware of their potentially pivotal role in addressing the prevalence of obesity, weight counseling in the primary care setting remains uncommon. In this study, we found that a standard, EHR-based clinical referral coupled with consultant feedback processes can integrate online self-management support tools with primary care workflow in a manner that is acceptable to PCPs. Providers who referred patients to these resources were more likely to report that they had limited time for counseling compared with other providers. Conversely, a preference for personally delivering healthy lifestyle counseling was less common among referring PCPs, as was a perception that their patients lacked technical interest, skills, or Internet access. Physicians endorsed a range of...
resources that could assist patients with weight loss, including online options.

Survey responses offered insight into several potential avenues for improving self-management support for obesity. For example, although physicians received feedback of the weight change of each participant, only 53% of the referring providers discussed this with patients and offered feedback regarding their efforts. Fostering more consistent feedback is potentially important because even minimal physician involvement may enhance outcomes of lifestyle modification interventions [13] and continuity of care in the primary care setting provides an opportunity for long-term lifestyle support. Furthermore, education about the obesity literature may be useful. For example, 20% of the providers in our study reported that obesity should be managed outside the clinical setting. Yet, physicians’ direct discussion of patients’ weight status has been associated with a significant weight loss and could be considered a targetable intervention [14]. In addition, 20% felt that most of their patients were generally not interested in receiving counseling on lifestyle modification, a perception that differs from published data on patients’ preferences [15].

Most of the nonreferring providers were resident physicians (71%). Nonreferring providers more frequently preferred to counsel patients themselves rather than refer for counseling, and tended to report having sufficient time during clinic visits to counsel patients adequately on lifestyle modification. This could reflect the fact that resident physicians are allotted longer clinic visits, which provide them with more time to counsel patients. By choosing to counsel patients themselves rather than referring them to an intervention, residents may be more likely to learn the skills to counsel patients on lifestyle modification. Although these skills are essential, such practice might not be sustainable after the completion of their training.

Concerns about Internet access and minimal computer skills were raised by providers, particularly among those who did not refer patients. From our data, we cannot determine whether these responses reflect real or perceived barriers for patients. Broadband access in the US has expanded considerably in recent years, with more than 80% of the population having access to high-speed Internet access [16,17]. Web use among the minority populations has expanded considerably, particularly among African Americans, between 2000 and 2014, with 85% of white, 81% of Hispanic, and 78% of black non-Hispanic respondents reporting Internet use in 2015 [18]. Furthermore, Internet use has increased disproportionately in populations that have historically shown below-average Internet use, including senior citizens, low-income Americans, and rural adults [16,19]. Yet, concerns over a digital divide remain [18,19], and the topic warrants attention whenever online tools are considered for patient care.

Because of the limited response rate (37%), these data may not reflect the full spectrum of PCP opinion regarding the referral model for weight-loss management. However, because 75% of referring doctors responded, their point of view should be adequately represented. In addition, physician response rates for surveys are often low, usually approximately 10 percentage points lower than that of the general population [20]. As noted previously, resident physicians were among the providers who completed the surveys, so study findings might not be applicable to other centers that lack trainees. The study is cross-sectional and providers were surveyed after the intervention. Thus, providers’ attitudes might have changed due to the exposure to the intervention. Confounders could also be contributing to physicians’ perceptions and views. For example, physicians’ BMI has been associated with likelihood of physician initiating a weight-loss conversation [21]. Another limitation of the study is its lack of generalizability to populations without Internet access. In addition, it is not possible to compare attitudes across different practice settings (eg, rural vs urban). Nevertheless, this study has multiple strengths. To our knowledge, this is one of the first studies to evaluate physicians’ views and compliance with a referral model for integrating online self-management support into primary care practice. In addition, this study involved multiple sites of care that represented a wide range of physicians and a diverse patient population.

Obesity has been recognized as one of the driving forces behind rising health care costs [22]. Primary care providers should be at the forefront of tackling the obesity epidemic. Referring patients to an intensive behavioral counseling intervention has been associated with clinically relevant improvements in health [23]. Online lifestyle interventions can provide a convenient and effective method of weight-loss management. Yet, only by understanding PCPs’ views and barriers regarding the integration of online tools with routine preventive health practice will widespread implementation of evidence-based online tools be achieved.
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Abstract

Background: Caring for someone with dementia is one of the most challenging caring roles. The need for support for family caregivers has been recognized for some time but is often still lacking. With an aging population, demand on health and social care services is growing, and the population is increasingly looking to the internet for information and support.

Objective: In this review, we aimed to (1) identify the key components of existing internet-based interventions designed to support family caregivers of people with dementia, (2) develop an understanding of which components are most valued by caregivers, and (3) consider the evidence of effectiveness of internet-based interventions designed to support family caregivers of people with dementia.

Methods: We conducted a systematic search of online databases in April 2018. We searched reference lists and tracked citations. All study designs were included. We adopted a narrative synthesis approach with thematic analysis and tabulation as tools.

Results: We identified 2325 studies, of which we included 40. The interventions varied in the number and types of components, duration and dose, and outcomes used to measure effectiveness. The interventions focused on (1) contact with health or social care providers, (2) peer interaction, (3) provision of information, (4) decision support, and (5) psychological support. The overall quality of the studies was low, making interpretation and generalizability of the effectiveness findings difficult. However, most studies suggested that interventions may be beneficial to family caregiver well-being, including positive impacts on depression, anxiety, and burden. Particular benefit came from psychological support provided online, where several small randomized controlled trials suggested improvements in caregiver mental health. Provision of information online was most beneficial when tailored specifically for the individual and used as part of a multicomponent intervention. Peer support provided in online groups was appreciated by most participants and showed positive effects on stress. Finally, online contact with a professional was appreciated by caregivers, who valued easy access to personalized practical advice and emotional support, leading to a reduction in burden and strain.

Conclusions: Although mixed, the results indicate a positive response for the use of internet-based interventions by caregivers. More high-quality studies are required to identify the effectiveness of internet interventions aimed at supporting family caregivers, with particular focus on meeting the needs of caregivers during the different stages of dementia.
Introduction

Caring for someone with dementia can have a significant impact on the well-being of the caregiver. It is perceived as one of the most stressful and difficult forms of caring, as caregivers can face many years of managing difficult symptoms and making complex decisions [1,2]. Studies report higher levels of depression, emotional distress, and physical strain in caregivers of people with dementia than in caregivers for older adults with physical impairments [1,3].

There are around 670,000 family members and friends providing most care for people with dementia in the United Kingdom. Together, these caregivers are estimated to provide 1.3 billion hours of care per year and save the UK economy £12 billion annually[4]. Without the help of such caregivers, the formal care system would be likely to collapse [5].

With the given emotional and physical impact on caregiver well-being, psychological and practical support for caregivers is essential. There have been several trials of face-to-face interventions to support informal caregivers of people with dementia [6]. Reviews of interventions that provide information and advice have found varied results [7,8], but evidence of benefit has been found for some face-to-face psychological interventions in alleviating caregiver symptoms of depression [9]. However, uptake of such interventions is poor. It is estimated that around 10% of informal caregivers access caregiver support services [10], with the difficulty of leaving the care recipient and stigma being important barriers to uptake [11,12]. Individualizing caregiver interventions is also difficult economically, especially given the financial constraints in health care and the growing demand nationally and internationally due to the aging population [9].

Use of internet-based interventions may be an option to close the support gap for informal caregivers, particularly for those finding it difficult to leave their home or requiring flexibility due to caring responsibilities. Internet-based support interventions have the benefit of being relatively low cost and, by bringing the intervention into the home, may also have a role in reducing the social isolation that can come with caring [13,14]. Previous systematic reviews have suggested that internet-based interventions for informal caregivers of people with dementia have the capacity to improve various aspects of caregiver well-being, including depression, burden, and stress [15-17]. For psychological interventions in general, it is suggested that those with multiple components are better suited to support caregivers of people with dementia [9]. However, no previous reviews have identified what components might be important for interventions delivered via the internet for this group. Previous reviews have also focused predominantly on quantitative effectiveness data, which have been lacking in quality, and a mixed-methods review is important to provide richer data on how caregivers use and find benefit from internet-based interventions.

This review aimed to (1) identify the key components of existing internet-based interventions designed to support family caregivers of people with dementia, (2) develop an understanding of which components are most valued by caregivers, and (3) consider the evidence of effectiveness of internet-based interventions designed to support family caregivers of people with dementia.

Technology and digital health interventions is a fast-paced research field, and therefore previous reviews are now outdated and require updating. Previous reviews have also focused on the effectiveness of whole interventions, where there are limited data to draw such strong conclusions, and in doing so have neglected a thorough and clear description of the content of interventions and their acceptability by caregivers.

Methods

Design

We conducted a systematic review of randomized controlled trials (RCTs), quasi-experimental designs (pre-post studies), quantitative studies, and qualitative studies, following the guidelines from the Centre for Reviews and Dissemination [18].

Inclusion and Exclusion Criteria

We included articles if they met the following criteria: (1) the intervention was aimed at informal caregivers (defined as a family member or friend providing unpaid care) of people with dementia, (2) the intervention was a digital intervention delivered via the internet, and (3) the article considered a specific intervention and provided a description of this.

We excluded articles if (1) the intervention was telephone or telehealth based, (2) the interventions solely used Skype or another means of online calling, (3) the intervention had a large face-to-face component, (4) results or outcomes of the intervention were not reported, (5) the intervention was focused on the person with dementia, or (6) the study was not published in a peer-reviewed journal.

As our interest was in digital technologies that could be used by caregivers without input from health professionals, we excluded telephone-based support and those interventions with a large face-to-face component.

Search Strategy

We conducted a systematic literature search in CINAHL, the Cochrane Library, EMBASE, MEDLINE, PsycINFO, and Web of Science for articles published between January 1990 and April 2018. We selected 1990, as this was the period when the internet, including email, started to develop in commercial and public settings.
We tracked citations using Google Scholar, and hand searched reference lists for any additional relevant articles, in addition to hand searches of relevant journals. We identified literature reviews on the topic and checked them to ensure that our search identified relevant articles. Search terms and index terms (Medical Subject Headings) were identified from the initial scope of the literature. We added synonyms or abbreviations that we felt were appropriate to the search terms. Multimedia Appendix 1 shows an example search strategy from MEDLINE. We contacted experts in the field. We also included gray literature, including reviews of websites, in the scoping work but not in the review.

Selection Procedure
Article titles and abstracts were screened and excluded if they did not meet the inclusion criteria by 2 reviewers (JH and ND). We rapidly appraised non-English language articles, using their English abstracts, to ensure that we did not exclude any important articles. Articles considered relevant or where insufficient information was supplied in the abstract and title...
were read in full by 2 reviewers (JH and ND). Two reviewers enhanced the validity and reliability of the selection procedure [18]. Any disagreement between reviewers or uncertainty about inclusion of articles would have been decided by a third reviewer, although this was not required. Figure 1 shows a Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart detailing the selection process.

Quality Appraisal
We appraised the literature for quality using the Critical Appraisal Skills Programme tools, using different tools for varying study design, qualitative studies [19], and RCTs [20], and an adapted version of the Critical Appraisal Skills Programme toolkit for quantitative designs [21]. We excluded no studies based on the results of their quality appraisal; rather, we used the study appraisal to develop discussion of the included studies.

Data Extraction and Synthesis
We developed a standardized data extraction tool to examine the included studies. We extracted data on study design, intervention details and components, duration of the intervention, participant characteristics, outcome measures, key findings, and the conclusions drawn by study authors. As the review included both quantitative and qualitative studies, and quantitative designs were heterogeneous, we could not pool quantitative data to conduct a meta-analysis. Therefore, we performed a narrative synthesis, using tabulation to organize the studies and a thematic analysis to categorize and group the studies. Two reviewers independently coded all studies (JH and ND). The 2 reviewers met to discuss each of their coding frames, discuss any disagreements, and develop a refined coding frame. Using the refined coding frame, all studies were coded by 1 reviewer (JH), and a selection of articles (50%) were blindly coded by a second reviewer (ND) and checked for agreement. Any disagreement was discussed and a third researcher would have been consulted if agreement could not be reached, although this was not required.

Results

Description of Studies
We included 40 articles [22-61] addressing 31 different interventions. There were 9 RCTs [22-30] (Multimedia Appendix 2), 7 quasi-experimental studies [31-37] (Multimedia Appendix 3), 4 qualitative studies [38-41] (Multimedia Appendix 4), and 20 studies with mixed or other methods [42-61] (Multimedia Appendix 5). All statistics in the multimedia appendices are reported as per the original articles.

All interventions aimed to address the needs of informal caregivers of people with dementia. One intervention also provided support for professional caregivers [26] and 2 provided support for people with dementia [41,49]. Some interventions limited their inclusion population to address specific caregiver needs, including 3 bilingual websites that addressed the needs of caregivers from minority ethnic groups [46,56,61]. Some restricted their intervention to informal caregivers experiencing stress [23,36,47], burden [24,29,57], depression [24,57], or anxiety [24,57].

Most interventions aimed to address the needs of caregivers providing care to people with all stages and types of dementia. One limited the intervention to spousal caregivers of people with mild cognitive impairment or “mild” dementia [44], 1 was limited to caregivers of people who were housebound with dementia [25], and 2 interventions also included people caring for those with other forms of neurodegenerative disease [36,39,40,52].

Although all interventions were primarily internet based, some had supplementary telephone-delivered components; for example, 1 provided a telephone number on their website for caregivers to contact a health care professional [32], and 1 included monthly telephone calls with caregivers [45].

A large number of different outcome measures were used in the studies. Outcomes included data on the usability of the interventions, as well as impacts on well-being, quality of life, burden, competence, physical health, and mental health. A wide range of validated and nonvalidated rating scales were used to assess the impact of the interventions. Qualitative results mainly focused on usability of the interventions and included observation of use [39-41,44,49], free-text surveys [38,41,49,51,55,61], interviews [38-41,46,47,47,53,54,59,60], and focus groups [42,45,56].

Quality Appraisal
The articles were of variable quality. Sample sizes ranged from 5 to 299, with many studies being pilot or feasibility studies. A problem with possible selection, performance, detection, or attrition bias was identified in many of the studies; many studies had small convenience samples, high attrition rates, and poor descriptions of randomization in trials and of data collection; and in some cases data collection was completed by nonblinded members of the study team.

Themes
We identified 5 themes as key components of the interventions: peer support; contact with a health or social care provider; provision of information; decision support; and psychological support.

Peer Support
Peer support was a key component of the interventions in 25 of the studies [22,25,26,29,31-33,36,38-42,44,45,47-50,52-56,58]. Peer support provided by fellow caregivers online was delivered either in private or in public, where all individuals using the intervention could see interactions. Common uses of peer support included supportive messages, information seeking, discussing the emotional impact of caring, and developing support networks outside of the Web-based intervention.

Private peer support was provided via private email or an online messenger service [22,36,39,40,45,48,49,52,53,55]. For example, the Digital Alzheimer Center allowed users to find others in their area caring for someone with the same diagnosis and then to communicate via private messaging [49]. However, in the few studies that quantified use of private messaging, use varied from very infrequent [49] to being one of the most-used functions [40].
One intervention, Inlife, provided the opportunity for the primary caregiver to develop their own networks of online support with friends, family, or significant others [48]. This allowed them to develop care books providing an overview of contact and practical information regarding the care of the individual, transfer care tasks among individuals, and provide help and assistance to one another.

Some interventions provided peer support in small groups [42]. For example, O’Connor and colleagues developed a virtual reality support group within an avatar environment [55] where groups of 3 to 4 anonymous caregivers communicated via online text. The groups were driven by the caregivers, allowing for exchange of ideas about communication, caring, and information about dementia, with some direction provided by a psychologist. Outcomes evaluated included loneliness, depression, burden, and perceived stress, but the study was underpowered to demonstrate any effects. A similar approach using videoconferencing software was used in another intervention where groups of caregivers met weekly online, initially with a facilitator, then as a peer group alone [39]. More than 90% of caregivers found this a positive experience, and there was a significant decline in stress in the experimental group. Use of the internet to deliver the intervention was felt to be as helpful as meeting people face-to-face by 61% of participants [52]. When this videoconference support group was compared with an internet-based chat group [53], both groups had a significant improvement in self-efficacy, but the video group showed a significantly greater improvement in mental health status. However, this was a pre-post study design with a duration of 6 months.

Public peer support usually consisted of forums [22,29,36,39,40,44,45,47,49,50,52-54,56,58] but also included chat rooms [32,41], shared blogs [25], links to peer groups on social networking sites [26], and video messages [31]. However, use of these tools was variable. Some studies reported that forums were not well used and were negatively reviewed by participants in qualitative reports [29,44]. In 1 study, this was thought to be due to the forum having an unclear purpose, the anonymity of participants, and a perceived high threshold for starting conversations [44]. In another study, 76% of participants visited the forum fewer than 12 times over the 12-week study [54]. However, some studies reported positive views, good rates of use, and a good impact on caregiver outcomes. For example, a 12-month RCT from Bass and colleagues analyzed the impact of the communication function and demonstrated a reduction in physical and emotional strain associated with use of the communication functions for caregivers who were initially under the most strain [22]. McKechnie and colleagues found a statistically significant improvement in the quality of the relationship with the care recipient but found no impact on depression or anxiety [54]. However, this was a smaller pre-post study with a short intervention period of only 12 weeks. Qualitative data suggested that participants found many benefits from peer interaction, including feeling understood through shared experience, finding reward in helping others, having reduced isolation, and being able to access information that would be difficult to find elsewhere [39,42,45,52,54]. However, in the 1 study where social isolation was measured using a validated scale, peer interaction did not demonstrate a significant benefit [45].

Most interventions that provided private peer interaction also provided the option for public interaction [22,36,39,45,49,52,53]. When comparing private peer interaction with public peer interaction, Brennan and colleagues found that the public forum was used with increased frequency and duration compared with the private mail function [45], a contrast to findings from the Digital Alzheimer Center [49]. In qualitative feedback, participants found it difficult to recall the email addresses of others when using this private mail function so preferred to interact publicly.

The studies suggest that functions that have the potential for visual contact or group interaction may be more promising than simple chat-based functions in improving mental health status.

Contact With Professionals

Of the studies, 11 included components to allow caregivers to have direct contact with and ask questions of either a health or a social care professional [22,25,32,41,45,46,49,56,58-60]. Professionals included nurses [22,45], occupational therapists [46], or social workers [27,46,58]. In some interventions, the role of the professional was not clear; rather, the caregiver was described as having contact with a “medical professional” or “expert” [32,41,49,56,59,60], or a multidisciplinary team [25].

Most interventions required caregivers to contact health professionals themselves [22,25,32,45,46,49,56,58-60]. For example, the eHealthMonitor dementia portal [59,60] provided alerts for health professionals when caregivers entered a question; professionals could then respond online or arrange an appointment via telephone. Only 1 intervention adopted a proactive approach where health professionals contacted caregivers who self-assessed as having severe stress [27]. The intervention as a whole led to a significant decrease in hardship and grief compared with the control group, but there was no significant change in burden, depressive symptoms, or desire for nursing home placement.

On the whole, evaluation data from the studies showed that interaction with professionals was a positive experience for caregivers [45,46,58-60]. Professionals provided personalized practical advice for caregivers at home on caring and dementia, as well as emotional support, and caregivers reported feeling less isolated as a result. However, opinions about seeking this support electronically did vary [46,56], with some caregivers enjoying writing emails, while others felt confused about how much information to include.

Provision of Information

Most interventions provided information for caregivers about dementia, practical aspects of caregiving, or available local and national services. For some, this was the only function of the intervention [30,37,51,61], but for most information provision was part of a multicomponent intervention [22-29,32-36,38-40,42-50,52,53,56-60]. Some RCTs of multicomponent interventions that included the provision of information did demonstrate positive impacts on depression [24], anxiety [24], perceived stress [28,52], and attitudes toward dementia [26].
However, as information was part of a broader intervention, it was difficult to know the impact of this component. One intervention that was analyzed in an RCT that attempted to assess this was ComputerLink [22], which provided information on dementia, caregiving, and local services as part of a multicomponent intervention. Use of the information provision parts of the intervention was associated with reduced strain for caregivers living alone with care recipients and for spousal caregivers. However, other multiple-component interventions evaluated with qualitative methods found that caregivers found other components, such as interaction with professionals, more beneficial than information [40,46], with caregivers expressing frustration when required to review information that did not meet their specific needs [38,56]. When information was individualized, it was considered by caregivers as one of the most useful functionalities of the intervention [37,59]. This suggests that information does appear to be an important part of interventions, but the information should be tailored to the individual caregiver situation and not be the sole focus of the intervention.

**Decision-Making Support**

Some of the interventions recognized that decision making is a difficult process for caregivers and included decision aids [22,36,41,45,59,60]. However, most studies did not explain in detail how the intervention provided support with decision making; for example, Lorig and colleagues included decision-making assistance in their online workshops and chat forums [36] but lacked further description of how this was achieved. The only well-described decision aid intervention was ComputerLink [45], which included a tool based on multiattribute utility theory [62], where caregivers were led through a series of questions prioritizing important factors in the decision-making process. Use of the decision-making tool significantly improved caregiver confidence prior to having face-to-face discussions when compared with the control group. However, in some studies the decision-making tools were poorly used [41,45] and not appreciated by caregivers [41]. Instead, participants gained decision support from other components of the interventions, such as discussion with peers or professionals [41,45].

**Psychological Support**

Many interventions included components of psychological support [23,24,26-29,32-36,39,44,46,47,55], which were self-guided or professionally guided. Few used standardized forms of psychological interventions or therapy, but therapeutic relaxation techniques were commonly used.

Self-guided psychological support most often consisted of modules that caregivers worked through, and several were tested in RCTs. For example, Beauchamp and colleagues delivered a modular intervention that provided videos on cognitive and behavioral strategies to cope with difficult emotions [23]. In an RCT of the intervention, the experimental group had significantly greater improvements in stress, self-efficacy, intention to get support, strain, gain, depression, and anxiety. Similar results were found in other RCTs of similar psychological interventions, with reductions found in caregiver stress in 1 intervention [28] and improvements in attitudes toward dementia, distress, empathy, and perspective in another [26]. However, the durations of these RCTs were short, ranging from 1 to 4 months.

Some interventions provided self-directed modules to work through, but caregivers were supported by a professional coach, who was most often a psychologist [24,33,38,44,57]. Caregivers were required to complete assignments, homework, reflective diaries, or regular assessments of their well-being. An RCT of 1 such intervention showed a reduction in symptoms of anxiety and depression with moderate and small effect sizes, respectively [24].

Some studies provided professionally delivered psychological therapies online, either via individual interaction with a therapist using email [35,46] or online interaction with a small group of caregivers [32,36,39,40,52,53,55]. In the ADCarer.com intervention [35], the professional (a psychologist, social worker, or counsellor) would respond to online messages from the caregiver within 48 hours using cognitive behavioral therapy techniques. In a pre-post assessment, the multicomponent intervention did lead to a significant reduction in caregiver distress. Interactive groups were delivered either using videoconferencing software [32,39,40,52,53] or an avatar-based format [55] and allowed small groups of caregivers to interact, guided by a professional. Improvements were found in caregiver mental health and quality-of-life outcomes, but with these interventions as with many others, it is difficult to tease out the specifics of components, as in both cases the virtual support group offered peer support as well as psychological support.

Overall, studies assessing psychological support suggested a positive effect on a variety of factors, including improving caregiver distress, depression, anxiety, and strain. However, some stressed the importance of cultural appropriateness. Kajiyama and colleagues used the popularity of Spanish-language telenovela (a type of television serial drama or soap opera produced mainly in Latin America) to appeal to Hispanic and Latino family caregivers [34].

**Discussion**

**Principal Findings**

Unlike previous reviews in this area, this review explored the key components of internet-based interventions to support family caregivers of people with dementia. We identified a broad variety of interventions, which focused on providing peer support, engaging with health and social care professionals, and providing information, decision support, and psychological support. Although effectiveness was not a focus of this review, some multiple-component interventions showed promise in reducing stress, anxiety, and depressive symptoms for family caregivers and in increasing self-efficacy [44,57]. However, as with previous reviews [15-17], the limited number of high-quality RCTs, as well as the multiple-component nature of many interventions, makes it difficult to report which aspects of the interventions were effective.

Peer support was a key component of many of the interventions discussed. Caring for someone with dementia has often been described as not only a lonely role but also one in which there...
is a great deal of uncertainty. The peer support components of the interventions identified in this review aimed to target these feelings and were described positively by many participants, but no significant effect for peer interaction and social isolation was found [45]. However, qualitative data in this review suggest that peer support offered a form of socialization. Previous evidence is mixed on whether use of the internet reduces or enhances loneliness [63,64], but this review suggests that internet-based peer interaction may have a benefit for family caregivers. However, it is evident that the way that peer support is delivered is important, with opportunities for group interaction or videoconferencing being more beneficial than public-facing forums and private messaging functions.

The qualitative data suggest that interactions with health professionals are viewed positively; however, it is unclear whether this positivity was linked to the provision of contact online or whether caregivers may prefer this interaction face-to-face. The mix of professionals providing support in the studies suggests there is a lack of consensus on who is best to deliver professional support. This may reflect ambiguity caregivers feel about who is the most appropriate person to talk to when they need advice.

The provision of information was often at the core of interventions, and this supports findings from previous research where most caregivers preferred to receive information online rather than in paper format [65].

This review demonstrated that interventions that focused solely on decision making were, in general, not favored by family caregivers. However, decision-making tools were viewed more positively when they were used alongside other components, such as peer support. Decision making is often left to family caregivers when the person with dementia no longer has capacity, making this a difficult and challenging time for family caregivers. However, results from this review suggest that face-to-face meetings may be required to make decisions, and internet resources are only used as a method of preparation for discussions. This adds to our understanding of barriers to making decisions, which include a lack of information, poor communication, difficult dynamics and conflict within families, and limited emotional and practical support [66-70].

Interventions including online psychological support showed some of the most promising findings, with individual studies reporting significant reductions in caregiver stress, strain, depressive symptoms, and anxiety, in addition to increases in self-efficacy [23,26,28]. Although studies of both professionally guided and self-guided interventions indicated a positive outcome for participants, including caregiver mental health outcomes, they were quasi-experimental (pre-post studies), feasibility studies, and small RCTs, suggesting these conclusions should be made with caution.

Qualitative evaluations of the interventions demonstrated positive views from most caregivers toward internet-based support interventions, although it is clear that not all would benefit from such interventions. It may be that the internet is most beneficial for those who are classified as most vulnerable (ie, more stressed) [22].

**Implications for the Development of Future Internet-Based Interventions for Caregivers**

In developing an internet intervention for family caregivers, several issues need to be addressed. Questions of privacy and security were highlighted [59,60], reflected in the contrast of public versus private messaging approaches and password-protected websites. The details discussed by many on the websites are very personal and emotional topics. Silence and colleagues discussed a series of factors that influence the mistrust and trust of health websites [71]. The design of the site contributed to most of the reasons for rejecting and mistrusting a website, including complex and busy layout, corporate look, and irrelevant content. However, the reasons for selecting and trusting a website were more focused on the content of the website, including unbiased information and personalized content.

Another issue is complexity. Some caregivers found functions such as private messaging, decision aids, and login screens complex, which affected their use. Using familiar-sounding language [71] and a strong iterative approach, in which the intervention undergoes multiple cycles of development and optimization [72], with future interventions are two ways to help overcome this challenge. Tailoring can reduce the quantity of information and resources caregivers must review, and caregivers may be more motivated to use an intervention they feel is applicable to their circumstances. This review found that where interventions were not personalized, caregivers found this frustrating and their needs were not met [47]. Finally, there is the question of internet literacy and access to the internet: the digital divide [73]. There appears to still be a gap between those who use or can use the internet and those who don’t, with a study in 2015 highlighting that almost all adults over 70 years of age had difficulty using the intervention [41]. Many of the studies included in this review consisted of participants who were predominantly younger caregivers, whereas many people caring for someone with dementia are more likely to be older. Reducing the complexity of interventions, supporting access with potential support from health professionals, and highlighting the benefits of such interventions to understand their potential value may aid in bridging the divide. For most of the studies, this digital divide was ignored, as a requirement for participation was computer literacy [61], and observational studies assessed the usability of the interventions with caregivers who had already received training in using the website.

**Implications for Policy, Clinical Practice, and Further Research**

This review demonstrated the need for high-quality research to evaluate the effectiveness of internet-based interventions for caregivers of people with dementia, in particular larger phase 3 trials. Importantly within these studies, it would be useful to describe the interventions in more detail and to understand which aspects of the interventions are used more than others and provide the most benefit. Future research should also focus on which aspects of the interventions are most beneficial for different groups—for example, adult children compared with spouses—and how the interventions can best be delivered to address issues such as the digital divide. Future research would
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also benefit from including theoretical considerations of how interventions are thought to provide support to caregivers.

This review identified a gap in the development of interventions targeting specific stages of the dementia trajectory. Many of the interventions in this review were broad and generic to the entire dementia trajectory. However, the needs of family caregivers vary at different stages of the disease and transition points; for example, around the end of life of the person with dementia, caregivers face specific challenges around decision making and management of difficult symptoms. Future interventions and research should address these different stages when developing digital interventions to support family caregivers [49].

Strengths and Limitations

Similarly to previous reviews in this area [15-17], comparison between studies was difficult, as the interventions used were complex and varied, with wide-ranging study designs and outcome measures. The review was also limited by the quality of some of the studies and the methods employed. There were relatively few RCTs from which to derive effectiveness data. Many of the studies were feasibility and pilot studies, so we were unable to draw definitive conclusions surrounding effectiveness and acceptability. For many of the studies, there were high levels of dropouts and for some interventions participants made limited use of some of the components of the interventions, therefore making it difficult to draw conclusions [46,49]. Few studies provided information on the effectiveness of individual components of the interventions, and some studies explored only usefulness and usability with reference to the design and layout of the interventions, which on the whole were not well described. This is helpful only to an extent because, to develop or build on existing interventions, there needs to be an understanding of which elements have a positive effect on family caregivers and so should be included in new interventions.

Our literature search was limited by including only peer-reviewed publications, and there may have been several other interventions that were being practically used and applied but not published via academic routes. However, the search of the academic literature was thorough and we used a rigorous search strategy, updated before publication.

This review has built on previous literature by identifying the core components of interventions for family caregivers, which will be useful for future intervention development. As our inclusion criteria were much more comprehensive, this review provides a larger evidence base than previous reviews. Unlike previous reviews, we have particularly considered how caregivers are supported with decision making through Web-based interventions and we included data from many qualitative studies, providing richer information on how the interventions were perceived and valued by caregivers.

Conclusions

The evidence base for internet-based interventions for caregivers of people with dementia remains limited. Although this review recognizes that for some caregivers, a face-to-face intervention may be preferred, our findings highlight the promising potential of digital interventions to support caregivers, which warrants further development and testing.
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Abstract

**Background:** The quality of implementation is important to ensure the effectiveness of behavioral change interventions in practice. Implementing such programs with completeness and adherence is not an automatic process and may require additional support. In school settings, the support teachers receive during implementation is often limited and appears to fall short when attempting to preserve completeness and adherence in program delivery. With the aim to improve completeness and adherence of teachers’ delivery of a sexual health promoting intervention (“Long Live Love” [LLL]) in secondary education, a Web-based e-coach was developed (“lesgevenindeliefde.nl”or“teachinglove.nl”). The effectiveness of the e-coach, as part of a broader implementation strategy, in influencing teachers’ implementation was evaluated.

**Objective:** This study aimed to report on the effect evaluation to determine the effect of the Web-based e-coach on teacher implementation of a school-based sex education program called LLL and on its determinants.

**Methods:** A cluster randomized controlled trial (e-coaching vs waiting list control) was conducted with a baseline assessment (T0) and follow-up (T1) 2 weeks after completing the LLL program. A total of 43 schools with 83 teachers participated in the study. In the follow-up, 38 schools participated, 23 in the e-coaching condition with 41 teachers and 15 in the control condition with 26 teachers. Multilevel regression analysis was used to evaluate the effect of the e-coaching website on implementation behavior, namely, completeness and adherence to LLL implementation, and on its determinants.

**Results:** The e-coaching intervention was not found to have an effect on teachers’ implementation behavior; teachers assigned to the experimental e-coaching website did not score higher on completeness (\(P=.60\)) or adherence (\(P=.67\)) as compared with teachers in the control condition. When comparing the 30 teachers who made actual use of the e-coaching website with the 37 teachers who did not, no significant differences were found either (\(P=5.4\)). In addition, there was no effect of e-coaching on the determinants of teacher implementation behavior (\(t_{67}=-0.69\); \(P=.22\)).

**Conclusions:** E-coaching was not found to be effective in enhancing completeness of and adherence to LLL by teachers. The lack of effect may be attributed to the intervention content, the limited use, or the study design itself. The e-coaching intervention may not have adequately addressed adherence and completeness of LLL to bring about behavioral change. Furthermore, the e-coaching intervention was not or insufficiently used by teachers. A possible biased sample of motivated, able teachers may have agreed to participate in the study, and a possible “ceiling effect” may have been present because of the high implementation

http://www.jmir.org/2018/6/e96/
grade. This, however, does not imply that Web-based coaching in itself is an ineffective strategy to promote adherence and completeness of program implementation. A process evaluation is required as follow-up.

**Trial Registration:** International Standard Randomised Controlled Trial Number ISRCTN11754581; http://www.isrctn.com/ISRCTN11754581 (Archived by WebCite at http://www.webcitation.org/70C5TU0Oh)
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**Introduction**

**Background**

Implementation is important to ensure the effectiveness of an intervention in practice. An intervention that is implemented completely and according to its guidelines is more likely to be successful in changing the target groups’ determinants and behavior than programs that are not implemented fully [1-3]. In school-based sexual health promotion, teachers are the key players for the implementation of these programs. Their implementation is, however, often suboptimal; programs are not being implemented completely or with sufficient fidelity to produce measurable outcomes [4-8]. Several terms are used interchangeably to describe the fidelity of implementing an intervention. Fidelity has different dimensions or aspects, namely, the degree to which an intervention is conducted: (1) competently (competence) and (2) according to protocol (adherence). Adherence refers to the extent to which a program is implemented conforming to the guidelines. Competence relates to skillfulness in the delivery of the program, and thus how well it is implemented [3]. There is a need for greater attention to the quality of implementation and its related determinants, namely, teachers’ beliefs about the innovation and characteristics of the innovation, organizational factors, and characteristics of the implementation-enhancing intervention [9,10,6].

**Supporting Teachers During Implementation**

Teachers appear to be in need of support in every phase of the implementation process to enable them to put the innovation into practice [3,11,12]. Supporting teachers in the implementation phase has, however, been insufficiently considered, as most work has been invested to promote teachers’ awareness and adoption of new interventions [4,13,9,14]. This applies in particular to school-based sex education programs, which address the sensitive subject of sexuality. Providing support before implementation in the form of training often equips teachers with skills for correct implementation, but this is not enough [15]. It remains important to provide teachers with more personal assistance and ongoing support and consultation during the process of putting an innovation into practice [6,16,17,14]. Currently, this support is limited to providing practical support in the form of teacher manuals with practical information on the content of the lessons and on how to deliver such lessons. However, more in-depth coaching focusing on determinants of implementation such as self-efficacy and social support to enhance completeness and fidelity is lacking [18,19,11,20-26].
implementation behavior. The process evaluation is described elsewhere (unpublished data [31]).

Methods

Design
A clustered randomized controlled trial (e-coaching vs waiting-list control) was conducted, with a baseline assessment (T0) and follow-up (T1) 2 weeks after completing the LLL program. Teachers were not informed about the existence of these 2 groups.

Recruitment and Procedure
From all the secondary schools in the Netherlands, 19.0% (115/610) of the schools were randomly selected after stratification according to region and education level (preparatory applied education, higher general continued education, and preparatory scholarly education). Teachers within these schools were invited by email and telephone to use the revised LLL program and to participate in a survey study on their experience and implementation of SRH education and LLL. Only teachers who taught SRH were contacted. In the Netherlands, teachers are the primary decision makers in the use of SRH programs [32]. The schools with teachers who accepted the invitation (n=45) were randomly assigned to either the control (n=20) or the intervention (e-coach) group (n=25).

Teachers in the intervention and control group who consented to participation first received the baseline survey (T0) by post. The T0 survey focused on determinants of SRH and LLL implementation and took approximately 30 min to fill out. Teachers had 2 weeks to complete and return the survey. Nonresponders got a reminder by email and eventually by telephone 3 days after the deadline, and were given another 2 weeks to return the survey.

At the same time, teachers in both groups were offered a training from the MHS in their region before implementing the revised LLL program. The training was offered to but not taken for personal reasons by 2 schools (4 teachers in the control group and 1 teacher in the intervention group). Finally, 39 of the participating teachers in the survey (24 from the intervention group and 15 from the control group) from 19 schools received training from 14 different MHS, as indicated at T1. The remaining teachers from 19 schools (11 teachers from the control group and 17 teachers from the intervention group) did not receive training, either because they refused the training as they felt there was no need or because the MHS in their region was not offering the training. Separate trainings were delivered to teachers in the e-coach intervention group versus the control group, with teachers in the intervention group receiving additional information during the training about the e-coaching website and being stimulated to use it during the implementation of LLL.

Teachers in both groups then received the LLL program (a package including a student magazine, a student DVD, and a teacher manual) by post mail, which they could implement within (approximately) 2 months following the baseline measurement for teachers (T0). Additionally, teachers in the intervention group were given access to the e-coaching website with a personal user name and password, and an edition of the LLL teacher manual, which contained references to the website. The teachers in the control group were not exposed to or informed about the website, until after the end of the e-coach evaluation. They received the regular LLL teacher manual without any references to the e-coach. Halfway during the pilot implementation, an email reminded teachers in the intervention group to use the e-coaching website. In addition, 1 week before the expected completion of the LLL program, all teachers were reminded by email and telephone about the upcoming posttest questionnaire (T1). Within 2 weeks after completing the implementation of the LLL program, the T1 survey was sent to all teachers. Reminders were sent by email and eventually by telephone to nonresponders. All procedures in the study were approved by the authorized Ethical Review Committee of Psychology & Neuroscience at Maastricht University. Registration of this trial was not required in the Netherlands as it is a nonmedical paper and is uncommon for psychological research such as this.

Measurements
The survey used for the effect evaluation focused on determinants targeted by the e-coach and was based on the theoretical framework explaining teachers’ adoption and implementation of SRH developed by Paulussen et al [33], which is a combination of the theory of planned behavior [34], social cognitive theory [35], and diffusion of innovations theory [36]. Further description of and foundation for this framework can be found in a study conducted by Schutte et al [6]. At baseline (T0), we measured background characteristics of the teachers, including (SRH and LLL) teaching experience and their LLL curriculum-related beliefs and student response. At posttest (T1), we measured the same determinants but also included measures on completeness of and adherence to LLL implementation. In addition, subjective evaluations of the e-coach and the MHS training were included (this will be further discussed in the process evaluation) [31].

Demographic variables (T0) included gender, age, teaching subject, educational level of students, years of teaching experience, years of teaching SRH, perceived expertise in teaching SRH, perceived need for support in providing SRH, attitude toward teaching SRH, attitude toward reflecting on own SRH teaching methods, past experience with previous versions of LLL, and sexual morality.

Table 1 provides an overview of all outcome measures. For measuring curriculum-related beliefs (T0 and T1), teacher benefits, subjective normssocial support, and self-efficacy were assessed together with (anticipated) student responses.

Teacher’s implementation behavior (T1) was measured based on rates of completeness of and adherence to LLL implementation. Completeness was expressed by the proportion of the 19 core learning activities of the LLL program being implemented (∑implemented activities/19×100). In this study, adherence was measured as one aspect or dimension of fidelity.
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Table 1. Measures, number of items, reliability, example items, and answer scale.

<table>
<thead>
<tr>
<th>Measurements</th>
<th>Items</th>
<th>Cronbach alpha</th>
<th>Exemplary items (response scales)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>1</td>
<td></td>
<td>What is your gender? (0=female, 1=male)</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td></td>
<td>What is your age?</td>
</tr>
<tr>
<td>Teaching subject</td>
<td>1</td>
<td></td>
<td>What subject do you teach? (1=biology, 2=health care, 3=citizenship, 4=other)</td>
</tr>
<tr>
<td>Years of teaching experience</td>
<td>1</td>
<td></td>
<td>How many years have you been working in education?</td>
</tr>
<tr>
<td>Years teaching SRH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td>How many years have you been teaching SRH?</td>
</tr>
<tr>
<td>Perceived expertise teaching SRH</td>
<td>1</td>
<td></td>
<td>How experienced are you in teaching SRH? (1=very inexperienced, 7=very experienced)</td>
</tr>
<tr>
<td>Perceived need for support in providing SRH</td>
<td>1</td>
<td></td>
<td>Do you need support in providing SRH lessons? (1=no, certainly not; 5=yes, certainly)</td>
</tr>
<tr>
<td>Attitude toward teaching SRH</td>
<td>6</td>
<td>.82</td>
<td>Indicate what you think about teaching SRH: Teaching SRH is… (important, necessary, fun, difficult, comfortable, competent; 1=not at all, 7=yes totally)</td>
</tr>
<tr>
<td>Attitude toward reflecting on own SRH teaching methods</td>
<td>1</td>
<td></td>
<td>Indicate what you think about reflecting on your own SRH teaching methods: (important, useful, good; 1=not at all, 7=yes totally)</td>
</tr>
<tr>
<td>Use of previous LLL&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td></td>
<td>Have you used the previous LLL in the past for SRH lessons? (0=no, 1=yes)</td>
</tr>
<tr>
<td>Years teaching LLL</td>
<td>1</td>
<td></td>
<td>For how many years have you been using LLL?</td>
</tr>
<tr>
<td>Sexual morality</td>
<td>5</td>
<td>.62</td>
<td>Young people who have just met should not have sex (1=strongly disagree, 5=strongly agree)</td>
</tr>
<tr>
<td>Curriculum-related beliefs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher benefits</td>
<td>6</td>
<td>.72</td>
<td>I gained insight in the sexuality experience of youngsters (1=strongly disagree, 5=strongly agree)</td>
</tr>
<tr>
<td>Subjective norms</td>
<td>6</td>
<td>.81</td>
<td>Do you think that the following people appreciate you using LLL to provide sexual education? (principal, governing body, external consultants or health education experts, students, colleagues teaching the same and colleagues teaching a different subject, parents; 1=no, certainly not; 5=yes, certainly)</td>
</tr>
<tr>
<td>Social support</td>
<td>6</td>
<td>.75</td>
<td>Do you expect support from the following people when implementing LLL? (governing body, colleagues teaching the same and different subjects, and the parent association; 1=no, certainly not, 5=yes, certainly)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>12</td>
<td>.76</td>
<td>I am able to create a safe atmosphere in the classroom where students feel safe to openly talk about sex and relationships (1=no, certainly not; 5=yes, certainly)</td>
</tr>
<tr>
<td>Interactive context</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student response</td>
<td>3</td>
<td>.63</td>
<td>Indicate how students generally respond to LLL (interested, shy, positively; 1=not at all, 7=yes totally)</td>
</tr>
<tr>
<td>E-coaching</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used at all</td>
<td>1</td>
<td></td>
<td>Did you visit the “Lesgeven in de Liefde” website for teachers during your use of the new LLL program (0=no, never; 1=yes)</td>
</tr>
<tr>
<td>Implementation behavior</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completeness—calculated as percentage of the program (ie, learning activities) being implemented. (ie, Σlearning activities/19x100)</td>
<td>1</td>
<td></td>
<td>Did you cover this (learning activity)? (1=yes, 0=no)</td>
</tr>
</tbody>
</table>
Adherence was measured as the extent to which the LLL program was implemented according to the guidelines as prescribed in the teacher manual, with scores ranging from 1 (“I reviewed the program and only delivered a few lesson suggestions according to the teacher manual”) to 5 (“I delivered all lesson suggestions for the LLL program exactly according to the teacher manual”) [37]. All measures, including number of items, response scales, reliability, and exemplary items, are presented in Table 1.

Analyses
Data were analyzed using IBM SPSS Statistics 24. Given the nested structure of the design and the data (partly repeated; measurements nested within teachers nested within schools), multilevel regression analyses were used to evaluate the effects of e-coaching on teachers’ implementation of LLL and its determinants. Unstandardized regression coefficients are reported, along with the standard error of beta. An additional advantage of the mixed regression is that it takes into account all participants, including those with only one measure. An unstructured covariance matrix for the repeated measures was selected. Two levels were defined in the multilevel analysis: school and teacher. The pseudo $R^2$ was calculated at school level and at teacher level for outcome variables measured only at posttest (completeness and adherence) and for outcome variables measured at pre- and posttest.

The model included the predictors group (1 for intervention group [e-coach] and 0 for control group) for the outcomes of implementation behavior (completeness and adherence), and group, time of measurement (baseline and posttest), and the interaction time × group for the determinants. The mixed model was estimated with the restricted maximum likelihood method to obtain unbiased variance estimates. The intraclass correlation coefficient was between .18 and .43, confirming that multilevel analysis was required.

Results

Participants Flow
Of the 115 schools approached, a total of 45 schools, including 112 teachers, agreed to participate in the pilot implementation of the revised LLL and the evaluation of their experience with implementing LLL. Teachers’ nonwillingness to participate was predominantly because of sexual education already having been provided in the school and lack of time. The schools were randomly assigned to either the waiting-list control group (20 schools including 46 teachers) or the e-coach intervention group (25 schools including 66 teachers). In addition, 2 schools (one from each condition, including 6 teachers) withdrew before the start of the pilot implementation of LLL because of internal organizational changes leaving 43 schools (106 teachers) at baseline. On average, there were 2 to 3 teachers per school. At baseline (T0), the survey was completed by 83 teachers (n=50 in the intervention group and n=33 in the control group) from 43 schools. Nonresponse was mainly because of lack of time. Follow-up measurement (T1) was completed by 67 teachers (80% of those completing T0; n=41 in the intervention group) from 38 schools. In addition, dropout at T1 (n=16) was mainly caused by lack of time. See Figure 1 for school allocation and participant flow. A dropout analysis, accounting for teachers’ background characteristics, indicated no significant differences between teachers who dropped out versus those who did not drop out ($t_{29.147}$=0.36; $P$≥.07). Moreover, there was no significant difference in dropout between teachers in the intervention and control groups ($\chi^2$=0.5; B (regression weight)=−.32; $P$=.48).

Participants
Of the 83 teachers participating in the baseline questionnaire, 53 were female (64%) and 58 (70%) were biology teachers. The other teachers either taught the subject care (n=19; 22.89%) or citizenship (n=6; 7.23%). The mean age was 43 years. Years of teaching experience ranged from 1 to 39 years, whereas years of experience teaching sexual education ranged from 0 to 35. Teachers generally felt fairly experienced in teaching SRH, had a positive attitude toward teaching SRH, had a positive attitude toward reflecting on their own SRH teaching methods, had a positive attitude toward teaching SRH, and a permissive sexual morality. Teachers expressed a limited need for support in providing SRH lessons. One-third of the teachers had experience with the previous LLL program, ranging from 1 to 10 years. No differences could be observed at baseline between the intervention and control groups (see Table 2).

Effects of E-Coaching on (Determinants of) Implementation of Long Live Love
Overall, teachers reported completing on average 73% of the LLL program (range 37%-98%), and 43% of teachers reported implementing the program largely in accordance with the guidelines in the teacher manual (mean 3.46, SD 0.75). Only 6% (n=4) implemented LLL exactly conforming to the guidelines in the teacher manual. No significant difference was
found in completeness (regression weight=−2.12 [SE=3.99]; 95% CI −10.26 to 6.02; \( P=.60 \)) or adherence (regression weight=0.09 [SE=0.21]; 95% CI −0.33 to 0.51; \( P=.67 \)) between teachers in the control group as compared with teachers in the e-coaching group, with small effect sizes (.17 and .14, respectively); see Table 3). In addition, no significant time \( \times \) group interaction effect was found for the determinants of implementation behavior (\( t_{67.75} \leq 0.69; \ P \geq .22 \); see Table 4). All pseudo \( R^2 \) values were smaller than .19 across all outcomes at both the school and teacher level. On the basis of the survey, it turned out that of the 41 teachers in the intervention group, 30 actually visited the website (75%). When comparing the 30 teachers who made actual use of the e-coaching website with the 37 teachers who did not, still no significant differences were found in completeness (regression weight=−2.21 [SE=3.62]; 95% CI for B = −5.03 to 9.46; \( P=.54 \)) or adherence of LLL (regression weight=0.06 [SE=0.19]; 95% CI for B = −0.32 to 0.44; \( P=.74 \)). No significant differences were found between determinants either (\( t_{28.35} \leq 0.08; \ P \geq .29 \)).

Figure 1. School allocation and participant flow.
### Table 2. Demographic variables of teachers at T0.

<table>
<thead>
<tr>
<th>Demographic variables (range)</th>
<th>Mean (SD): baseline (T0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (n=83)</td>
</tr>
<tr>
<td>Age (23-64 years)</td>
<td>43.11 (11.38)</td>
</tr>
<tr>
<td>Years of teaching experience (1-39)</td>
<td>14.37 (10.43)</td>
</tr>
<tr>
<td>Years teaching SRH(^c) (0-35)</td>
<td>9.20 (7.91)</td>
</tr>
<tr>
<td>Experience teaching SRH (1-7)</td>
<td>4.63 (1.70)</td>
</tr>
<tr>
<td>Years teaching LLL(^d) (1-10)</td>
<td>4.80 (2.54)</td>
</tr>
<tr>
<td>Sexual morality (1-5)</td>
<td>2.33 (0.58)</td>
</tr>
<tr>
<td>Attitude toward teaching SRH (1-7)</td>
<td>5.87 (0.88)</td>
</tr>
<tr>
<td>Attitude toward reflecting own SRH teaching methods (1-7)</td>
<td>5.94 (0.98)</td>
</tr>
<tr>
<td>Perceived need for support in providing SRH (1-5)</td>
<td>3.18 (1.04)</td>
</tr>
</tbody>
</table>

\(^a\)C-group: control group.  
\(^b\)I-group: intervention group.  
\(^c\)SRH: sexual and reproductive health.  
\(^d\)LLL: Long Live Love.

### Table 3. Effect of e-coaching on teachers’ implementation behavior.

<table>
<thead>
<tr>
<th>Implementation behavior</th>
<th>C-group(^a) (n=26), mean (SD)</th>
<th>I-group(^b) (n=41), mean (SD)</th>
<th>Regression weight B (SE(^c))</th>
<th>P value</th>
<th>95% CI for B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness LLL(^d) (%)</td>
<td>73.85 (13.84)</td>
<td>72.35 (14.54)</td>
<td>-2.12 (3.99)</td>
<td>.60</td>
<td>-10.26 to 6.02</td>
</tr>
<tr>
<td>Adherence LLL (1-5)</td>
<td>3.38 (0.70)</td>
<td>3.51 (0.78)</td>
<td>0.09 (0.21)</td>
<td>.67</td>
<td>-0.33 to 0.51</td>
</tr>
</tbody>
</table>

\(^a\)C-group: control group.  
\(^b\)I-group: intervention group.  
\(^c\)SE: standard error.  
\(^d\)LLL: Long Live Love.

### Table 4. Effect of e-coaching on determinants of implementation behavior.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Pretest</th>
<th>Posttest</th>
<th>Regression weight B (SE(^b))</th>
<th>P value</th>
<th>95% CI for B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher benefits</td>
<td>C-group(^b) (n=26), mean (SD)</td>
<td>I-group(^b) (n=41), mean (SD)</td>
<td>C-group (n=26), mean (SD)</td>
<td>I-group (n=41), mean (SD)</td>
<td>-0.05 (0.16)</td>
</tr>
<tr>
<td>Subjective norms</td>
<td>3.61 (0.56)</td>
<td>3.57 (0.64)</td>
<td>3.21 (0.71)</td>
<td>3.08 (0.49)</td>
<td>-0.05 (0.16)</td>
</tr>
<tr>
<td>Social support</td>
<td>4.08 (0.53)</td>
<td>4.03 (0.47)</td>
<td>4.24 (0.55)</td>
<td>4.09 (0.54)</td>
<td>-0.08 (0.15)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.17 (0.44)</td>
<td>4.14 (0.57)</td>
<td>4.26 (0.55)</td>
<td>4.30 (0.55)</td>
<td>0.09 (0.15)</td>
</tr>
<tr>
<td>Student response</td>
<td>5.71 (0.77)</td>
<td>5.51 (1.04)</td>
<td>5.37 (0.99)</td>
<td>5.17 (0.98)</td>
<td>0.03 (0.28)</td>
</tr>
</tbody>
</table>

\(^a\)SE: standard error.  
\(^b\)C-group: control group.  
\(^c\)I-group: intervention group.

### Discussion

**Principal Findings**

An e-coaching intervention was systematically developed to stimulate adherence and completeness of use of the revised Dutch secondary school-based sex education program LLL. The aim of this study was to improve teachers’ implementation behavior through self-reflection and skills development. The e-coaching was part of a broader implementation strategy that included a teacher training from the MHS before implementation.

Despite e-coaching being systematically developed, and with the input of experienced teachers, e-coaching was not found to be effective in changing teachers’ implementation behavior or its determinants. In general, teachers implemented the new LLL program moderately during the pilot study. The lack of effect of e-coaching was part of a broader implementation strategy that included a teacher training from the MHS before implementation.
could be a reflection of the intervention itself not being effective, either because of its development or implementation [18]. It is however often difficult to prove the effectiveness of interventions or implementation strategy even if they are solidly grounded in theory and evidence [18].

Several factors may explain the lack of effect of e-coaching on implementation of LLL. First, the study design itself may have had some flaws. Our study was a randomized controlled trial design and included a baseline measure and posttest; however, the limited number of teachers and schools at posttest could affect the generalizability of the results. In addition, there were 2 to 3 teachers per school, and this limited number may partly explain the poor implementation outcomes. Clustering practitioners using the same program within an organization, in groups of 3 or more, is usually considered an advantage in successful implementation [38]. Moreover, a “ceiling effect” could be present because of the implementation grade of teachers participating in the study already being high, making it difficult to improve using the e-coaching intervention. This suggests that e-coaching or another form of implementation enhancement may have been redundant in this particular case. Finally, the teachers who agreed to participate in the study may have been a biased sample of motivated, experienced teachers who were already capable of delivering LLL successfully. An additional methodological limitation in this study is the self-reported data [39]. Although this is often used to assess completeness and fidelity, methods of observation could perhaps further validate the results. Although the implementation strategy considered the individual teacher as well as the broader environment such as schools, MHS, and municipality, the focus was predominantly on individuals within these organizations. For example, no comparisons were made in implementation success of LLL and e-coach between schools. Considering the influence of decision-making processes in schools and organizations to influence top-down policy formation at the management level could strengthen sustainability of implementation [40].

Second, for an intervention to have an effect, it is important that the intervention is used and positively perceived. By not being used or insufficiently used by teachers, e-coaching is unlikely to have an effect [40-42]. Despite being designed to support teachers in their implementation of LLL, the website itself also needed to be effectively implemented. Teachers were perhaps not motivated to use the website because of their extensive experience in teaching SRH. Additionally, the broader implementation strategy developed to inform teachers about the e-coaching website was perhaps not optimally utilized, despite involvement of MHS professionals and teachers in the development process, potentially resulting in limited use and lack of effect of the website. For example, in this study, not all MHS provided a training and not all teachers who were offered a training accepted it. The broader implementation strategy could potentially be optimized to increase use of e-coaching by teachers. Motives for teachers’ use or nonuse of e-coaching need to be further explored, as well as means to increase use of the website by teachers. Taking contextual factors and individual factors into consideration remains important when stimulating implementation [6,18,29,43].

Finally, the intervention itself may have been suboptimal. The e-coach was aimed at determinants of completeness and fidelity but may not have addressed the exact needs of the target population, or been able to increase teachers’ awareness of the importance of completeness and adherence, or did not address completeness and adherence sufficiently or adequately. In developing e-coaching, program developers were already aware of the following challenges involved: (1) teachers did not see their suboptimal implementation behavior as problematic and (2) teachers expressed a minimal need for coaching during the interviews in the needs assessment phase of program development [28]. The developers attempted to address these challenges in the development of e-coaching by using an unobtrusive coaching technique and stimulating self-reflection, yet the question remained whether this would be successful or not. The e-coach intervention may have been unable to change teachers’ perceived need for coaching or change their awareness of their suboptimal implementation behavior with regard to completeness and adherence, which may be linked to a lack of effect. This re-emphasizes the importance of having a need for coaching or a desire for change before behavioral change [44]. Means of stimulating teachers to use the website need to be explored.

Implications

Knowledge about implementation of Internet interventions and implementation of eHealth in the school settings particularly needs enhancement [45]. Website use was found to be related to factors associated with the visitor and the intervention website [46-48]. A large study in the Netherlands found that Information Technology use by teachers is limited. They either consult colleagues in their school for information or use the Internet mainly to find information, prepare their lessons, send emails to students, or give homework assignments and thus less for professional development [49]. Digital technologies are being increasingly used in the education system, bringing exciting opportunities for innovative ways of teaching and learning [50].

The strength of e-coaching is that, in addition to being aimed at specific determinants, it provides more than just a one-time training. Instead, it provides assistance during real-life implementation situations and has a longitudinal character in that teachers can visit the website as desired or need be [51]. Although completeness and adherence to program delivery are crucial to the effectiveness of the program, teaching quality of SRH lessons encompasses other teacher classroom-related skills, such as creating a safe and trusted environment, which form the conditions for providing these lessons. Such skills are addressed by e-coaching. In addition, other studies on providing sexual education have highlighted the importance of creating a safe environment when teaching this subject for optimal results [52,53]. “Teaching well” is thus more than completeness and fidelity. Therefore, in stimulating implementation of SRH programs, program developers should focus on enhancing completeness and adherence as well as supporting teachers in creating the classroom conditions that enable quality delivery of SRH lessons, as e-coaching has attempted to do.
Conclusions

The lack of effect of e-coaching does not insinuate that Web-based coaching in itself is an ineffective strategy to promote adherence and completeness of program implementation, but in its current form, e-coaching is not the optimal instrument to achieve adherence and completeness of LLL specifically. To further understand why e-coaching had no effect and how it could potentially be improved, a process evaluation is required to find out how and to what extent teachers made use of the website, how they appreciated it, and what factors affected teachers’ use of the website.
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Abstract

Background: Although internet-based and mobile-based stress management interventions (iSMIs) may be a promising strategy to reach employees suffering from high chronic stress, it remains unknown whether participants with high symptom severity of depression or anxiety also benefit from iSMIs or should be excluded.

Objective: This study aimed to evaluate the efficacy of iSMIs in subgroups with high symptom severity and to test whether baseline symptom severity moderates treatment outcome.

Methods: Data from three randomized controlled trials (N=791) were pooled to identify effect modifiers and to evaluate efficacy in subgroups with different levels of initial symptom severity. The outcomes perceived stress (Perceived Stress Scale, PSS), depression severity (Center for Epidemiological Depression Scale, CES-D), and anxiety (Hospital Anxiety and Depression Scale, HADS) symptom severity were assessed at baseline, 7-week postassessment, and 6-month follow-up. Potential moderators were tested in predicting differences in the change of outcome in multiple moderation analyses. Simple slope analyses evaluated efficacy of the iSMI comparing the intervention group with the waitlist control group in subgroups with low, moderate, and severe initial symptomology based on means and SDs of the study population. In addition, subgroups with clinical values of depression (CES-D≥16) and anxiety (HADS≥8) at baseline were explored, and response rates (RRs; 50% symptom reduction) and symptom-free (SF) status (CES-D<16, HADS<8) were reported.

Results: Individuals with high stress (PSS≥30), depression (CES-D≥33), anxiety (HADS≥15), and emotional exhaustion (MBI≥5.6) benefited significantly from the intervention with great reductions of stress (d_{post}=0.86-1.16, d_{FU}=0.93-1.35), depression (d_{post}=0.69-1.08, d_{FU}=0.91-1.19), and anxiety (d_{post}=0.79-1.19, d_{FU}=1.06-1.21), and effects were sustained at 6-month follow-up. Symptom severity moderated treatment outcomes, as individuals with higher symptom severity at baseline benefited significantly more from the intervention than individuals with lower symptom severity. Furthermore, 82.9% (656/791) of individuals had...
clinical depression values at baseline, of which significantly more individuals in the intervention group reached at least 50% symptom reduction or fell under clinical cut-off (RR: 29.2%, 93/318; SF: 39.6%, 126/318) compared with the waitlist control group (RR: 8.0%, 27/338; SF: 18.6%, 63/338) at postassessment. Significantly more individuals with clinical anxiety values at baseline (HADSa8, 85.3%, 675/791) in the intervention group achieved at least 50% symptom reduction or fell under clinical cut-off (RR: 27.7%, 94/339; SF: 39.8%, 135/339) compared with the WLC (RR: 4.8%, 16/336; SF: 15.5%, 52/336).

Conclusions: Highly burdened individuals benefit greatly from iSMIs and therefore should not be excluded from participation. Stress management may be a valid entry point to reach highly burdened individuals who otherwise may not seek treatment.

Trial Registration: 1) German Clinical Trials Register DRKS00005112; https://www.drks.de/DRKS00005112 (Archived by WebCite at http://www.webcitation.org/6zmIjDQPx); 2) German Clinical Trials Register DRKS00005384; https://www.drks.de/DRKS00005384 (Archived by WebCite at http://www.webcitation.org/6zmIerdr); and 3) German Clinical Trials Register DRKS00004749; https://www.drks.de/DRKS00004749 (Archived by WebCite at http://www.webcitation.org/6zmIljDQPx).
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Introduction

Background

High chronic stress is linked to adverse psychological health outcomes. Left untreated, individuals suffering from high occupational stress can develop common mental disorders such as depression or anxiety [1]. Stress, depression, and anxiety are associated with productivity loss and absenteeism, and can negatively affect workplace safety [2,3].

Meta-analytic evidence on occupational interventions of the last two decades, aiming to improve mental health, has found varying evidence of benefit ranging from nonsignificant to moderate effect sizes depending on, for example, type of intervention, intervention content, and outcome categories [4,5]. In a systematic review, Martin et al [6] found overall small positive effects in pooled data of 17 studies, investigating whether different types of health promotion interventions in the workplace reduce depression (standardized mean difference, SMD=0.28, 95% CI 0.12-0.44) and anxiety (SMD=0.29, 95% CI 0.06-0.51). A systematic review and meta-analysis from 2014 identified nine workplace-based randomized controlled trials (RCTs) aimed at reducing the level of depression symptoms. Pooled effect size estimates showed the interventions to be superior to the control groups by a small positive effect (SMD=0.16, 95% CI 0.07-0.24) [7,8]. Richardson et al found a moderate effect size across studies in a meta-analysis of stress management interventions (SMIs) in occupational settings (d=0.53, 95% CI 0.36-0.69), significant moderate intergroup effects for anxiety (d=0.68), and a small to moderate effect for mental health (d=0.44) [9]. Although the range of effect size varies, occupational interventions and SMIs seem to bear the potential to improve psychological health outcomes. However, the previous studies did not examine whether there were differences in efficacy between subgroups with varying initial symptom severity. It therefore remains an open research question whether individuals with high clinical symptomology, that is, depression and anxiety, also benefit from SMIs.

One specific form of SMIs, which has proven to be effective in certain contexts, is internet-based and mobile-based stress management interventions (iSMIs) [5,10]. Advantages of iSMIs include the following: (1) individuals can avoid stigmatization by participating anonymously, (2) such trainings are flexible and adaptable to any work and life situation, (3) material can be revised as often as desired, (4) access to treatment and treatment uptake is facilitated by not having waiting times nor a limitation of resource distribution, and (5) fostering self-efficacy of participants.

Occupational iSMIs could reach individuals who would likely not seek psychological treatment [11,12]. This includes severely burdened individuals who, thus, have developed clinical profiles with high symptoms of depression and anxiety. Most individuals with depression and anxiety do not seek treatment, for example, because of fear of stigma [13]. SMIs may bear the potential to attract individuals who would not make use of mental health interventions explicitly labeled for targeting mental health, that is, depression or anxiety. However, it remains unknown whether individuals with high symptom severity also benefit from low threshold iSMIs, as its exploration, to date, is lacking.

It seems plausible that individuals with severe symptomology, for example, those who experience clinical levels of depression or anxiety, are too burdened to substantially improve their mental health through occupational SMIs not specifically designed to treat depression or anxiety. It may be that methods and techniques delivered in SMIs are not sufficient, as highly burdened participants may need more therapeutic support than generally provided in (i)SMIs. In addition, with regard to iSMIs, some individuals with high symptom severity may be overwhelmed and unable to apply psychological self-help strategies effectively into their daily lives.

Allowing severely affected individuals to participate in (i)SMIs, who are unlikely to benefit, could be problematic. Participation may result in aggravation, hopelessness, and deterioration of symptoms, and may delay, or in the worst case, inhibit affected individuals from seeking appropriate treatment in time, hence contributing to a chronification of symptoms [14]. In addition, this may result in unnecessary intervention delivery costs. Thus, it is crucial to investigate differential effects of SMIs, and to test whether such approaches are also effective in severely affected populations, or whether these individuals should rather...
be excluded from SMIs and referred to clinical treatment for psychological disorders.

Through moderation analysis, differential treatment effects can be investigated. However, primary studies are generally solely powered to detect overall treatment effects, and thus underpowered to adequately perform reliable subgroup and moderator analyses [15]. To overcome this issue, data can be pooled from single studies by adding individual participant data in one dataset for common analyses [16].

**Objective**

This study aims to investigate the effects of an iSMI in subgroups of individuals who experience severe levels of stress, depression, anxiety, emotional exhaustion, or insomnia at baseline, and to test whether these baseline indicators of clinical impairment moderate the intervention efficacy in the reduction of stress, depression, and anxiety. If proven effective for severely burdened individuals, iSMIs could be a crucial component in the amelioration of mental health in occupational health settings, irrespective of the severity level of clinical impairment populations experience.

**Methods**

**GET.ON Stress Intervention**

Secondary analyses were conducted based on pooled individual participant data from three RCTs evaluating the same iSMI (GET.ON Stress). The three studies comparing an iSMI to a waitlist control group (WLC) were identical in design, differing only in respect to guidance intensity [17]. The iSMI is based on the Lazarus and Folkman’s transactional model of stress [18], and core components focus on problem solving [19,20] and emotion regulation [21,22]. The studies were approved by the ethics committee of the Philipps University Marburg (2013-20K, AZ 2013-35K, AZ 2012-43K) and registered in the German Clinical Trial Register under DRKS00005112, DRKS00005384, and DRKS00004749. Further details on the intervention can be found in a published study protocol [23].

**Sample**

Participants of the three studies were recruited via the occupational health program of a large health insurance company in Germany (company website, newspaper articles, and advertisements in the membership magazine), a study website, mass media (newspapers and television), and announcements by the Ministry of Education. Recruitment was open to the general working population and not restricted to members of a certain health insurance company. In total, 791 participants were included. Inclusion and exclusion criteria are provided in Textboxes 1 and 2, respectively.

A standard procedure was followed when individuals showed a notable suicidal risk. They were advised to seek help from their general practitioner, local psychiatric emergency room, or to contact the official emergency number. Telephone numbers and information on relevant institutions were provided via email. The cut-off on the Perceived Stress Scale (PSS) was chosen to include participants with heightened stress based on 1 SD (6.2) above the mean (15.3) found in a large working population [26]. There was no participation cut-off for individuals with severe impairment because of critically high symptom severity of depression or anxiety. Figure 1 shows the flow of participants.

**Measures**

The outcomes stress, depressive symptom severity, and anxiety symptom severity were collected by self-report at baseline (T1), at postassessment 7 weeks after randomization (T2), and at 6-month follow-up (T3). Furthermore, potential moderators, emotional exhaustion and insomnia severity, were collected at baseline.

**Primary Outcome**

The primary outcome of the primary studies was perceived stress measured by the German version of the PSS (10 items; score range: 0-4; total score range: 0-40; alpha T1=.75) [22,24]. Higher scores on the PSS indicate more severe perceived stress.

**Textbox 1. Inclusion criteria for the study.**

- Currently employed
- Aged 18 years or older
- Scores of 22 or above on Perceived Stress Scale [22,24]
- Internet access and a valid email address
- Sufficient reading and writing skills in German
- Willing to give informed consent

**Textbox 2. Exclusion criteria for the study.**

- If the participants self-reported having been diagnosed with psychosis or dissociative symptoms
- If the participants showed a notable suicidal risk indicated by a score greater than 1 on the Beck suicide item [25]
Secondary Outcomes

Secondary outcomes included depressive symptom severity measured by the German version of the frequently used Center for Epidemiological Depression Scale (CES-D; 20 items; score range: 0-3; total score range: 0-60; alpha\textsubscript{T1}=.86) [27]. Scores of CES-D≥16 indicate clinically relevant levels of depression severity [28]. Anxiety symptom severity was measured by the anxiety subscale of the Hospital Anxiety and Depression Scale (HADS; 7 items; score range: 0-3; total score range: 0-21; alpha\textsubscript{T1}=.74) [29]. A cut-off of ≥8 indicates clinically relevant levels of anxiety [30].

Additional mental health assessments included emotional exhaustion, the basic stress dimension of burnout, measured by the German Version Maslach Burnout Inventory (MBI; 5 items; score range: 1-6; total score range 1-6; alpha\textsubscript{T1}=.78) [31,32], and insomnia severity, assessed by the Insomnia Severity Index (ISI; 7 items; score range: 0-4; total score range 0-28; alpha\textsubscript{T1}=.82) [33]. Higher scores on all secondary outcome scales indicate more severe or higher symptoms than lower scores.
Statistical Analysis

Missing Data

Treatment outcomes included perceived stress, depressive symptom severity, and anxiety symptoms. The dropout rate ranged from 7.5% (59/791) in the primary outcome stress at postassessment to 13.8% (109/791) at 6-month follow-up in the outcome insomnia severity. Overall, these are low rates of intervention dropout. Comparing the dropout rates between the iSMI and the WLC, it becomes evident that the outcome dropout rates are higher in the intervention condition (12.4%-21%) compared with the WLC (2.5%-6.6%).

Missing data of all outcomes were handled with multiple imputations (MIs) in accordance with the intention-to-treat principle [34,35]. Prerequisites of MI include that the data are missing at random and that the data are normally distributed. Using Little's missing completely at random (MCAR) test, it was determined that the missing data were MCAR. The test was not significant ($\chi^2_{MCAR}=40.2, P=.84$). However, the outcome data were not normally distributed, which can potentially lead to implausible low or negative values after using MI. To verify whether outliers in the new dataset corresponded with missing data in the original dataset, which was not the case.

Missing data were handled using the MI procedure in SPSS. Estimations of missing data were based on all available data for all outcome measures at all assessment points (T1, T2, and T3), as well as age, gender, and intervention condition (iSMI and WLC). In addition, 100 imputed datasets were created and aggregated into 1 dataset for the final analysis. Significance level was set to <.05.

Multiple Moderation Analyses

To identify subgroups with different levels of initial symptom severity and to assess the efficacy of the intervention for populations with severe impairment on changes in outcomes (stress, depressive, and anxiety symptoms), multiple moderation analyses (MMAs) were performed with the SPSS macro PROCESS [36]. MMAs are separate multiple regression models each containing 3 elements that are tested in 3 steps predicting the outcome: (1) main effect of the baseline variable, (2) main effect of the treatment condition (iSMI and WLC), and (3) interaction effect (baseline*intervention condition). If the interaction effect is significant in predicting the outcome, it is considered to be an effect modifier moderating the outcome. Effect modifiers of treatment outcome indicate that populations benefit significantly different from each other depending on initial symptom severity. Moderators of the difference in change of the outcomes will be reported for postassessment and 6-month follow-up.

To explore the direction of an interaction effect, improve interpretability, and provide specific estimations for the investigated subgroups of interest, follow-up simple slope analyses were performed. Baseline data on perceived stress, depression, anxiety, emotional exhaustion, and insomnia severity were split into 3 subgroups based on distributional values, mean (M), and SD of the study population (mean-1SD; mean+1SD), and outcomes in each subgroup were explored. To compare efficacy of the iSMI and WLC in the respected subgroups at postassessment and 6-month follow-up, Cohen d, 95% CI, and the number needed to treat (NNT) were calculated. Baseline differences were controlled for by using the difference in changes of outcome from baseline to postassessment (T1-T2) and from baseline to 6-month follow-up (T1-T3) as dependent variable. The study variable was not included in the final analysis, as it was not associated with the primary outcome stress at 6-month follow-up. Cohen d can be interpreted based on 3 approximations: small effects ($d=0.2$), medium effects ($d=0.5$), and large effects ($d=0.8$) [37]. All continuous variables were standardized for interpretability.

Response Rates and Symptom-Free Status in Clinical Subgroups

In addition, effects in subgroups with clinical values of depression (CES-D≥16) and anxiety (HADS≥8) at baseline were explored. Results were reported as mean between-group differences, Cohen d, and NNT while controlling for baseline severity by using change scores from baseline to postassessment. Improvements at an individual level were investigated by assessing the number of participants who achieved a response rate (RR) through 50% symptom reduction and symptom-free (SF) status (CES-D<16, HADS<8). Differences between the intervention condition and control group were tested in a chi-square ($\chi^2$) test.

Results

Descriptive Statistics

Participants were aged 42.6 years (SD 9.7) on average at baseline, and the majority were female (76.7%, 607/791). Overall, the sample was highly educated with a minimum of 12 years of schooling and a degree (71.9%, 569/791) or mid-level education with 10 years of schooling and a degree (25.4%, 201/791), with only 2.5% (21/791) of persons having low education levels with no school degree or 9 years of schooling. Participants had an average value of 25.6 (SD 4.3) on the PSS. The mean of depressive symptomology (CES-D) was 23.9 (SD 8.6). Anxiety symptoms (HADS) were at an average of 11.1 (SD 3.4). The average of emotional exhaustion (MBI) was 4.7 (SD 0.7). Insomnia severity (ISI) was at a mean of 13.7 (SD 6.1). Most participants had clinically relevant levels of depression (82.9%, 656/791) and anxiety (85.3%, 675/791) at study uptake. Further details on baseline characteristics can be found in Table 1.

The classification in subgroups with low, moderate, and severe initial symptom severity is based on means and SDs of the study population. Means and SDs for all investigated subgroups (mean-1SD; mean; mean+1SD), and outcomes in each subgroup were explored. To compare efficacy of the iSMI and WLC in the respected subgroups at postassessment and 6-month follow-up, Cohen d, 95% CI, and the number needed to treat (NNT) were calculated. Baseline differences were controlled for by using the difference in changes of outcome from baseline to postassessment (T1-T2) and from baseline to 6-month follow-up (T1-T3) as dependent variable. The study variable was not included in the final analysis, as it was not associated with the primary outcome stress at 6-month follow-up. Cohen d can be interpreted based on 3 approximations: small effects ($d=0.2$), medium effects ($d=0.5$), and large effects ($d=0.8$) [37]. All continuous variables were standardized for interpretability.
Primary Outcome

Effect sizes for differences in change of perceived stress at postassessment were medium to large. The smallest effect was observed for individuals with low emotional exhaustion at baseline ($d=0.57; 95\%\ CI\ 0.22-0.91; NNT=3.18$), and greatest effects were observed for those with high emotional exhaustion ($d=1.16; 95\%\ CI\ 0.78-1.54; NNT=1.7$). Moderators of change in the outcome stress at postassessment were stress (beta=1.04, $P=.01$) and emotional exhaustion (beta=1.12, $P=.008$). Highly stressed individuals and individuals with high emotional exhaustion profited significantly more from the iSMI than individuals with low symptom severity (low: $\text{PSS}_{T1-T2} d=0.65$, $\text{MBI}_{T1-T2} d=0.57$; high: $\text{PSS}_{T1-T2} d=0.98$, $\text{MBI}_{T1-T2} d=1.16$). Figure 2 shows the estimated course of symptom change in the iSMI compared with the WLC at postassessment and 6-month follow-up.

Looking at the effects at 6-month follow-up, moderate to large effects were found in change of stress, the smallest effect for stress ($d=0.66; 95\%\ CI\ 0.3-1.02; NNT=2.78$) and the largest effect for emotional exhaustion ($d=1.35; 95\%\ CI\ 0.96-1.75; NNT=1.52$). Stress (beta=0.96, $P=.049$) was the only moderator for change in stress at 6-month follow-up. Highly stressed individuals showed greater reduction in stress through the intervention than low-stressed individuals (low: $\text{PSS}_{T1-T3} d=0.66$, high: $\text{PSS}_{T1-T3} d=1.27$).
Table 1. Baseline characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (N=791)</th>
<th>iSMI^a (n=395)</th>
<th>WLC^b (n=396)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>42.6 (9.7)</td>
<td>42.1 (9.9)</td>
<td>43.1 (9.5)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>607 (76.7)</td>
<td>307 (77.5)</td>
<td>300 (75.9)</td>
</tr>
<tr>
<td>Male</td>
<td>181 (22.9)</td>
<td>87 (22)</td>
<td>94 (23.8)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.3)</td>
<td>1 (0.3)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian or white</td>
<td>657 (83.1)</td>
<td>326 (82.3)</td>
<td>331 (83.8)</td>
</tr>
<tr>
<td>Other or no information</td>
<td>134 (16.9)</td>
<td>70 (17.7)</td>
<td>64 (16.2)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>230 (29.1)</td>
<td>122 (30.8)</td>
<td>108 (27.3)</td>
</tr>
<tr>
<td>Married</td>
<td>376 (47.5)</td>
<td>191 (48.2)</td>
<td>185 (46.8)</td>
</tr>
<tr>
<td>Cohabited</td>
<td>95 (12)</td>
<td>51 (12.9)</td>
<td>44 (11.1)</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>82 (10.4)</td>
<td>30 (7.6)</td>
<td>52 (13.2)</td>
</tr>
<tr>
<td>Widowed</td>
<td>8 (1)</td>
<td>2 (0.5)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>21 (2.7)</td>
<td>11 (2.8)</td>
<td>10 (2.5)</td>
</tr>
<tr>
<td>Middle</td>
<td>201 (25.4)</td>
<td>101 (25.5)</td>
<td>100 (25.3)</td>
</tr>
<tr>
<td>High</td>
<td>569 (71.9)</td>
<td>284 (71.7)</td>
<td>285 (72.2)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Permanent</td>
<td>652 (82.4)</td>
<td>322 (81.3)</td>
<td>330 (83.5)</td>
</tr>
<tr>
<td>Temporary</td>
<td>77 (9.7)</td>
<td>44 (11.1)</td>
<td>33 (8.4)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>50 (6.3)</td>
<td>26 (6.6)</td>
<td>24 (6.1)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (1.5)</td>
<td>4 (1)</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Employment situation, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>601 (76)</td>
<td>302 (76.3)</td>
<td>299 (75.7)</td>
</tr>
<tr>
<td>Part-time</td>
<td>180 (22.8)</td>
<td>88 (22.2)</td>
<td>92 (23.2)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>10 (1.3)</td>
<td>6 (1.5)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Occupational sectors, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social, education</td>
<td>208 (26.3)</td>
<td>95 (24)</td>
<td>113 (28.6)</td>
</tr>
<tr>
<td>Service provision</td>
<td>156 (19.7)</td>
<td>85 (21.5)</td>
<td>71 (18)</td>
</tr>
<tr>
<td>Finance, administration</td>
<td>129 (16.3)</td>
<td>63 (15.9)</td>
<td>66 (16.7)</td>
</tr>
<tr>
<td>Health</td>
<td>110 (13.9)</td>
<td>63 (15.9)</td>
<td>47 (11.9)</td>
</tr>
<tr>
<td>Information technology, computer</td>
<td>48 (6.1)</td>
<td>26 (6.6)</td>
<td>22 (5.6)</td>
</tr>
<tr>
<td>Media</td>
<td>23 (2.9)</td>
<td>8 (2)</td>
<td>15 (3.8)</td>
</tr>
<tr>
<td>Natural sciences</td>
<td>22 (2.8)</td>
<td>8 (2)</td>
<td>14 (3.5)</td>
</tr>
<tr>
<td>Metal, engineering</td>
<td>18 (2.3)</td>
<td>10 (2.5)</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Production, manufacture</td>
<td>15 (1.9)</td>
<td>7 (1.8)</td>
<td>8 (2)</td>
</tr>
<tr>
<td>Construction, architecture</td>
<td>13 (1.6)</td>
<td>3 (0.8)</td>
<td>10 (2.5)</td>
</tr>
<tr>
<td>Social sciences, liberal arts</td>
<td>11 (1.4)</td>
<td>6 (1.5)</td>
<td>5 (1.3)</td>
</tr>
<tr>
<td>Art, culture, and design</td>
<td>10 (1.3)</td>
<td>7 (1.8)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Infrastructure, logistics</td>
<td>10 (1.3)</td>
<td>4 (1)</td>
<td>6 (1.5)</td>
</tr>
</tbody>
</table>
Table 3 shows the effects on change in the outcomes stress, depressive symptoms, and anxiety from baseline to postassessmen for the 3 subgroups divided by baseline psychopathology (mean-1SD; mean; mean+1SD) of stress, depression, anxiety, emotional exhaustion, and insomnia severity. The table also displays the $P$ values of the standardized regression coefficient of the interaction effect between group (iSMI and WLC) and potential moderators. $P$ values below .05 indicate that symptom severity of a certain characteristic is a moderator of treatment outcome.

Secondary Outcomes

Effect sizes for differences in change of depression at postassessment were small to large. The smallest effect was observed in participants with low emotional exhaustion at baseline ($d=0.37$; 95% CI 0.03-0.71; NNT=4.85) and the largest effects for those with high levels of depression severity ($d=1.08$; 95% CI 0.7-1.46; NNT=1.81). Moderators of change in the outcome depression at postassessment were depression ($\beta=1.89$, $P=.001$), stress ($\beta=2.1$, $P<.001$), and emotional exhaustion ($\beta=2.28$, $P<.001$). Participants with initially high depressive symptoms, high perceived stress, and high emotional exhaustion benefitted significantly more from the intervention in reducing depressive symptoms than individuals with lower severity (low: CES-D$_{T1-T2}$ $d=0.67$, PSS$_{T1-T2}$ $d=0.49$, MBI$_{T1-T2}$ $d=0.37$; high: CES-D$_{T1-T2}$ $d=1.08$, PSS$_{T1-T2}$ $d=0.92$, MBI$_{T1-T2}$ $d=1.01$).
Table 2. Overview of internet-based and mobile-based stress management interventions (iSMI) and waitlist control group (WLC) symptom severity of subgroups at baseline (T1), postassessment (T2), and 6-month follow-up (T3).

<table>
<thead>
<tr>
<th>Symptom severity</th>
<th>Mean±1SD</th>
<th>Mean</th>
<th>Mean–1SD</th>
<th>Mean+1SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Perceived Stress Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>68</td>
<td>18.7 (2.6)</td>
<td>255</td>
<td>25.7 (2.2)</td>
</tr>
<tr>
<td>WLC</td>
<td>60</td>
<td>19.2 (2.2)</td>
<td>268</td>
<td>25.4 (2)</td>
</tr>
<tr>
<td><strong>T2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>68</td>
<td>15.7 (5.4)</td>
<td>255</td>
<td>18.2 (5.4)</td>
</tr>
<tr>
<td>WLC</td>
<td>60</td>
<td>19.9 (5.2)</td>
<td>268</td>
<td>23.2 (5.3)</td>
</tr>
<tr>
<td><strong>T3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>68</td>
<td>14.6 (5.3)</td>
<td>255</td>
<td>16.6 (6)</td>
</tr>
<tr>
<td>WLC</td>
<td>60</td>
<td>19.2 (6.4)</td>
<td>268</td>
<td>21.9 (5.8)</td>
</tr>
<tr>
<td><strong>Center for Epidemiological Depression Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>78</td>
<td>11.9 (3.1)</td>
<td>255</td>
<td>23.9 (4.7)</td>
</tr>
<tr>
<td>WLC</td>
<td>57</td>
<td>12.2 (2.4)</td>
<td>267</td>
<td>23.5 (4.6)</td>
</tr>
<tr>
<td><strong>T2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>78</td>
<td>10.1 (6.2)</td>
<td>255</td>
<td>16.5 (7.4)</td>
</tr>
<tr>
<td>WLC</td>
<td>57</td>
<td>14.1 (5.4)</td>
<td>267</td>
<td>21.2 (7.7)</td>
</tr>
<tr>
<td><strong>T3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>78</td>
<td>10.5 (6.8)</td>
<td>255</td>
<td>14.3 (6.9)</td>
</tr>
<tr>
<td>WLC</td>
<td>57</td>
<td>16.3 (7.3)</td>
<td>267</td>
<td>21.1 (8.7)</td>
</tr>
<tr>
<td><strong>Hospital Anxiety and Depression Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>57</td>
<td>5.9 (1.2)</td>
<td>279</td>
<td>11 (1.9)</td>
</tr>
<tr>
<td>WLC</td>
<td>59</td>
<td>5.9 (1)</td>
<td>264</td>
<td>10.7 (1.8)</td>
</tr>
<tr>
<td><strong>T2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>57</td>
<td>5.2 (2.5)</td>
<td>279</td>
<td>7.4 (3.1)</td>
</tr>
<tr>
<td>WLC</td>
<td>59</td>
<td>6.7 (2.5)</td>
<td>264</td>
<td>9.9 (2.9)</td>
</tr>
<tr>
<td><strong>T3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>57</td>
<td>4.4 (2.3)</td>
<td>279</td>
<td>6.6 (3.1)</td>
</tr>
<tr>
<td>WLC</td>
<td>59</td>
<td>6.6 (3.2)</td>
<td>264</td>
<td>9.5 (3.4)</td>
</tr>
<tr>
<td><strong>Maslach Burnout Inventory</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>74</td>
<td>3.6 (0.4)</td>
<td>258</td>
<td>4.8 (0.4)</td>
</tr>
<tr>
<td>WLC</td>
<td>62</td>
<td>3.6 (0.5)</td>
<td>273</td>
<td>4.8 (0.4)</td>
</tr>
<tr>
<td><strong>Insomnia Severity Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iSMI</td>
<td>62</td>
<td>4.4 (2.1)</td>
<td>261</td>
<td>13.7 (3.3)</td>
</tr>
<tr>
<td>WLC</td>
<td>71</td>
<td>4.4 (2.1)</td>
<td>249</td>
<td>13.8 (3.4)</td>
</tr>
</tbody>
</table>

*a=iSMI: internet-based and mobile-based stress management interventions.

*b=WLC: waitlist control group.
Effects sizes for differences in change of depression at 6-month follow-up were moderate to large. The smallest effect was found for participants with initially low levels of stress ($d=0.6; 95\% \text{ CI} 0.24-0.95; \text{NNT}=3.05$) and the largest effect for participants with high levels of emotional exhaustion ($d=1.19; 95\% \text{ CI} 0.81-1.58; \text{NNT}=1.67$). Differences in change of depressive symptoms from baseline to 6-month follow-up were moderated by stress (beta=2.28, $P<.001$), emotional exhaustion (beta=1.91, $P=.002$), and depression (beta=1.41, $P=.025$). Participants with higher levels of stress, emotional exhaustion, and depressive symptoms benefitted more in reducing depressive symptoms (high: CES-D$_{T1-T3}d=1.02$, PSS$_{T1-T3}d=1.2$, MBI$_{T1-T3}d=1.19$) than participants with lower levels (low: CES-D$_{T1-T3}d=0.79$, PSS$_{T1-T3}d=0.6$, MBI$_{T1-T3}d=0.72$). Figure 2 illustrates the simple slope analysis for the moderators stress, depressive, and anxiety symptoms on their respective symptom severity.

Medium to large effect sizes were found for changes in anxiety at postassessment, with the smallest effect for participants with low emotional exhaustion ($d=0.56; 95\% \text{ CI} 0.22-0.91; \text{NNT}=3.25$) and the largest effect for participants with high levels of emotional exhaustion at baseline ($d=1.19; 95\% \text{ CI} 0.81-1.57; \text{NNT}=1.67$). Moderators of change in the outcome anxiety at postassessment were stress (beta=0.47, $P=.036$) and emotional exhaustion (beta=0.65, $P=.002$). Individuals with initially higher levels of emotional exhaustion showed significantly higher effectiveness in reducing anxiety (low: MBI$_{T1-T2}d=0.56$, high: MBI$_{T1-T2}d=1.19$). Individuals with low stress benefitted slightly more than individuals with moderate or high stress in reducing anxiety; however, all effects are considered large (low: PSS$_{T1-T2}d=0.88$, moderate: PSS$_{T1-T2}d=0.8$, high: PSS$_{T1-T2}d=0.81$).

Effects in change of anxiety were moderate to large at 6-month follow-up; participants with low emotional exhaustion at baseline showed smaller effects ($d=0.7; 95\% \text{ CI} 0.36-1.05; \text{NNT}=2.63$) than participants with high emotional exhaustion (d=1.21; 95\% CI 0.83-1.6; NNT=1.64). Anxiety was moderated by stress (beta=0.52, $P=.034$), emotional exhaustion (beta=0.52, $P=.027$), and anxiety (beta=0.59, $P=.013$); individuals with higher initial symptom severity stress, anxiety, and emotional exhaustion were profiting more from the intervention (low: PSS$_{T1-T2}d=0.99$, HADS$_{T1-T2}d=0.76$, MBI$_{T1-T2}d=0.7$; high: PSS$_{T1-T2}d=1.17$, HADS$_{T1-T2}d=1.16$, MBI$_{T1-T2}d=1.21$). With regard to differences in change from baseline to 6-month follow-up, effects in all investigated subgroups of different initial symptom severity were significant, as shown in Table 4, and in favor of the iSMI compared with the WLC.
Table 3. Effects on change in perceived stress, depressive symptoms, and anxiety from baseline to postassessment for different subgroups of baseline psychopathology severity (Mean−1SD, Mean, and Mean+1SD).

<table>
<thead>
<tr>
<th></th>
<th>Mean−1SD</th>
<th>Mean</th>
<th>Mean+1SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d^a$ (95% CI)</td>
<td></td>
<td>$d^a$ (95% CI)</td>
</tr>
<tr>
<td>Outcome: stress</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD_Stress$^d$ (PSS)$^e$</td>
<td>.01</td>
<td>0.65 (0.29-1)</td>
<td>2.82</td>
</tr>
<tr>
<td>MOD_Depression$^d$(CES-D)$^f$</td>
<td>.11</td>
<td>0.82 (0.47-1.18)</td>
<td>2.28</td>
</tr>
<tr>
<td>MOD_Anxiety$^d$(HADS)$^g$</td>
<td>.61</td>
<td>0.79 (0.42-1.17)</td>
<td>2.36</td>
</tr>
<tr>
<td>MOD_EmotExhaustion$^d$(MBI)$^h$</td>
<td>.008</td>
<td>0.57 (0.22-0.91)</td>
<td>3.18</td>
</tr>
<tr>
<td>MOD_Inomnia$^d$(ISI)$^i$</td>
<td>.87</td>
<td>1.14 (0.77-1.51)</td>
<td>1.72</td>
</tr>
<tr>
<td>Outcome: depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD_Stress (PSS)</td>
<td>&lt;.001</td>
<td>0.49 (0.14-0.84)</td>
<td>3.68</td>
</tr>
<tr>
<td>MOD_Depression (CES-D)</td>
<td>.001</td>
<td>0.67 (0.32-1.02)</td>
<td>2.75</td>
</tr>
<tr>
<td>MOD_Anxiety (HADS)</td>
<td>.38</td>
<td>0.76 (0.39-1.14)</td>
<td>2.44</td>
</tr>
<tr>
<td>MOD_EmotExhaustion (MBI)</td>
<td>&lt;.001</td>
<td>0.37 (0.03-0.71)</td>
<td>4.85</td>
</tr>
<tr>
<td>MOD_Inomnia (ISI)</td>
<td>.11</td>
<td>0.66 (0.31-1.01)</td>
<td>2.78</td>
</tr>
<tr>
<td>Outcome: anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOD_Stress (PSS)</td>
<td>.04</td>
<td>0.88 (0.52-1.25)</td>
<td>2.15</td>
</tr>
<tr>
<td>MOD_Depression (CES-D)</td>
<td>.55</td>
<td>1.04 (0.68-1.4)</td>
<td>1.86</td>
</tr>
<tr>
<td>MOD_Anxiety (HADS)</td>
<td>.09</td>
<td>0.58 (0.21-0.95)</td>
<td>3.14</td>
</tr>
<tr>
<td>MOD_EmotExhaustion (MBI)</td>
<td>.002</td>
<td>0.56 (0.22-0.91)</td>
<td>3.25</td>
</tr>
<tr>
<td>MOD_Inomnia (ISI)</td>
<td>.28</td>
<td>0.98 (0.62-1.34)</td>
<td>1.95</td>
</tr>
</tbody>
</table>

$^a$P values of the standardized regression coefficient of the interaction effect between the potential moderator and group (iSMI and WLC).

$^b$Cohen $d$.

$^c$NNT: number needed to treat.

$^d$MOD_Stress: moderator stress.

$^e$PSS: Perceived Stress Scale.

$^f$MOD_Depression: moderator depression.

$^g$CES-D: Center for Epidemiological Depression Scale.

$^h$MOD_Anxiety: moderator anxiety.

$^i$HADS: Hospital Anxiety and Depression Scale.

$^j$MOD_EmotExhaustion: moderator emotional exhaustion.

$^k$MBI: Maslach Burnout Inventory.

$^l$MOD_Inomnia: moderator insomnia severity.

$^m$ISI: Insomnia Severity Index.

Response Rates and Symptom-Free Status in Clinical Subgroups

Furthermore, subgroups were investigated in which individuals had values indicating clinical depression levels at baseline (CES-D$\geq$16, 82.9%, 656/791, mean 26.36, SD 7.19). At postassessment, the iSMI group (n=318) had a mean CES-D value of mean 17.76 (SD 8.69) and a CES-D change score of $M_{T1-T2}$=9.05 (SD $M_{T1-T2}$ 8.79) compared with the WLC (n=338, mean 23.1, SD 8.83, $M_{T1-T2}$=2.85, SD$M_{T1-T2}$ 7.43). This resulted in a moderate to large effect of Cohen $d$=0.76 (95% CI 0.6-0.92) and an NNT of 2.44. On the basis of the CES-D, a score reduction of 50% from baseline to postassessment was achieved significantly more often in participants of the iSMI (CES-D: 29.2%, 93/318) as compared with the WLC (CES-D: 8.0%, 27/338; $\chi^2_1$=49.5; $P$<.001; NNT=4.7), and significantly more individuals in the iSMI compared with the WLC met criteria for SF status (CES-D<16) at postassessment (iSMI: CES-D: 39.6%, 126/318; WLC: 18.6%, 63/338; $\chi^2_1$=35.2; $P$<.001; NNT=4.8).
Table 4. Effects on change in perceived stress, depressive symptoms, and anxiety from baseline to 6-month follow-up for different subgroups of baseline psychopathology severity (mean-1SD, mean, and mean+1SD).

<table>
<thead>
<tr>
<th>Outcome: stress</th>
<th>Mean-1SD</th>
<th>Mean</th>
<th>Mean+1SD</th>
<th>NNT</th>
<th>NNT</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOD_Stress (PSS)</td>
<td>.094</td>
<td>0.66 (0.3-1.02)</td>
<td>2.78</td>
<td>0.91 (0.73-1.09)</td>
<td>2.08</td>
<td>1.27 (0.9-1.63)</td>
</tr>
<tr>
<td>MOD_Depression (CES-D)</td>
<td>.12</td>
<td>0.7 (0.35-1.05)</td>
<td>2.63</td>
<td>0.92 (0.74-1.11)</td>
<td>2.07</td>
<td>1.05 (0.67-1.42)</td>
</tr>
<tr>
<td>MOD_Anxiety (HADS)</td>
<td>.55</td>
<td>0.91 (0.53-1.29)</td>
<td>2.08</td>
<td>0.85 (0.67-1.03)</td>
<td>2.21</td>
<td>0.93 (0.57-1.29)</td>
</tr>
<tr>
<td>MOD_EmotExhaustion (MBI)</td>
<td>.05</td>
<td>0.8 (0.45-1.15)</td>
<td>2.34</td>
<td>0.78 (0.61-0.96)</td>
<td>2.39</td>
<td>1.35 (0.96-1.75)</td>
</tr>
<tr>
<td>MOD_Insomnia (ISI)</td>
<td>.53</td>
<td>1.02 (0.65-1.38)</td>
<td>1.89</td>
<td>0.79 (0.61-0.97)</td>
<td>2.36</td>
<td>1.05 (0.7-1.4)</td>
</tr>
</tbody>
</table>

Outcome: depression

<table>
<thead>
<tr>
<th>Outcome: depression</th>
<th>Mean-1SD</th>
<th>Mean</th>
<th>Mean+1SD</th>
<th>NNT</th>
<th>NNT</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOD_Stress (PSS)</td>
<td>.001</td>
<td>0.6 (0.24-0.95)</td>
<td>3.05</td>
<td>0.77 (0.59-0.94)</td>
<td>2.42</td>
<td>1.2 (0.84-1.56)</td>
</tr>
<tr>
<td>MOD_Depression (CES-D)</td>
<td>.025</td>
<td>0.79 (0.44-1.15)</td>
<td>2.36</td>
<td>0.94 (0.76-1.12)</td>
<td>2.02</td>
<td>1.02 (0.65-1.39)</td>
</tr>
<tr>
<td>MOD_Anxiety (HADS)</td>
<td>.33</td>
<td>0.9 (0.52-1.28)</td>
<td>2.1</td>
<td>0.77 (0.56-0.95)</td>
<td>2.42</td>
<td>0.91 (0.55-1.27)</td>
</tr>
<tr>
<td>MOD_EmotExhaustion (MBI)</td>
<td>.002</td>
<td>0.72 (0.37-1.07)</td>
<td>2.56</td>
<td>0.73 (0.56-0.91)</td>
<td>2.54</td>
<td>1.19 (0.81-1.58)</td>
</tr>
<tr>
<td>MOD_Insomnia (ISI)</td>
<td>.11</td>
<td>0.78 (0.43-1.14)</td>
<td>2.39</td>
<td>0.77 (0.59-0.95)</td>
<td>2.42</td>
<td>0.86 (0.52-1.21)</td>
</tr>
</tbody>
</table>

Outcome: anxiety

<table>
<thead>
<tr>
<th>Outcome: anxiety</th>
<th>Mean-1SD</th>
<th>Mean</th>
<th>Mean+1SD</th>
<th>NNT</th>
<th>NNT</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOD_Stress (PSS)</td>
<td>.034</td>
<td>0.99 (0.63-1.36)</td>
<td>1.94</td>
<td>0.84 (0.66-1.02)</td>
<td>2.23</td>
<td>1.17 (0.81-1.53)</td>
</tr>
<tr>
<td>MOD_Depression (CES-D)</td>
<td>.36</td>
<td>1.11 (0.75-1.48)</td>
<td>1.76</td>
<td>0.87 (0.69-1.05)</td>
<td>2.16</td>
<td>1.06 (0.69-1.44)</td>
</tr>
<tr>
<td>MOD_Anxiety (HADS)</td>
<td>.013</td>
<td>0.76 (0.38-1.13)</td>
<td>2.44</td>
<td>1.01 (0.84-1.19)</td>
<td>1.91</td>
<td>1.16 (0.78-1.53)</td>
</tr>
<tr>
<td>MOD_EmotExhaustion (MBI)</td>
<td>.027</td>
<td>0.7 (0.36-1.05)</td>
<td>2.63</td>
<td>0.89 (0.71-1.07)</td>
<td>2.13</td>
<td>1.21 (0.83-1.6)</td>
</tr>
<tr>
<td>MOD_Insomnia (ISI)</td>
<td>.42</td>
<td>1.04 (0.68-1.4)</td>
<td>1.86</td>
<td>0.82 (0.64-1)</td>
<td>2.28</td>
<td>1.06 (0.71-1.41)</td>
</tr>
</tbody>
</table>

\(a\) P values of the standardized regression coefficient of the interaction effect between the potential moderator and group (iSMI and WLC).

\(\text{b}\) Cohen \(d\).

\(\text{c}\) NNT: number needed to treat.

\(\text{d}\) MOD_Stress: moderator stress.

\(\text{e}\) PSS: Perceived Stress Scale.

\(\text{f}\) MOD_Depression: moderator depression.

\(\text{g}\) CES-D: Center for Epidemiological Depression Scale.

\(\text{h}\) MOD_Anxiety: moderator anxiety.

\(\text{i}\) HADS: Hospital Anxiety and Depression Scale.

\(\text{j}\) MOD_EmotExhaustion: moderator emotional exhaustion.

\(\text{k}\) MBI: Maslach Burnout Inventory.

\(\text{l}\) MOD_Insomnia: moderator insomnia severity.

\(\text{m}\) ISI: Insomnia Severity Index.

Individuals with clinically relevant levels of anxiety at baseline (HADS \(\geq 8\), 85.3%, 675/791, mean 11.94, SD 2.82) showed a large effect of Cohen \(d\) = 0.87 (95% CI 0.72-1.03) in favor of the iSMI at postassessment. Individuals in the iSMI (n=339) had a mean HADS value of mean 8.15 (SD 3.65) and HADS change score M\(_{T1-T2}\) = 3.81 (SD\(_{T1-T2}\) = 3.3) compared with the WLC (n=336, mean 10.8, SD 3.38, M\(_{T1-T2}\) = 1.13, SD\(_{T1-T2}\) = 2.81). Treatment response, that is, symptom reduction of 50% in the HADS, was assessed significantly more often in the iSMI (27.7%, 94/339) compared with the WLC (4.8%, 16/336; \(\chi^2 = 65.2; P < .001; \text{NNT} = 4.4\)). SF status (HADS < 8) was assessed significantly more often in the iSMI (39.8%, 135/339) compared with the WLC (15.5%, 52/336; \(\chi^2 = 49.9; P < .001; \text{NNT} = 4\)).

Discussion

Principal Findings

This study aimed to explore whether iSMIs are effective in severely burdened employees and tested whether baseline indicators of impairment moderated treatment outcome. Highly burdened participants who showed high levels of stress, depression, anxiety, emotional exhaustion, or insomnia severity profited substantially from the intervention on all outcome measures with moderate to large intergroup effect sizes compared with the control condition, both at postassessment and at 6-month follow-up. Moreover, higher impairment (ie, depression, anxiety, perceived stress, and emotional exhaustion)
was associated with greater symptom improvement over time. These findings are in line with (1) studies showing that internet-based self-help interventions can be effective in clinical populations [38-40], (2) studies showing that internet-based occupational health interventions specifically designed to target depression can be effective [41,42], and (3) moderator analyses showing that higher symptom severity is not associated with worse treatment outcome in low-threshold self-help interventions [19,43]. This study extends these findings by showing that highly burdened participants with high levels of stress, depression, anxiety, insomnia severity, or emotional exhaustion can also substantially profit from an intervention that is labelled and specifically designed to reduce negative consequences of occupational stress. Reasons may include that the iSMI contains techniques based on cognitive behavioral therapy (ie, problem-solving and emotion regulation), which have shown to be effective in treating depression and anxiety [21,44].

Many of the participants were first-time help-seekers, indicated by 86.5% having no prior experience with health-related training and less than half (39.3%) having prior experience with face-to-face therapy, although the majority of participants had already reached clinically relevant levels of depression (82.9%) and anxiety (85.3%) before study uptake. This indicates that stress management may be a valid entry point to reach highly burdened individuals who otherwise may not seek treatment. Stress is less stigmatized than depression and anxiety, and online treatment provides the necessary anonymity for uncertain individuals to initially seek help.

Individuals of subgroups with high symptom severity at baseline (CES-D≥23; HADS≥15; PSS≥30; ISI≥20; MBI≥5.6) experienced significant reductions with large intergroup effect sizes, which were also sustained over time (6-month follow-up: depression, d [0.86-1.19]; anxiety d [1.06-1.21], stress d [0.93-1.27]). Although significantly more individuals in the iSMI intervention group were assessed to have reached a RR of at least 50% symptom reduction (CES-D: 29.2%, 93/318; HADS: 27.7%, 94/339) and even SF status (CES-D: 39.6%, 126/318; HADS: 39.8%, 135/339), many highly burdened individuals, however, did not achieve either. This indicates that iSMIs cannot fully substitute more intensive psychological treatment for all individuals with high levels of anxiety or depression. Such findings highlight the importance of monitoring individual progress throughout treatment to refer individuals to further, more intensive or simply different treatment modalities, based on different theoretical constructs or treatment formats after intervention completion. Another possibility may be to tailor the treatment to the individual symptom profile if the participant does not respond sufficiently to the standardized treatment. However, future studies are needed to explore if such approaches indeed lead to better treatment outcome, as effects were already large in terms of effect sizes, and it is also possible that there is a limit to what can be achieved with psychological interventions.

Limitations

The study also has some limitations. First, as common for randomized trials, there was an elaborate screening process at study entry. This may have caused individuals with lower self-efficacy and less motivation to dropout before study uptake, and those most likely to profit to continue. Second, considering the description of the study population, the variance was rather low, reducing the heterogeneity of variance to explore differences within subgroups of the study sample. Third, subgroups were created based on the mean and 1 SD above or below the mean, which is typical for discerning simple slopes. Ranges are therefore based on this study population and may vary for other populations. Fourth, overall participants had elevated symptoms of impairment because of the study inclusion criterion heightened stress (PSS≥22). Therefore, there was no exploration of individuals with very low symptom severity. Fifth, all exploration of subgroups was based on the same iSMI GET.ON Stress. Therefore, the findings may not be generalizable directly to other interventions, especially as the latest meta-analysis on iSMIs indicated high heterogeneity between studies and interventions [5]. Finally, the main finding of this study that individuals with severe impairment profit greatly from the iSMI cannot be generalized to individuals who show indications of suicidality, as the studies excluded individuals with high suicide risk at baseline. Unfortunately, this remains an unresolved issue many internet interventions face, how to adequately deal with at-risk individuals who show active interest in participation but whose monitoring throughout a low-threshold intervention, often, cannot be guaranteed. Strengths of this study include the strong methodology of RCTs, and the pooling of individual participant data from different studies investigating the same intervention, hereby overcoming the issue of studies generally being underpowered to explore subgroups [16].

Conclusions

This study contains important implications for research and practice. First, populations who experience high stress, are clinically depressed, or have high anxiety can alleviate their disease burden and reduce symptom severity by participating in iSMIs. Second, occupational stress and stress management are effective entry points for initial contact with mental health interventions, and therefore, severely burdened individuals should be targeted for participation. Third, future studies should explore whether tailoring of iSMIs to clinical profiles leads to superior outcomes in severely affected individuals compared with standardized approaches. Finally, as employers benefit from healthy employees, they should consider offering iSMIs in routine occupational settings and encourage participation. Severely burdened employees, especially those with high levels of depression and anxiety, should not be excluded but rather motivated to participate in iSMIs.
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Abstract

Background: Project Quit was a randomized Web-based smoking cessation trial designed and conducted by researchers from the University of Michigan, where its primary outcome was the 7-day point prevalence. One drawback of such an outcome is that it only focuses on smoking behavior over a very short duration, rather than the quitting process over the entire study period.

Objective: The aim of this study was to consider the number of quit attempts during the 6-month study period as an alternative outcome, which would better reflect the quitting process. We aimed to find out whether tailored interventions (high vs low) are better in reducing the number of quit attempts for specific subgroups of smokers.

Methods: To identify interactions between intervention components of smoking cessation and individual smoker characteristics, we employed Poisson regression to analyze the number of quit attempts. This approach allowed us to construct data-driven, personalized interventions.

Results: A negative effect of the number of cigarettes smoked per day ($P=0.03$) and a positive effect of education ($P=0.03$) on the number of quit attempts were detected from the baseline covariates ($n=792$). Thus, for every 10 extra cigarettes smoked per day, there was a 5.84% decrease in the expected number of quit attempts. Highly educated participants had a 15.49% increase in their expected number of quit attempts compared with their low-educated counterparts. A negative interaction between intervention component story and smoker’s education was also detected ($P=0.03$), suggesting that a high-tailored story given to highly educated people results in 13.50% decrease in the number of quit attempts compared with a low-tailored story.

Conclusions: A highly individually tailored story is significantly more effective for smokers with a low level of education. This is consistent with prior findings from Project Quit based on the 7-day point prevalence.

(J Med Internet Res 2018;20(6):e213)  doi:10.2196/jmir.9555
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Introduction

Smoking is the leading preventable cause of death worldwide [1] and is associated with substantial economic burden [2]. Decades of research efforts have focused on evaluating effective computer-tailored smoking-cessation intervention programs [3,4]. These tailored programs are increasingly being delivered via technology-enabled platforms, for example, the internet [5,6], or more recently through mobile phone apps [7]. However, even with the support of modern technology, developing tailored smoking-cessation interventions is burdensome for both patients and health care providers. Hence, from a precision medicine perspective, it would be interesting to stratify a subgroup of smokers likely to benefit from tailored interventions. In this study, we used data from Project Quit [8,9], a randomized trial using Web-based tailored smoking cessation program and conducted secondary data analysis to identify this subgroup.

In modern quantitative precision medicine literature, the idea of personalizing treatments to individual patients is often operationalized as a treatment regimen [10-12]. Treatment regimen (TR) is a decision rule that takes available patient information as inputs to recommend some treatment. Constructing evidence-based (ie, data-driven) TR is typically a 2-step process consisting of hypothesis-generating data analysis and conducting a confirmatory trial [13]. An optimal TR estimated from existing data can be used to generate hypotheses on how an individual’s case history should guide treatment selection. These hypotheses can then be tested against a suitable control in a randomized controlled trial. Estimated optimal TR from Project Quit data analysis suggests that tailored interventions are most beneficial for smokers with low education and potentially detrimental to those with high education. Project Quit data analysis also suggests that tailored interventions do not have any impact on smokers with very high level of baseline addiction (those smoking >20 cigarettes/day).

Point prevalence is often a popular choice in assessing smoking cessation. In fact, Project Quit study was designed with a 7-day point prevalence as the primary outcome [8]. However, this outcome is based on subjects’ smoking status in a very limited time window (last 7 days) rather than the entire study period. An alternative outcome that better reflects the quitting process is the number of quit attempts over the entire study period [14-18]. It reflects participants’ involvement, or lack thereof, in the smoking cessation program. Although Project Quit study has collected data on number of quit attempts as a secondary outcome, this information has not yet been analyzed. Thus, we are focusing on this outcome in this study.

This study aims to identify a subgroup of smokers who are most likely to benefit from Web-based tailored behavioral interventions for smoking cessation. We will identify this subgroup based on their willingness and involvement in the quitting process, measured by the number of quit attempts during the study period. Such an approach will potentially allow health care researchers to use the limited public health resources more efficiently in shaping the health care policy.

Methods

Project Quit Trial

Project Quit was a Web-based smoking cessation program developed and conducted by the Center for Health Communications Research at the University of Michigan, Ann Arbor, and was funded by the National Cancer Institute (NCI), USA. The study protocol was reviewed and approved by the Institutional Review Board of each collaborating institution and of the University of Michigan in January 2004. The primary aim of the study was to identify and test the effects of 5 psychosocial and communication intervention components influencing smoking cessation [8]. The content of the Web-based intervention was based on cognitive-behavioral methods of smoking cessation, including an appeal to motives for quitting, stimulus control, self-efficacy enhancement, and suggestion for coping with tempting situations and emotions. Hypothetical success stories were employed within this overall paradigm.

Five intervention components (outcome expectations, efficacy expectations, success stories, message source, and message exposure) were studied in Project Quit. To screen multiple components, the study employed a multiphase optimization strategy [19] framework, implemented using a 16-cell (2^5) fractional factorial design [20,21] in which each of the 5 intervention components were varied at 2 levels, high vs low. However, only 2 components, namely, success stories (hereafter referred to as story) and message source (hereafter referred to as source), were found to have significant effects on smoking cessation in previous analysis [8]. These 2 components were a priori hypothesized to have the strongest effect on smoking cessation. On the basis of these findings, we considered these 2 intervention components in our analysis. The intervention component story refers to success story received by study subjects from a hypothetical character who succeeded in quitting smoking. The story was varied at 2 levels—high vs low tailoring depth (ie, the degree to which the character in the story was tailored to subject’s baseline characteristics). Similarly, the component source refers to the source of Web-based behavioral counseling message received by subjects and was varied at 2 levels—high versus low level—of personalization. High-personalized source included photograph and supportive text from the health maintenance organization’s (HMO) smoking cessation team. It was written in a friendly language and included a signature from the team. In contrast, the low-personalized version included a photograph of a building, representing the HMO, and was impersonally written without a closing signature. Strecher et al [8] provided detailed description of these components, including examples of actual Web-based messages.

Adult participants were recruited from 2 HMOs—Group Health Cooperative (GHC), Seattle; and Henry Ford Health System (HFHS), Detroit; both these HMOs were affiliated with the NCI’s cancer research network. The study participants had a broad representation of ethnicity, gender, age, health status, and geography. Participants’ eligibility criteria included those who (1) had smoked at least 100 cigarettes in his or her lifetime, currently smoked at least 10 cigarettes per day, and had smoked...
in the past 7 days; (2) were seriously considering quitting in the next 30 days; (3) were 21 to 70 years; (4) were members of either GHC or HFHS; (5) had home or work internet access and an email account that they used at least twice weekly; (6) were not currently enrolled in other smoking cessation program(s) and not currently using pharmacotherapy for smoking cessation; and (7) had no medical contraindications for nicotine replacement therapy. A total of 1866 subjects participated in Project Quit. All subjects received free Web-based experimental smoking cessation program. Participants were randomized to receive either high or low personalized intervention, as described above. To pharmacologically assist them with smoking cessation, all participants, irrespective of their intervention group, also received a free 10-week supply of nicotine replacement therapy patches. Thus, this study allowed participants to focus on the cognitive-behavioral aspects of smoking cessation through combination of various intervention components.

The primary outcome of the study was the binary 7-day-point prevalence in smoking cessation at 6 months following baseline assessment. During the 6-month evaluation survey, each subject was asked if she or he had smoked any cigarettes, even a puff, in the last 7 days. Subject who answered “yes” was marked as smoker and nonsmoker otherwise. In addition, data on the number of quit attempts in the past 6 months were collected as a secondary outcome, which is the focus of this study.

In addition to baseline covariates (age, gender, and race), Project Quit also collected variables deemed relevant for smoking cessation. These included (1) number of cigarettes smoked per day as a measure of baseline addiction; (2) the participant’s level of motivation to quit smoking as a predictor of smoking cessation [8]; (3) the participant’s level of education, which was hypothesized to interact with the intervention component story [8]; and (4) participant’s self-efficacy, a consistent predictor of subsequent health-related behavior change based on the social cognitive theory [22].

Data Analysis

Of the 1866 subjects who enrolled in the Project Quit study, 1192 subjects responded to the question on the number of quit attempts. Of these responders, 792 subjects followed the study protocol by not using other smoking cessation aids or programs during the study. As the primary examination in Project Quit [8] utilized per-protocol analysis that only included subjects who did not violate study protocol, we used the same strategy to analyze the number of quit attempts in the 792 subjects.

To assess the potential presence of differential missingness across the intervention arms, we conducted chi-square test with 2 categorical variables—intervention arm (4 levels resulting from 2 intervention components, each varied at 2 levels) and nonresponse (2 levels, yes or no).

Baseline covariates considered in this analysis were age (continuous), gender (binary), race (3 levels, but handled by 2 dummy variables—race white and race black), cigarettes smoked per day (continuous), motivation (binary, high vs low, coded 1 or 0), self-efficacy (binary, high vs low, coded 1 or 0), and education (binary, <high school vs >high school, coded 0 or 1).

The source and story levels were coded as 1 (high) and 0 (low), respectively.

We used the Poisson regression model to analyze the number of quit attempts. The Poisson regression model can be applied to settings where the outcome is a count-type variable with its expectation (mean) varying as a log-linear function of the covariates and intervention components. The model used in this analysis can be specified as log(E(Y|X1, X2, ..., X8, A1, A2)) = β0 + β1 X1 + β2 X2 + ... + β8 X8 + (δ1 + δ2 X7) A1 + (η0 + η1 X8) A2, where Y denotes the number of quit attempts during the 6-month study period; X7 = 1, 2, ..., 8, denote the baseline characteristics, viz, age, gender, race white, race black, cigarettes smoked per day, motivation, education, and self-efficacy, respectively; and A1 and A2 denote the intervention components story and source, respectively. The notation E(Y|X1, X2, ..., X8, A1, A2) denotes the conditional expectation (conditional mean) of Y, given all the baseline covariates and intervention components. The unknown parameters (β1, i=0, 1, ..., 8; δ1, δ2, η0, η1) in Poisson regression are estimated by the maximum likelihood method. We used open-source software R, version 3.2.3 [23] for the analysis.

Regression coefficients β8, i=1, ..., 8, denote the main effects of the covariates X8, i=1, 2, ..., 8; β8 denotes the model intercept; δ1 and η0 denote the main effects of intervention components A1 and A2, respectively; and finally, δ2 and η1 denote the preconceived interaction effect between X7 and A1 and that between X8 and A2, respectively. Instead of reporting the estimates of β8, we reported the corresponding adjusted incidence rate ratios, or simply the rate ratios (RRs). These quantities offer a more interpretable way to report results from a Poisson regression model (analogous to reporting odds ratios from a logistic regression model for binary data). Under the above setup, we defined RR for a covariate X8 as the ratio of the expectation of Y given that X8=1 and the expectation of Y given that X8=0 (for binary X8) or as the ratio of the expectation of Y given that X8=x+1 and the expectation of Y given that X8=x for some arbitrary value x (for continuous X8), given that other variables in the model (both covariates and interventions) are fixed. This RR can then be computed as the exponential transform of the regression coefficient (exp(β8)). RR measures change in the expected outcome when X8 increases by 1 unit (for continuous X8), or when X8 moves from 1 category to the other (for categorical X8) on a multiplicative scale.

Re-expression of intervention effects may further facilitate interpretation. The effect of a particular intervention component, say A1 (story), can be expressed as E(Y|X1, X2, ..., X8, A1=1, A2) – E(Y|X1, X2, ..., X8, A1=0, A2) = (exp(δ1 + δ2 X7) – 1)E(Y|X1, X2, ..., X8, A1=0, A2), which in turn can be interpreted as—given all other covariates are fixed, a highly tailored story (A1=1) increases the expected number of quit attempts by (exp(δ1 + δ2 X7) – 1)100% compared with the low-tailored story (A1=0). Similarly, for A2 (source), it can be interpreted that a highly personalized source increases the expected number of quit attempts by (exp(η0 + η1 X8) – 1)100%, compared with the
low-personalized source. Furthermore, for any of the baseline covariates, the effect of the \(i\)-th covariate can be expressed as \((\exp(\beta_i) - 1)\times 100\%\), \(i=1, \ldots, 8\).

We used the standard 5% alpha level to assess statistical significance in our analyses. Whenever appropriate, we also reported the 95% CIs of various effects. On the basis of the Poisson regression results, we then derived the corresponding TRs for recommending personalized smoking cessation interventions and drew decision trees to visually represent TRs.

We expected smokers’ baseline level of addiction, as measured by the number of cigarettes smoked per day (and found in our analysis results presented below), to influence the number of quit attempts. Therefore, once the Poisson regression analysis on the full data was completed, we divided the participants into 2 subgroups: (1) those who used to smoke less than or equal to the observed median of the number of cigarettes smoked per day and (2) those who used to smoke more than the observed median of the number of cigarettes smoked per day. We then repeated the Poisson regression analysis for each of the subgroups.

### Results

Before the primary data analyses, we examined potential differential missingness across the intervention arms and found no significant difference \((P=.64)\).

#### Descriptive Data Summary

The per-protocol participants’ baseline characteristics \((n=792)\) are summarized in Table 1. These subjects had a mean age of 46.32 (SD 10.64) years. Of these, 60.6% (480/792) were female, 77.7% (615/792) were white, 12.3% (97/792) were African Americans, 63.4% (502/792) were highly educated, 53.2% (421/792) had high self-efficacy, and 45.7% (362/792) were highly motivated. On average, the participants used to smoke 21.51 (SD 8.94) cigarettes per day at baseline. With respect to randomized interventions, 51.4% (407/792) subjects received a highly tailored story, and 49.9% (395/792) subjects received a highly personalized source. During the 6-month study period, 93.3% (739/792) participants attempted to quit at least once. The number of quit attempts varied from 0 to 10, and the mean quit attempt was 2.74 (SD 2.50) times.

**Table 1.** Participant characteristics. Descriptive summary refers to mean (SD) for continuous characteristics and frequency (percentage) for categorical variables.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Descriptive summary (n=792)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>46.32 (10.64)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>480 (60.6)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>97 (12.3)</td>
</tr>
<tr>
<td>White</td>
<td>615 (77.7)</td>
</tr>
<tr>
<td>Other</td>
<td>80 (10.1)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>&gt;High school</td>
<td>502 (63.4)</td>
</tr>
<tr>
<td>≤High school</td>
<td>290 (36.6)</td>
</tr>
<tr>
<td>Number of cigarettes smoked per day, mean (SD)</td>
<td>21.51 (8.94)</td>
</tr>
<tr>
<td>Motivation, n (%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>362 (45.7)</td>
</tr>
<tr>
<td>Low</td>
<td>430 (54.3)</td>
</tr>
<tr>
<td>Self-efficacy, n (%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>421 (53.2)</td>
</tr>
<tr>
<td>Low</td>
<td>371 (46.8)</td>
</tr>
<tr>
<td>Story, n (%)</td>
<td></td>
</tr>
<tr>
<td>Deeply tailored</td>
<td>407 (51.4)</td>
</tr>
<tr>
<td>Low-tailored</td>
<td>385 (48.6)</td>
</tr>
<tr>
<td>Source, n (%)</td>
<td></td>
</tr>
<tr>
<td>Highly personalized</td>
<td>395 (49.9)</td>
</tr>
<tr>
<td>Low-personalized</td>
<td>397 (50.1)</td>
</tr>
</tbody>
</table>
Poisson Regression Results

The estimated Poisson regression coefficients, z-scores, RR values along with their 95% CIs, and corresponding P values are reported in Table 2. After adjusting for relevant covariates and treatment components, only the number of cigarettes smoked per day at baseline (RR=0.994; 95% CI 0.989-0.999; P=.03), education (RR=1.155; 95% CI 1.018-1.311; P=.03), and education-by-story interaction (RR=0.825; 95% CI 0.692-0.985; P=.03) were significant. This means that when all other covariates are fixed in the model, for every extra cigarette smoked per day at baseline, the expected number of quit attempts in the 6-month study period changes by a multiplicative factor of 0.994. In other words, for every 10 extra cigarettes smoked per day at baseline, there is a 5.84% decrease in the expected number of quit attempts over 6 months. On the other hand, there is a 15.49% increment in the expected number of quit attempts for highly educated participants (P=.03), as compared with those with low education.

Interaction between education and story is interpreted differently from the main effects of individual covariates. For this scenario, the main effect and interaction effect should be interpreted jointly. Table 3 shows the effects of both high- and low-tailored stories on the 2 levels of education. Giving a high-tailored story to a highly educated smoker results in a 13.5% decrease in the number of quit attempts compared with a low-tailed story (P=.03). However, the result is completely reverse for the low-educated group, where a high-tailed story given to a low-educated person increases the expected number of quit attempts by 4.8% compared with a low-tailed story. On the basis of this result, we derived a TR that recommends personalized smoking cessation interventions (high-tailed story for low-educated subjects and low-tailed story for those who are highly educated). A decision tree to visualize this TR is shown in Figure 1.

We have shown that smokers’ baseline level of addiction, as measured by the number of cigarettes smoked per day, has a negative impact on the number of quit attempts. Using the observed median of 20 cigarettes smoked/day as a threshold, we further divided the participants into 2 subgroups: (1) those who used to smoke ≤20 cigarettes/day and (2) those who used to smoke >20 cigarettes/day. We found that severe smokers (>20 cigarettes/day at baseline) were not influenced by any intervention components. However, less severe smokers with lower education were more influenced by the highly tailored story, which is similar to the whole group of smokers in the study. Results from the Poisson regression analyses for the less severe subgroup of smokers (≤20 cigarettes/day at baseline) are shown in Tables 4 and 5, and can be interpreted in a similar fashion as above.

In addition to the effects that were significant in the full dataset, the main effects of self-efficacy and the intervention component story also came out significant in this subgroup analysis. Figure 2 shows the decision tree for the associated TR.

Table 2. Summary results of the Poisson regression model for the number of quit attempts outcome (n=792).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Regression parameter estimate</th>
<th>Z-score</th>
<th>Adjusted rate ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.001</td>
<td>0.662</td>
<td>1.001 (0.997-1.005)</td>
<td>.51</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>0.070</td>
<td>1.572</td>
<td>1.073 (0.983-1.171)</td>
<td>.12</td>
</tr>
<tr>
<td>Race (dummy for white)</td>
<td>−0.041</td>
<td>−0.577</td>
<td>0.959 (0.833-1.105)</td>
<td>.56</td>
</tr>
<tr>
<td>Race (dummy for Black)</td>
<td>0.134</td>
<td>1.504</td>
<td>1.143 (0.960-1.361)</td>
<td>.13</td>
</tr>
<tr>
<td>Number of cigarettes smoked per day (NCigs per day)</td>
<td>−0.006</td>
<td>−2.185</td>
<td>0.994 (0.989-0.999)</td>
<td>.03</td>
</tr>
<tr>
<td>Motivation</td>
<td>0.055</td>
<td>1.148</td>
<td>1.056 (0.962-1.160)</td>
<td>.25</td>
</tr>
<tr>
<td>Education</td>
<td>0.144</td>
<td>2.230</td>
<td>1.155 (1.018-1.311)</td>
<td>.03</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>−0.054</td>
<td>−0.840</td>
<td>0.948 (0.836-1.074)</td>
<td>.40</td>
</tr>
<tr>
<td>Story</td>
<td>0.047</td>
<td>0.643</td>
<td>1.048 (0.908-1.209)</td>
<td>.52</td>
</tr>
<tr>
<td>Source</td>
<td>−0.082</td>
<td>−1.285</td>
<td>0.921 (0.813-1.044)</td>
<td>.20</td>
</tr>
<tr>
<td>Story × education</td>
<td>−0.192</td>
<td>−2.125</td>
<td>0.825 (0.692-0.985)</td>
<td>.03</td>
</tr>
<tr>
<td>Source × self-efficacy</td>
<td>0.080</td>
<td>0.926</td>
<td>1.084 (0.914-1.284)</td>
<td>.36</td>
</tr>
</tbody>
</table>

*aDenotes P<.05.

Table 3. Estimated intervention effect of story, expressed as a percentage change in the expected number of quit attempts, stratified by education level, mathematically expressed as (exp(δ0 + δ1 Edu) – 1)100% (n=792).

<table>
<thead>
<tr>
<th>Education</th>
<th>Estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;High school (Edu=1)</td>
<td>−13.50 (−22.58 to −4.42)</td>
</tr>
<tr>
<td>≤High school (Edu=0)</td>
<td>4.798 (−10.17 to 19.76)</td>
</tr>
</tbody>
</table>
Figure 1. An estimated treatment regimen to recommend personalized smoking cessation intervention for the whole population. Edu: education; HS: high school.

Table 4. Summary results of the Poisson regression model for participants who smoked less than or equal to 20 cigarettes per day (n=546).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>Z value</th>
<th>Adjusted rate ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.002</td>
<td>0.676</td>
<td>1.002 (0.997-1.006)</td>
<td>.50</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>0.083</td>
<td>1.539</td>
<td>1.087 (0.972-1.202)</td>
<td>.12</td>
</tr>
<tr>
<td>Race white</td>
<td>-0.148</td>
<td>-1.813</td>
<td>0.862 (0.724-1)</td>
<td>.07</td>
</tr>
<tr>
<td>Race black</td>
<td>-0.051</td>
<td>-0.504</td>
<td>0.950 (0.762-1.139)</td>
<td>.61</td>
</tr>
<tr>
<td>Number of cigarettes smoked per day (NCigs per day)</td>
<td>-0.014</td>
<td>-2.108</td>
<td>0.986 (0.973-0.999)</td>
<td>.03</td>
</tr>
<tr>
<td>Motivation</td>
<td>0.095</td>
<td>1.687</td>
<td>1.099 (0.978-1.221)</td>
<td>.09</td>
</tr>
<tr>
<td>Education</td>
<td>0.256</td>
<td>3.142</td>
<td>1.291 (1.085-1.497)</td>
<td>.002</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>-0.159</td>
<td>-2.131</td>
<td>0.853 (0.729-0.978)</td>
<td>.03</td>
</tr>
<tr>
<td>Story</td>
<td>0.189</td>
<td>2.022</td>
<td>1.208 (0.987-1.428)</td>
<td>.04</td>
</tr>
<tr>
<td>Source</td>
<td>-0.077</td>
<td>-1.028</td>
<td>0.926 (0.790-1.062)</td>
<td>.30</td>
</tr>
<tr>
<td>Story x education</td>
<td>-0.414</td>
<td>-3.700</td>
<td>0.661 (0.516-0.806)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Source x self-efficacy</td>
<td>0.052</td>
<td>0.499</td>
<td>1.053 (0.839-1.267)</td>
<td>.62</td>
</tr>
</tbody>
</table>

*aDenotes P<.05.

Table 5. Estimated intervention effect of story, expressed as a percentage change in the expected number of quit attempts, stratified by the education level for the persons who smoked less than or equal to 20 cigarettes per day (n=546).

<table>
<thead>
<tr>
<th>Education</th>
<th>Estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;High school (Edu=1)</td>
<td>-20.20 (-29.93 to -10.47)</td>
</tr>
<tr>
<td>≤High school (Edu=0)</td>
<td>20.76 (-1.32 to 42.83)</td>
</tr>
</tbody>
</table>
**Figure 2.** An estimated treatment regimen to recommend personalized smoking cessation intervention for smokers who smoked less than or equal to 20 cigarettes per day at baseline. Edu: education; HS: high school; NCigs: number of cigarettes smoked.

**Discussion**

**Principal Findings**

This study aimed to stratify smokers who are likely to benefit from tailored smoking cessation intervention programs and those who are not. This will allow us to develop personalized smoking cessation interventions. Outcomes of this study can potentially help policy makers to allocate limited public health resources to target subgroups of smokers who are more likely to be successful from tailored smoking cessation interventions. This study analyzed existing data from a large randomized, Web-based smoking cessation trial (Project Quit) to answer the above research question.

In Project Quit, Strecher et al [8] previously studied the impact of 5 Web-based intervention components on the 7-day point prevalence. Using a multivariable logistic regression model, they found that 2 intervention components, namely, story and source, have significant effect on smoking cessation at 6 months. Furthermore, they showed that participants with lower education were more influenced by highly tailored stories, and a highly personalized source had marginally greater impact on smoking cessation in participants with higher self-efficacy. However, 1 drawback with the 7-day point prevalence is that it does not take into account the quitting process over the entire study period. Instead, it only focuses on smoking behavior in a limited time window at the end of the 6-month follow up. Our investigation was designed to specifically overcome this limitation by considering the number of quit attempts during the whole study period as the outcome of interest and examine whether similar effects still hold. The number of quit attempts quantified participants’ willingness and involvement in the smoking cessation process throughout the study period. Our study incorporated 2 findings from prior analysis of Project Quit [8] into this analysis. First, of the 5 intervention components from the original trial, we considered only 2 (story and source) into our model because of their significant effects (remaining components were insignificant). Second, based on the a priori hypothesis and data analysis from Strecher et al [8], we only included 2 interaction effects—one between story and education, and another between source and self-efficacy.

We found that participants with lower education (high school graduates or less) were positively influenced by a high-tailored story to quit smoking, whereas those with higher education were better off with a low-tailored story. Our findings are consistent with those from Strecher et al [8], who found similar effect modification, albeit in the context of the 7-day point prevalence. Findings on the low education group are not surprising as participants in this category can easily associate themselves with fictitious characters in the story that are tailored to them (socioeconomically or otherwise), as opposed to untailored characters. Such association allows the low-educated subjects to “transport” themselves into the story, thus resulting in successful smoking cessation. Strecher et al [8] suggested that the extent of being “transported” has a strong influence on persuasion, which in particular applies to smokers’ attempt and behavior to quit [24,25]. In contrast to Strecher et al [8], we did not find any significant interaction between source and...
self-efficacy in influencing the number of quit attempts. We speculate that such discrepancy may be due to different outcome under consideration or the smaller sample size in this investigation.

Here, we summarize the strengths of this study that was designed to address gaps in the extant literature on smoking cessation. First, ours is the first analysis of quit attempts data from Project Quit. This will potentially shed new light on smokers’ quitting process experience while participating in a Web-based smoking cessation program. Second, although analysis of quit attempts data are available in the literature [14-18], they are based on observational cohort studies. Our study is the first to analyze quit attempts data from a randomized trial. Third, we utilize TR as a perspective from the precision medicine literature to help better understand the type of smokers who will benefit from tailored intervention in optimizing their quitting effort. The results suggest that smokers with low education are more likely to benefit from tailored interventions. This is consistent with prior findings based on the 7-day point prevalence data [8,20,26]. Thus, this analysis validates the significance of number of quit attempts as an alternative to the commonly used point prevalence outcome. Finally, from a methodological perspective, number of quit attempts is a count-type variable rather than a continuous measurement or binary indicator. Hence, we employed Poisson regression to analyze the dataset.

There are a few limitations in our study. First, because the number of quit attempts was a secondary outcome in Project Quit, this variable had higher rate of missingness compared with the primary outcome of the 7-day point prevalence. For simplicity and easy interpretation, we only conducted a complete-case analysis. One could potentially employ missing data analysis techniques (eg, multiple imputation) to impute the missing values before conducting the analysis. However, as we did not find any evidence of differential missingness across the intervention arms, we argue that the missingness in the current data is mostly noninformative. Thus, data imputation techniques would not offer much benefit over a complete-case analysis. Second, the intervention components in the original study were designed to influence the 7-day point prevalence. One could conceive other potential intervention components not studied in Project Quit, which may potentially better influence smokers’ involvement in their difficult journey toward quitting and their number of quit attempts in particular. We believe that new studies specifically designed to understand the impact of tailored interventions on quit attempts are necessary to answer such questions. Third, the number of quit attempts is a self-reported outcome over a reasonably long period. As it is unrealistic for the participants to remember their exact number of quit attempts in the past 6 months, this variable may have recall bias. However, this concern can be addressed in the current era of mobile health and sensor technologies. New-generation studies should employ mobile apps and wearable devices to capture quit attempts data more accurately and thus minimize measurement errors.

Conclusions
In this study, we aimed to shed new lights on the impacts of Web-based tailored psychosocial and communication intervention components on smoking cessation. Using data from a randomized Web-based trial, we examined the number of quit attempts during a 6-month study period. We also investigated how these impacts are modified by individual characteristics. Collectively, we aimed to identify subgroups of smokers who would successfully benefit from Web-based tailored interventions. We found that highly individually tailored story is significantly more effective for smokers with low education (high school graduate or less) compared with those with higher education (at least some college exposure). Our findings can provide evidence and potentially help policy makers to utilize limited public health resources to cease smoking in low-educated smokers. Nevertheless, we must cautiously note that the number of quit attempts in this study is self-reported, and thus subjected to recall bias. Future studies that incorporate sensor and/or mobile technologies to collect precise data on quit attempts are clearly warranted.
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An Online Hand Exercise Intervention for Adults With Rheumatoid Arthritis (mySARAH): Design, Development, and Usability Testing

Abstract

**Background:** The Strengthening and Stretching for Rheumatoid Arthritis of the Hand (SARAH) program is a tailored, progressive 12-week exercise program for people with hand problems due to rheumatoid arthritis. The program was shown to be clinically and cost-effective in a large clinical trial and is recommended by the UK National Institute for Health and Care Excellence (NICE) guidelines for rheumatoid arthritis in adults.

**Objective:** We have developed an online version of the SARAH program (mySARAH) to make the SARAH program widely accessible to people with rheumatoid arthritis. The purposes of this study were to develop mySARAH and to evaluate and address its usability issues.

**Methods:** We developed mySARAH using a three-step process and gaining feedback from patient contributors. After initial development, mySARAH was tested in two iterative usability cycles in nine participants using a simplified think-aloud protocol and self-reported questionnaires. We also evaluated if participants executed the SARAH exercises correctly after watching the exercise videos included on the website.

**Results:** A preliminary version of mySARAH consisting of six sessions over a 12-week period and delivered via text, exercise videos, images, exercise plan form, exercise calendar, and links to additional information on rheumatoid arthritis was developed. Five participants (1 male; 4 females; median age 64 years) and four participants (four females; median age 64.5 years) took part in the first and second usability testing cycles respectively. Usability issues identified from Cycle 1 such as having a navigation tutorial video and individualised feedback on pain levels were addressed prior to Cycle 2. The need for more instructions to complete the mySARAH patient forms was identified in Cycle 2 and was rectified. Self-reports from both cycles indicated that participants found the program useful and easy to use and were confident in performing the SARAH exercises themselves. Eight of the nine participants correctly demonstrated all the exercises.

**Conclusions:** mySARAH is the first online hand exercise intervention for people with rheumatoid arthritis. We actively involved target users in the development and usability evaluation and ensured mySARAH met their needs and preferences.

*(J Med Internet Res 2018;20(6):e10457) doi:10.2196/10457*
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Introduction

Background
The Strengthening And stretching for Rheumatoid Arthritis of the Hand (SARAH) program is a tailored, progressive, 12-week exercise program for people with hand problems due to Rheumatoid Arthritis (RA) [1]. The SARAH program was designed as an addition to best practice usual care (joint protection education and functional splinting and assistive devices) for adults with RA who had pain and hand function problems and had been on a stable drug regimen for at least 3 months. A pragmatic clinical trial [2,3] was conducted at 17 National Health Service (NHS) sites across the United Kingdom in 490 people who were randomized to receive best practice usual care or best practice usual care plus the SARAH program [3].

Patients who received the SARAH program in the trial attended 6 face-to-face appointments with a registered physiotherapist or occupational therapist who was a hand therapist or was experienced in rheumatology. The program included 7 upper limb mobility exercises—metacarpophalangeal flexion, tendon gliding (hook, straight, and full fist), radial walking, finger abduction, wrist circumduction, hand-behind-head, and hand-behind-back and 4 strength exercises for the hand—gross grip, pinch grip, finger adduction, and eccentric wrist extension.

Integral to the SARAH program are behavioral support strategies such as self-monitoring, goal setting, and action planning to improve patients’ self-efficacy, that is, the patients’ confidence to carry out the SARAH exercises independently. At the start of the program, patients were assisted by therapists to complete a personal exercise guide to set functional goals relating to their hand problems in accordance with SMART (Specific, Measurable, Attainable, Relevant, and Timely) principles and to make an exercise plan of “when” and “where” to do the SARAH exercises. Patients were also asked to complete an exercise diary to monitor the completion of the exercises [1-3].

During the subsequent appointments, the therapists and patients jointly reviewed the exercise diary and the personal exercise guide to set new goals and an exercise plan or modify them, if required. If a patient had difficulties adhering to the SARAH program, the patient and the therapist worked together to identify barriers to complete the exercises and to discuss realistic solutions and ways to maximize facilitating factors. A barriers and facilitators form was completed to guide this discussion. Exercises were progressed or regressed using a standardized protocol to ensure that the exercises were tailored to each patient. Patients were provided with a discharge advice sheet, exercise booklet and copies of exercise diary, personal exercise guide, and barriers and facilitators form during their final clinical appointment. They were encouraged to continue the exercises independently at home.

The key findings of the SARAH trial [3] were as follows. At 4 months, the group that received the SARAH program showed improvements in hand function double that of the usual care group (8.7 points improvement in the hand function subscale of the Michigan Hand Outcome Questionnaire (0-100) compared with an improvement of 4 points; mean difference 4.7 points). At 12 months, the group that received the SARAH program had improvements in hand function double that of the usual care group (7.9 points improvement in the hand function subscale of the Michigan Hand Outcome Questionnaire compared with an improvement of 3.6 points; mean difference 4.3 points). The SARAH program did not result in any adverse effects, for example, increased joint pain, stiffness, or “flare-ups.” The SARAH program was also cost-effective.

These findings led to an update of the 2015 NICE guidelines recommending the SARAH program for adults who have hand problems due to RA [4]. Following this, it was important to develop a plan to disseminate the evidence-based SARAH program and ensure uptake by the target users, that is, people with RA and, thereby, facilitate improved patient care.

The overarching purpose of this project was to evaluate the adaptation of the SARAH program, originally designed to be delivered face-to-face by a therapist, to a self-guided online version (mySARAH), in which people with RA undertake the SARAH program without therapist supervision. We propose a knowledge translation initiative of an online version of the SARAH program (mySARAH) to disseminate the SARAH program to the target users by taking advantage of the increasing accessibility and use of the Internet [5-7].

The dissemination of mySARAH is guided by the 5 steps of Analysis, Design, Development, Implementation, and Evaluation (ADDIE) instructional system design model [8,9]. We will report on the first 3 steps of this process in this paper.

Step 1: Analysis
A needs assessment was undertaken to understand what target users required in a knowledge translation tool (mySARAH) to bridge the gap between knowledge (SARAH program) and action (making the SARAH program available in an easily accessible format for people with RA).

Step 2: Design
The online prototype of mySARAH was designed and users provided feedback.

Step 3: Development
The preliminary version of mySARAH was developed and usability issues were evaluated for a final version. Future work will focus on the final 2 steps.

Step 4: Implementation
mySARAH will be launched, first with a small group of target users and then into the public domain.

Step 5: Evaluation
Reach, Effectiveness, Adoption, Implementation, and Maintenance of mySARAH will be measured in a small group of target users and then a large target population.

Objectives
Step 1 consists of the needs assessment. Here our objectives were to collect users’ opinions and preferences for mySARAH and adapt the SARAH program to fit mySARAH. Step 2.....
involves the design of mySARAH. Here we designed the online prototype of mySARAH and collected user feedback on the prototype. Step 3 involves the development of mySARAH. Our objectives at this stage were to revise the mySARAH prototype toward the preliminary version, evaluate and address usability issues, evaluate if participants could replicate the SARAH exercises correctly, and produce the final version of mySARAH.

Methods

A flow diagram of the study is presented in Figure 1.

Step 1: Needs Assessment of mySARAH

We invited patient contributors from the public and the local branch of the National Rheumatoid Arthritis Society (patient support group) to assist with the development of mySARAH. We conducted face-to-face or phone meetings with 5 patient contributors (age range 50 to 66 years, duration range since RA diagnosis 1-12 years). We explained the components, including patient advice, the type of exercises, the number of exercise sessions, and the use of exercise diaries, goal setting and exercise planning, and how these components might be transferred to mySARAH, of the SARAH program delivered in the SARAH clinical trial. We explored their needs, preferences, and expectations for an online hand exercise program. We then collectively summarized their input. In response to this, the research team adapted the SARAH program for the mySARAH online prototype. The user feedback and SARAH program adaptations agreed upon by the team are presented in the Results section.

Step 2: Designing mySARAH

We incorporated the common heuristic principles recommended by Baumel and Muench [10] into the mySARAH prototype. For example, simple functionality and navigation features, a tunneled approach to every exercise, and review session to respond to users’ needs with respect to the standard hand clinical appointments, “In-house” tools such as a “Contact us” button to facilitate user engagement, automatic email reminders to remind users about sessions that were missed or incomplete, and an exercise checklist and exercise calendar features for self-monitoring.

We also reviewed the published literature [11] to identify the types of features of successful internet-delivered self-guided health interventions and included them in mySARAH, for example, 1) having progressive modules over weeks or months requiring active user engagement, 2) having external links for additional health information, 3) having cognitive behavioral strategies, 4) having self-monitoring tools, and 5) providing patient education.

We further used the Behavioral Intervention Technology model [12,13] to schematically map the components of mySARAH (Table 1). The Behavioural Intervention Technology (BIT) Model summarizes the following 5 components to describe an eHealth intervention: aims, behavior change strategies, elements, characteristics, and workflow. The aims and behavior change strategies cover the conceptual aspects of “Why” and “How” and the other 3 components cover the technical aspects of “What,” “How,” and “When” of an eHealth intervention.

Figure 1. Study flow diagram.
Table 1. The Behavioural Intervention Technology (BIT) Model mapped to the online version of the Strengthening And stretching for Rheumatoid Arthritis of the Hand (mySARAH) exercise intervention.

<table>
<thead>
<tr>
<th>Conceptual and technical components</th>
<th>BIT Model components</th>
<th>mySARAH Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Why (Conceptual)</td>
<td>Aims</td>
<td>• To provide adults with RA(^a) access to the SARAH(^b) program as part of a strategy for self-management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• To teach them to carry out the SARAH exercises correctly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• To promote long-term adherence to the SARAH exercises</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• To improve and maintain hand function</td>
</tr>
<tr>
<td>How (Conceptual)</td>
<td>Behavioral change strategies</td>
<td>• Knowledge: Information about RA, why hand exercises are important</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Goal setting: Set SMART(^c) goals related to hand function</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Action planning: Plan “When” and “Where” to do the SARAH exercises</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Problem solving: Identify and overcome barriers to exercise adherence or to maximize the use of facilitators</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Self-monitoring: Monitor one’s own exercise adherence behavior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Review goals: Modify or set new SMART goals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Instruction and Demonstration: Advice on joint protection and demonstration of SARAH exercises</td>
</tr>
<tr>
<td>What (Technical)</td>
<td>Elements</td>
<td>• Reminder emails, exercise calendars, messaging, session notes, summary reports, and user fillable forms</td>
</tr>
<tr>
<td>How (Technical)</td>
<td>Characteristics</td>
<td>• Medium: Text, images and videos</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Complexity: Easy to complete tasks, forms, and exercise calendars</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Aesthetics: Simple and less distractive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Personalization features: None</td>
</tr>
<tr>
<td>When (Technical)</td>
<td>Workflow</td>
<td>• Tunneled, Task-Based (example: user must complete mySARAH Session 1 to access Session 2), and time-based delivery (example: Successive mySARAH Sessions scheduled based on previous session completion date)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Continued user access to mySARAH elements after 12 weeks</td>
</tr>
</tbody>
</table>

\(^{a}\)RA: rheumatoid arthritis.  
\(^{b}\)SARAH: Strengthening And stretching for Rheumatoid Arthritis of the Hand.  
\(^{c}\)SMART: Specific, Measurable, Attainable, Relevant, and Timely.

The conceptual “Why” defines the clinical aims of the intervention and “How” defines the behavioral strategies used to achieve the aims. The technical “What” defines the components of the intervention, “How” describes the characteristics (the medium used, the complexity of the content, aesthetics, and personalization features) of the components, and “When” defines the workflow of the intervention delivery.

We designed the prototype on Drupal (Version 7.0), a widely used open source content management system [14]. A simple layout and a relatively plain background were used in mySARAH. A total of 6 SARAH exercise and review sessions were designed over a 12-week period where users learned to perform SARAH exercises, set their own SMART goals, and planned their exercise schedule. mySARAH included exercise calendars, a pain scale, summary reports of patient completed goals and exercise plan form, a frequently asked questions section, exercise illustrations, exercise and instructional videos, and a facility to download and save a digital copy of the content of each completed session. It also had additional patient information on RA and links to online suppliers to purchase the SARAH exercise equipment, such as gel balls, theraphy putty, and resistance bands. A multimedia approach with a combination of text, videos, and images was utilized for intervention delivery.

All sessions were tunnel-based, that is, users must complete a session before advancing to the next one. The consecutive session was automatically scheduled on the user’s calendar based on the completion date of the previous session. For example, upon completing session one, the second session would be released to the user after a weeks’ time.

We used the professionally produced videos on joint protection advice and SARAH exercises that were produced to train hand therapists to deliver the SARAH program using an online training program [15]. We also produced preliminary videos with a member of the team on goal setting, action planning, and simple ways to adhere to SARAH exercises.

We aimed to write the mySARAH content in plain English language without any technical or medical jargon. We checked this using the Gunning Fog index [16], a formula which estimates the readability of a piece of text by considering the number of words per sentence and the proportion of words which contain 3 or more syllables. The Fog readability index indicates the number of years of formal education required for a reader to understand the text. We used an online tool [16] to check the readability of mySARAH. In order to be readable and comprehensible to patients from a broad range of educational
backgrounds, we aimed for school grades between 5 and 9 that correspond to 10 and 14 years of reading age [17].

The prototype and mySARAH logo were reviewed by another group of 6 patient contributors (age range 59-75 years, duration since RA diagnosis 1-5 years) in a half-day meeting. Following this meeting, we produced additional preliminary videos to describe patients’ experiences on how RA affected their hand function and why exercising the hands was important. The modifications made in the mySARAH prototype are presented in the Results section.

**Step 3: Developing mySARAH**

Guided by Step 2, we modified the prototype and developed the preliminary version of mySARAH. We then tested mySARAH to identify and resolve usability issues for producing the final version. The usability testing protocol was reviewed and approved by the Medical Sciences Inter-Divisional Research Ethics Committee, University of Oxford (R52172/RE001).

Based on the existing evidence that over 80% of usability issues can be identified with 5-9 participants and 95% with 9 participants [18,19], we proposed a convenience sample of 10 participants for usability testing. Adults having problems with hand function due to RA and living within 2 hours of travel to the study site were considered eligible to participate in the usability testing. Participants were invited via online advertisements, e-newsletters, local patient groups, and social media of Arthritis Research UK, National Rheumatoid Arthritis Society and Patients Active in Research organizations, and by word of mouth. We asked interested volunteers to contact the SARAH implementation team directly by email or phone. Appointments were arranged for the individual volunteers to attend a one-off 90-minute usability testing session at the study site.

Two researchers from the SARAH implementation team conducted the sessions. One researcher observed and took notes, whereas the other was a session facilitator. The facilitator explained the testing procedures to each participant, emphasizing that it was the evaluation of the website and not the user. Participants were asked to provide information on their age, gender, educational level, employment status, and ethnicity, years since RA diagnosis, and hours spent on internet each day. We conducted two iterative cycles, the first cycle with 5 volunteers and the second with 4 volunteers. We used the following procedures in our usability testing.

**Simplified Concurrent Think-Aloud Protocol**

The facilitator asked participants to navigate through mySARAH, complete assigned tasks [20,21], for example, creating an account, watching videos, and completing a session, and simultaneously talk about what they feel, see, or think while browsing. When participants had difficulties verbalizing, the facilitator encouraged them by a “Keep talking” signboard and assisted with prompts only if required. The think-aloud sessions were audio-recorded.

**Exercise Demonstration**

Next, the facilitator asked participants to watch one SARAH exercise video at a time and repeat the exercise while watching. The video was then closed, and the facilitator asked them to demonstrate 3 repetitions of the exercise they had just watched. The facilitator also monitored participants for pain or discomfort in their fingers and/or wrists while demonstrating the exercises, for example, if they were stretching out a stiff joint. If a participant reported pain beyond slight discomfort, we reduced the number of repetitions from 3 to 1 or discontinued the demonstration session.

The note-taker observed the participants’ ability to correctly demonstrate each exercise, including choosing the right baseline resistance level for strength exercises, and documented any difficulties, doubts, and comments reported. A simple 1-3-point scale (1=correctly demonstrated, 2=assistance required from evaluator or by replaying the video, and 3=difficulty demonstrating the exercise correctly after being assisted), developed by the SARAH implementation team, was used to rate the correct execution of exercises and baseline load setting.

**Subjective Reports**

We used the Computer System Usability Questionnaire [22] to evaluate the user satisfaction, ease of use, information, and interface of online program with a 7-point Likert scale, 1 representing “Strongly disagree” and 7 representing “Strongly agree.” We measured the perceived usefulness with a 1-5 Likert scale that is scored from 1=Not at all useful to 5=Extremely useful; ease of use with a 1-5 Likert scale that is scored from 1=Very difficult to 5=Very easy; and confidence in doing the SARAH exercises with a 1-5 Likert scale that is scored from 1=Not at all confident to 5=Very confident. The findings from this step are presented in the Results section.

**Data Analysis**

We listened to the audio files of the think-aloud sessions along with notes from each session and created a list of key usability issues reported by participants. The demographic characteristics of usability testing participants were summarized, and the questionnaire scores were reported as medians and interquartile ranges.

**Results**

**Step 1: Needs Assessment of mySARAH**

The patient contributors preferred a hand exercise website having (1) a simple layout, (2) short exercise and instructional videos, (3) brief paragraphs with content written in a clear and straightforward language, (4) links to additional information on rheumatoid arthritis, (5) email reminders with option to select the frequency of reminders received, (6) a simple screening process with questions confirming age and RA diagnosis, and (7) a separate section for “Frequently asked questions.”

In addition to the above, the following modifications were made from the SARAH program in the trial for the mySARAH prototype. In the clinical trial, participants attended face-to-face appointments with a hand therapist at weeks 1, 2, 4, 6, 9, and 12. For mySARAH, we made some modifications to the timing of sessions to better fit the online delivery of the program. mySARAH sessions were scheduled to occur at weeks 1, 2, 3, 6, 9, and 12. We used a simple lay term “exercise plan form”
for “personal exercise guide.” We simplified the personal exercise guide by removing the confidence scale asking patients how confident they were to achieve their goals and the exercise contract section between the patient and therapist. Instructional videos provided tips on adhering with the program instead of using the barriers and facilitators form and two mySARAH logos were designed.

Step 2: Designing mySARAH

The analysis of the text (excluding tables, figures, hyperlinks) contained in mySARAH produced a Gunning Fog readability index ranging from approximately 7.9-11 years of education, which corresponds to an approximate reading age of 13-16 years. Some text was higher in the readability levels than ideal, but this was due to the high proportion of polysyllabic words and medical terms (examples: exercise and RA) that could not be modified further. We provided simple explanations of any medical terms.

The approximate session-wise Gunning Fog indexes were as follows: Session 1: 9.6 (reading age 15 years), Session 2: 7.9 (reading age 13 years), Session 3: 10.6 (reading age 16 years), Session 4: 10.8 (reading age 16 years), Session 5: 11 (reading age 16 years), and Session 6: 11 (reading age 16 years).

The patient contributors who participated in the half-day meeting liked the layout and look of the website. They felt that the information and the language were clear and easy to follow. They also liked the features of exercise calendar, email reminders, exercise videos, frequently asked questions section, and facility to have a summary record of their goals and exercise plan. They also agreed on one of the two mySARAH logos produced by the team. Several revisions were suggested, including breaking long paragraphs into shorter paragraphs, using bullet points to break up lengthier sections of text, ensuring the pages were not cluttered, page proofreading, the addition of contact details for exercise equipment suppliers, and additional details, at the end of the program, pertaining to a continued access to mySARAH.

Step 3: Developing mySARAH

The preliminary version of mySARAH was produced and the revisions suggested by users in Step 2 were incorporated. The resultant version still closely resembled the prototype.

We enrolled 10 participants in the usability testing, which took place in two cycles. A total of 9 participants completed the testing and one volunteer withdrew after consenting due to a family member’s sickness.

The demographic characteristics of participants who took part in the usability testing Cycle 1 and Cycle 2 sessions are presented in Table 2. Participants felt that the mySARAH website was self-explanatory, easy to use, and contained all the information needed about SARAH. They reported that the registration process was straightforward, the goal setting and exercise planning form and exercise calendar was helpful, the website content was relevant, the exercise and other videos were helpful and engaging, and the forms were easy to fill out. The main usability issues identified by participants from each cycle and the subsequent revisions are listed in Table 3.

The Computer System Usability Questionnaire and Likert Scale scores from both cycles of usability testing are listed in Table 4. All participants had a good agreement (with scores above 6) on almost all the items of the Computer System Questionnaire, especially in terms of satisfaction, ease of use, and the content. Overall, 3 participants found Item 8 stating “I believe I became productive quickly using this system” irrelevant to the tasks they completed and, therefore, did not score it, and 7 participants felt that Item 9 stating “The system gives error messages that clearly tell me how to fix problems” was not relevant because they did not encounter any issues while filling in the fields in mySARAH forms. Therefore, we have not reported these two items. However, participants raised the concern of being notified to rectify any errors while filling the forms. We duly addressed this usability issue by adding pop-up error notifications in the final version.

The Likert scale scores indicate that all users found the program useful and easy to use and were confident in their ability to do the SARAH exercises themselves.

Overall, majority of the participants (8/9, 89%) correctly demonstrated all 11 SARAH exercises, scoring 1 on the 1-3 exercise demonstration scale. One participant required guidance for the “Spread fingers” and “Hand squeeze” exercises and found holding the resistance band between fingers for the “Wrist backward bends” strength exercise difficult to demonstrate.

After addressing Cycle 2 usability issues, a few additional revisions were made by the research team in the final version of mySARAH. Specifically, a “Go to homepage” tab was created to signpost to respective sessions on logging in. We produced and filmed a professional mySARAH promotional video, a navigation tutorial video, and informational videos on clinical aspects of RA and behavioral strategies for exercise adherence. A patient video demonstrating how to set baseline load for each backward bends exercise was added to the mySARAH. We had the mySARAH pages proofread by a patient volunteer and a member of the research team.

Final version of mySARAH

A brief description of mySARAH (Multimedia Appendix 1) and screenshots of mySARAH (Multimedia Appendix 2) are presented herein. Table 5 provides an overview of the final mySARAH sessions’ content. Sessions were accessed by users on a preset timetable, so they had adequate time to perform the exercises between sessions. Figure 2 shows the navigation pathway of mySARAH.
## Table 2. Characteristics of participants taking part in mySARAH usability Cycles 1 and 2.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cycle 1</th>
<th>Cycle 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants (N=9)</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Age (years), median (IQR(^a))</td>
<td>64 (60-66)</td>
<td>64.5 (55-70.5)</td>
</tr>
<tr>
<td>Male/Female</td>
<td>1/4</td>
<td>0/4</td>
</tr>
<tr>
<td>Educational qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bachelor</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Doctoral</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Certificate course</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British, n (%)</td>
<td>4 (80)</td>
<td>4 (100)</td>
</tr>
<tr>
<td>Indian n (%)</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Employment status n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>3 (60)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Part-time</td>
<td>1 (20)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Full-time</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not working</td>
<td>0 (0)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Duration since diagnosis (years), median (IQR)</td>
<td>17 (12-25)</td>
<td>12 (4-26)</td>
</tr>
<tr>
<td>Internet use/day (hours), median (IQR)</td>
<td>3 (2-6)</td>
<td>1 (1-1.5)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

## Table 3. Main usability issues and rectifications made in the online version of the Strengthening And stretching for Rheumatoid Arthritis of the Hand (mySARAH) exercise intervention.

<table>
<thead>
<tr>
<th>Usability issues</th>
<th>Rectifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cycle 1 (n=5)</strong></td>
<td></td>
</tr>
<tr>
<td>0-10 numerical pain scale was not clear</td>
<td>Verbal descriptors were added to the 0-10 pain scale</td>
</tr>
<tr>
<td>The background color was very plain</td>
<td>A pleasant blue background was added</td>
</tr>
<tr>
<td>A feedback report on the pain levels would be helpful</td>
<td>A graph feature to provide a visual feedback on the pain levels recorded during every session was added</td>
</tr>
<tr>
<td>There was no separate section for email reminders</td>
<td>A separate section with an option for selecting the frequency of reminders was added</td>
</tr>
<tr>
<td>A separate patient video demonstrating wrist backward bends exercise would be helpful</td>
<td>An additional patient video was added</td>
</tr>
<tr>
<td>The size of some images was too small</td>
<td>Small images were increased in size</td>
</tr>
<tr>
<td>The progression bar across sessions was not noticeable</td>
<td>Progression bar was increased in width</td>
</tr>
<tr>
<td>Some pages were too wordy</td>
<td>Bullet points were used</td>
</tr>
<tr>
<td>A navigation tutorial video would be helpful</td>
<td>A preliminary navigation tutorial video was added</td>
</tr>
<tr>
<td><strong>Cycle 2 (n=4)</strong></td>
<td></td>
</tr>
<tr>
<td>The instructions for completing forms/exercise calendar was not adequate</td>
<td>Clear instructions for completing forms/exercise calendar were added</td>
</tr>
<tr>
<td>There was too much scrolling in some pages</td>
<td>Page screen spaces were managed to reduce scrolling</td>
</tr>
<tr>
<td>Try more colors with pages; add 1 or 2 images on the landing page</td>
<td>A welcome image was added on the landing page</td>
</tr>
<tr>
<td>How do you know if a mistake was made on a form?</td>
<td>A pop-up message was set up to notify any omission or error prior to submission</td>
</tr>
</tbody>
</table>
Table 4. Questionnaire scores of the usability testing (N=9) for the online version of the Strengthening And stretching for Rheumatoid Arthritis of the Hand (mySARAH) exercise intervention.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Cycle 1</th>
<th>Cycle 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computer System Usability Questionnaire items on 1-7 scale</strong>, median (IQR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) Overall, I am satisfied with how easy it is to use this system</td>
<td>6.5 (6-7)</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>2) It was simple to use this system</td>
<td>6 (6-7)</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>3) I can effectively complete my work quickly using this system</td>
<td>5.8 (5.1-6.3)</td>
<td>6 (6-6.3)</td>
</tr>
<tr>
<td>4) I am able to complete my work quickly using this system</td>
<td>5.8 (5.1-6.3)</td>
<td>6 (6-6.3)</td>
</tr>
<tr>
<td>4) I am to efficiently complete my work using this system</td>
<td>6.5 (5.5-7)</td>
<td>6 (6-6)</td>
</tr>
<tr>
<td>6) I feel comfortable using this system</td>
<td>6 (6-7)</td>
<td>7 (6.8-7)</td>
</tr>
<tr>
<td>7) It was easy to learn to use this system</td>
<td>6 (6-7)</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>8) I believe I became productive quickly using this system</td>
<td>N/A[^c]</td>
<td>N/A</td>
</tr>
<tr>
<td>9) The system gives error messages that clearly tell me how to fix problems</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>10) Whenever I make a mistake using this system, I recover easily and quickly</td>
<td>6 (5-6.5)</td>
<td>6 (5.3-6)</td>
</tr>
<tr>
<td>11) The information (such as online help, on-screen messages, and other documentation) provided with this system is clear</td>
<td>6.5 (5.5-7)</td>
<td>7 (7-7)</td>
</tr>
<tr>
<td>12) It is easy to find the information I needed</td>
<td>6 (6-7)</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>13) The information provided for the system is easy to understand</td>
<td>6 (6-7)</td>
<td>7 (6.8-7)</td>
</tr>
<tr>
<td>14) The information is effective in helping me complete the tasks and scenarios</td>
<td>6 (6-7)</td>
<td>7 (6.8-7)</td>
</tr>
<tr>
<td>15) The organization of information on the system screens is clear</td>
<td>6 (6-7)</td>
<td>6.5 (6-7)</td>
</tr>
<tr>
<td>16) The interface of the system is pleasant</td>
<td>6 (6-7)</td>
<td>6 (6-7)</td>
</tr>
<tr>
<td>17) I like using the interface of this system</td>
<td>6.5 (5.8-7)</td>
<td>6 (5.8-6.3)</td>
</tr>
<tr>
<td>18) This system has all the functions and capabilities I expect it to have</td>
<td>6.5 (5.8-7)</td>
<td>6 (5.5-6.3)</td>
</tr>
<tr>
<td>19) Overall, I am satisfied with this system</td>
<td>6.5 (6-7)</td>
<td>6 (6-6.3)</td>
</tr>
</tbody>
</table>

**Likert scale of perceived usefulness, ease of use, and confidence, median (IQR)**

On a scale of 1-5, with 1 representing “Not at all useful” and 5 representing “Extremely useful,” how would you rate the overall usefulness of mySARAH?

- 5 (4-5) for Cycle 1 and 5 (4.8-5) for Cycle 2

On a scale of 1-5, with 1 representing “Very difficult” and 5 representing “Very easy,” how would you rate the overall ease of use of mySARAH?

- 4 (3-4) for Cycle 1 and 4.5 (4-5) for Cycle 2

On a scale of 1-5, with 1 representing “Not at all confident” and 5 representing “Very confident,” how would you rate your confidence in doing the SARAH[^d] exercises by yourself?

- 4.5 (4-5) for Cycle 1 and 5 (5-5) for Cycle 2

[^a]: 1=strongly disagree, 2=disagree, 3=somewhat disagree, 4=neither, 5=somewhat agree, 6=agree, 7=strongly agree.
[^b]: IQR: interquartile range.
[^c]: N/A: not applicable.
[^d]: SARAH: Strengthening And stretching for Rheumatoid Arthritis of the Hand.
**Table 5.** Outline of mySARAH sessions’ content.

<table>
<thead>
<tr>
<th>Session</th>
<th>Suggested week of completion</th>
<th>Outline of content</th>
</tr>
</thead>
</table>
| 1       | Week 1                      | • Users fill out demographic information and hand function questionnaire  
• Users rate the pain in their hands on a 0-10 numerical scale  
• Information is provided about the clinical aspects of RA\(^a\) and its management  
• The SARAH\(^b\) mobility exercises are introduced  
• Users are taught how to set SMART\(^c\) goals and plan when and where to complete exercises.  
• Users are encouraged to complete the mobility exercises daily from this point onwards |
| 2       | Week 2                      | • The SARAH strength exercises are introduced  
• Users are taught baseline setting for strength exercises  
• Users review and update their goal and plan at the end of each session from this point onwards |
| 3       | Week 3                      | • The session covers how and when users should adjust their exercises if they:  
  • Are finding them too challenging  
  • Need to make them harder |
| 4       | Week 6                      | • The session encourages users to consider any barriers to completing their exercises, which have become apparent since beginning the program  
• It also asks users to think about how they have overcome barriers and what else they could do in the future |
| 5       | Week 9                      | • The session discusses the challenges to adhere to the program in the long-term  
• Users are taught how to restart the program if they need to stop for any reason |
| 6       | Week 12                     | • The session focuses on the continuation of the exercises after completion of the program.  
• Users are encouraged to continue to access the resources on the website if they need to  
• Users complete the Michigan hand function subscale, Global Rating of Change scale to measure their progress |

\(^a\)RA: Rheumatoid arthritis.  
\(^b\)SARAH: Strengthening And stretching for Rheumatoid Arthritis of the Hand.  
\(^c\)SMART: Specific, Measurable, Attainable, Relevant, and Timely.
Discussion

Principal Findings

The objectives of this study were to develop an online version of the evidence-based SARAH hand exercise program in collaboration with patients with RA (target users of mySARAH) and to identify and address its usability issues for a refined final version.

In general, patient contributors wanted a simple, less-cluttered, and less-wordy website. They were pleased with the purpose and content of the mySARAH prototype and found it a useful resource for people with hand function difficulties due to RA. Usability testing session participants also found mySARAH a useful and easy to use online exercise program and were confident to execute the SARAH exercises and set their baseline load for strength exercises on their own.

End User Involvement

We wanted to develop a user-centered mySARAH website and, hence, involved patient contributors in the initial phases of developing mySARAH. This is one of the very few web-based systems that were formally tested in adults with RA [21,23]. Users are expected to learn the SARAH exercises correctly, do them daily, and progress or regress the dosage according to their capabilities because mySARAH is self-directed in nature. Therefore, in addition to the usability testing of the website, we captured how far people managed to learn and perform the exercises correctly and set their baseline load for each strength exercise. We believed that evaluating this at these earlier stages would inform whether participants found the exercise demonstration videos easy to follow and replicate them, as intended.

Strengths of mySARAH Program

RA is a chronic condition; therefore, long-term adherence is required to maintain joint mobility and muscle strength. From
the findings of the SARAH trial, we know that participants found it challenging to continue the exercises long-term, and by 2 years follow-up, many ceased their exercises [24]. One of the major strengths of mySARAH is that it will allow users continued access to the SARAH exercises from home without the need for hospital appointments and, thus, overcoming practical problems such as transportation difficulties or lack of availability of hand therapy appointments. It would also give them access to videos and information if they need reminding of the exercises following a break. They can continue to use the exercise calendar to potentially promote long-term adherence to the program. The other strength is that the program was built upon a theoretical model incorporating heuristics principles toward a user needs-based intervention.

Limitations
This study has some limitations. Due to resource and time restraints, we did not transcribe the think-aloud sessions or code their content. The exercise demonstration evaluation scale used in this study was not a validated scale, but this evaluation was done by experienced physiotherapists and the scale was designed as a simple and pragmatic tool to record the evaluation. We intended to include people from a wide range of educational and computer literacy backgrounds. However, the majority of the participants (8/9, 89%) were white British women, and most of them (6/9, 67%) had Bachelor to Doctoral levels of formal education. The median number of years since participants were diagnosed with RA was greater than 10 years in both the usability cycles. Therefore, we are uncertain whether men, people from other cultural or educational backgrounds, or those diagnosed more recently would offer a different perspective on mySARAH. Our sample size still meets the recommended number for testing usability issues.

Next Steps
We plan to carry out further testing in a proof-of-concept study to establish if people with RA are willing and able to complete the mySARAH program, do the exercises correctly, and undertake daily exercises

Conclusions
Involving target users in the development process ensured that mySARAH resulted in a user-centered and user-friendly online exercise resource. The results from the usability testing show mySARAH to be an efficient and user-friendly program.
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Abstract

Background: My Tools 4 Care (MT4C) is a Web-based intervention that was developed based on the transitions theory. It is an interactive, self-administered, and portable toolkit containing six main sections intended to support carers of community-living persons with Alzheimer’s disease and related dementia and multiple chronic conditions through their transition experiences.

Objective: The objective of our study was to evaluate the effectiveness of MT4C with respect to increasing hope, self-efficacy, and health-related quality of life in carers of community-living older persons with Alzheimer’s disease and related dementia and multiple chronic conditions.

Methods: A multisite, pragmatic, mixed methods, longitudinal, repeated-measures, randomized controlled trial was conducted between June 2015 and April 2017. Eligible participants were randomized into either treatment (MT4C) or educational control groups. Following baseline measures, carers in the treatment group received 3 months of password-protected access to MT4C. Trained research assistants collected data from participants via phone on hope (Herth Hope Index [HHI]), self-efficacy (General Self-Efficacy Scale), and health-related quality of life (Short Form-12 item [version 2] health survey; SF-12v2) at baseline, 1, 3, and 6 months. The use and cost of health and social services (Health and Social Services Utilization Inventory) among participants were measured at baseline, 3, and 6 months. Analysis of covariance was used to identify group differences at 3 months, and generalized estimating equations were used to identify group differences over time.

Results: A total of 199 carers participated in this study, with 101 participants in the treatment group and 98 in the educational control group. Of all, 23% (45/199) participants withdrew during the study for various reasons, including institutionalization or death of the person with dementia and lack of time from the carer. In the treatment group, 73% (74/101) carers used MT4C at least once over the 3-month period. No significant differences in the primary outcome measure (mental component summary score from the SF-12v2) by group or time were noted at 3 months; however, significant differences were evident for HHI-factor 2 (P=.01), with higher hope scores in the treatment group than in the control group. General estimating equations showed no
statistically significant group differences in terms of mental component summary score at all time points. Attrition and the fact that not all carers in the treatment group used MT4C may explain the absence of statistically significant results for the main outcome variable.

Conclusions: Despite no significant differences between groups in terms of the primary outcome variable (mental component score), the significant differences in terms of one of the hope factors suggest that MT4C had a positive influence on the lives of participants.


(J Med Internet Res 2018;20(6):e10484) doi:10.2196/10484
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Introduction

Web-based interventions have become increasingly popular as a means to support family and friend caregivers (hereafter carers) because of their flexibility and ease of access [1,2]. The importance of support for carers of persons with Alzheimer’s disease and related dementias (ADRD) has been acknowledged as a worldwide issue given the growing numbers of persons with ADRD and the recognition that the majority of their care is provided by carers [3]. The complexity of the care provided by carers is further complicated when the person with ADRD lives with the carer, in the community, and has multiple chronic conditions (MCC) [4]. As a result of caregiving, carers undergo significant life-altering transitions, such as changes in roles and relationships that can have a negative impact on their quality of life (QOL) [5]. Transitions are significant changes that individuals need to incorporate into their lives to obtain positive health outcomes [6]. The lack of resources to support carers through these transitions is compounded by the 24/7 nature of caregiving for persons with ADRD, which makes accessing resources difficult. Web-based interventions show promise because they can be accessed at times and places that are convenient for carers [2,7].

Three systematic reviews of Web-based interventions for carers of persons with ADRD [2,8,9] reported that interventions resulting in improved carer health outcomes, for example, reduced anxiety and stress, had the following features: (1) they could be individually tailored by incorporating choices in different parts of the intervention [10-12], (2) they offered multiple components [10,13,14], and (3) they were psychoeducational interventions [10,12,15-20]. Most of the reviewed studies were pilot studies with the authors recommending future research using pragmatic randomized controlled trial (RCT) designs to evaluate Web-based interventions. The most common theoretical foundations for the interventions were stress and burden theories, with a focus on strain and depression [21]. However, these theories do not address the multiple, complex, recoucurring, and significant life-altering changes and the processes of the changes (transitions) that carers experience throughout their caregiving experiences [21,22].

Based on an adaptation of Meleis’ theory of transition [6] and on our previous research that focused on transitions, hope, and QOL [5], a self-administered, Web-based intervention titled My Tools 4 Care (MT4C) [23] was developed in partnership with the Alzheimer’s Society of Alberta and Northwest Territories to support carers during their transition experiences. Transition experiences are the processes triggered by significant changes and involve carers acknowledging the changes, connecting with others, and redefining their perception of normal [22]. Redefining the perceptions of what is normal results in decreased stress and increased hope and makes one feel confident [24]. As part of the development of MT4C, Duggleby et al’s [22] adaptation of Meleis’ transition theory, involving core concepts of acknowledging the situation, connecting, and redefining normal, was mapped to the specific components of MT4C (for more information see Duggleby et al) [22].

The Web developers for this intervention were ATMIST [25]. A hard copy version of MT4C was pilot-tested by 20 carers of persons with ADRD, who found it feasible, acceptable, and potentially able to support them through transitions [22]. The principles that guided the development of the Web-based MT4C intervention were as follows: (1) inclusion of choice, the carers choose which sections they would like to use and when; (2) encouragement of user-generated content, carers can write in sections, add stories, pictures, music, etc; (3) portability, available on the Web, tablet, or mobile phone; and (4) privacy of information, only the carers can view their entries and share the contents.

The purpose of this pragmatic RCT was to evaluate the effectiveness of MT4C with respect to increasing health-related quality of life (HRQOL), self-efficacy, and hope among carers of older adults with ADRD and MCC in the community. Participants in the treatment group used MT4C for 3 months. We hypothesized that participants using MT4C would have increased hope, improved general self-efficacy, and increased HRQOL scores at 3 months compared with those at baseline and compared with those exhibited by an educational control group. The following research questions were addressed in this study:

1. Does use of MT4C result in a 3-month (immediately post intervention) and 6-month (3 months post intervention) increase in HRQOL, self-efficacy, and hope in carers of persons with ADRD and MCC compared with that in an educational control group?
2. Are the effects or benefits of MT4C achieved at no additional cost in the treatment group compared with that in an educational control group?

Methods

Design

A detailed protocol for this study has been published elsewhere [26]; thus, only a summary has been provided here. This trial has been reported in accordance with the CONSORT-EHEALTH checklist [27]. The study design was a multisite, pragmatic, mixed-methods, longitudinal, repeated-measures, RCT. Baseline data were collected, followed by random assignment to a treatment (MT4C) or educational control group. Measures were repeated at 1, 3, and 6 months. As this was a mixed-methods concurrent study with a predominately quantitative design [28], qualitative data (semistructured interviews) were collected concurrently with, and were used to inform, the quantitative data. Quantitative and qualitative data were integrated at the results stage. Data quality was checked throughout the study by research assistants and at monthly meetings by the research team.

There were no changes to the content of MT4C, bug fixes, or unexpected events in association with MT4C use during this study. The study received ethical approval from the University of Alberta Health Research Ethics Board (# Pro0004872) and the Hamilton Integrated Research Ethics Board (#15-309).

Recruitment and Participants

Participant recruitment occurred offline over a 2-year period in 2 Canadian provinces (Ontario and Alberta) using multiple strategies. Trained research assistants targeted local branches of the Alzheimer’s Society, in both provinces, and attended education groups for carers and shared study-related information, including its purpose and inclusion criteria. In addition, staff at the Alzheimer’s Society and coordinators at community-based carer support groups, geriatric outpatient or memory clinics, adult day programs, and senior support services were provided with recruitment materials (eg, brochures or postcards). Staff members from these groups approached potential participants and obtained their consent to be contacted by the research team. In Alberta, advertisements in local community newspapers requested that interested carers contact the research coordinator using a toll-free number or via email.

Research assistants contacted interested carers via phone to screen for eligibility and to schedule the first interview. This booklet is freely available through the Alzheimer’s Society’s booklet [29], a copy of the Alzheimer’s Society’s The Progression of Alzheimer’s Disease booklet [30], and (6) calendar. In the About Me section, participants have the option to add formatted text, pictures, and PDF files (see Multimedia Appendix 2 for screenshots of all MT4C pages).

Randomization

Allocation of participants into treatment and educational control groups was achieved using a 1:1 ratio. A biostatistician, not involved in recruitment, generated group allocations using stratified permuted block randomization. Random number sequences were fed into RedCap, a secure, password-protected, Web-based randomization service offered at the University of Alberta, which allocated clients to the two groups according to a random sequence.

Blinding

Given the nature of the study, the research team was unblinded to group allocation. Recruitment materials referred to evaluating different strategies to help carers and did not mention MT4C. Furthermore, to prevent contamination, participants were asked to keep the information about what group they were in confidential. To prevent participants from identifying the group to which they were allocated, two different consent forms were created, one for each group. These were used to obtain verbal telephone informed consent from each study participant. The consent form also acknowledged the potential risks that participants might encounter during the study (see Multimedia Appendix 1). Immediately following the first interview, participants received an email from the research assistants containing information on the study along with copies of the consent form and data collection tools. Participants allocated to the treatment group were provided with password-protected, no-cost access to MT4C.

Data collection occurred from June 2015 to April 2017. Figure 1 outlines the data collection procedures, which are available in more detail in the study protocol article [24]. Trained research assistants, in each province, completed audiotaped telephone interviews (quantitative and qualitative) that lasted anywhere from 15 to 60 min.

Intervention

Participants in the treatment group were instructed to access MT4C at their convenience on a computer, tablet, or mobile phone for 3 months. Once the carer logged on to the site, the first page (“How to use MT4C”) provided instructions on how to use MT4C and contained a menu outlining the sections constituting the toolkit. MT4C consists of six main sections: (1) about me, (2) common changes to expect, (3) frequently asked questions, (4) resources, (5) important health information, and (6) calendar. In the About Me section, participants have the option to add formatted text, pictures, and PDF files (see Multimedia Appendix 2 for screenshots of all MT4C pages). All data entered by participants into the site remained confidential, even from the study team. Participants also received an electronic copy of the Alzheimer’s Society’s The Progression of Alzheimer’s Disease booklet [29], a copy of the study questionnaires, and the MT4C toolkit checklist intended for participants to record their use of the MT4C site.

Educational Control Group

Participants in the educational control group (usual care) received a copy of the Alzheimer’s Society’s The Progression of Alzheimer’s Disease booklet, via email, after the first interview. This booklet is freely available through the Alzheimer’s Society’s website.
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Alzheimer’s Society of Canada and provides information for the person with dementia, his or her family, and carers on the stages of Alzheimer’s disease. At the end of data collection, participants in the control group received an email containing a one-page summary of the study, including preliminary findings, and instructions on how to contact the research team if they wished to have access to the MT4C site.

Measures

Demographics
All participants completed a demographic questionnaire during the baseline interview. Information collected included age, gender, marital status, ethnicity, citizenship, level of education, employment status, occupation, income, relationship to the person with ADRD, carer-specific chronic health conditions, and length of time spent caregiving. This form also collected information on the care recipients’ age, gender, and number of chronic conditions.

Toolkit Checklist
Participants accessing the MT4C site were asked to document, offline, the frequency and amount of time (in minutes) they spent on each section of the site. Research assistants reviewed this information with participants at the 1- and 3-month interviews. At the 1-month interview, participants were reminded that at 3 months, their access to MT4C would end, and they were encouraged to use the site, if not done so already, and continue completing the checklist.

Primary Outcome Measure: Short Form-12 Item (version 2) Health Survey
All participants completed the Short Form-12 item (version 2) health survey (SF-12v2) at all time points. It is a widely used measure of HRQOL consisting of 12 questions, measuring 8 domains of functioning and well-being (physical functioning, role functioning, bodily pain, general health, vitality, social functioning, emotional health, and mental health) [30,31]. Overall scores are summarized in 2 domains: a physical component summary score (PCS) and a mental component summary score (MCS). Scores range from 0 to 100, with higher scores indicating a better HRQOL. SF-12v2 is a reliable tool with estimated PCS and MCS test-retest reliabilities of r=0.89 and r=0.86, respectively [32]. MCS was selected as the primary outcome for this study, given the psychoeducational nature of the intervention.

Secondary Outcome Measures: SF-12v2 PCS, General Self-Efficacy Scale, and Herth Hope Index
Secondary outcome measures included the SF-12v2 PCS score (described above) and the General Self-Efficacy Scale (GSES) and Herth Hope Index (HHI) scores. Participants completed the GSES and HHI at all data collection time points. GSES was used to assess participants’ perceived self-efficacy or belief that they can complete novel or difficult tasks or cope with diversity [33]. It is a 10-item, 4-point scale with a Cronbach’s alpha coefficient of reliability r ranging from 0.76 to 0.90 (P<.05). Total scores range from 10 to 40, with higher scores indicating a greater level of self-efficacy. GSES has been used in countries around the world and has been adapted to 26 languages [33]. HHI is a 12-item Likert-type scale [34]. Items are scored from 1 “strongly disagree” to 4 “strongly agree.” Total scores range from 12 to 48, with higher scores indicating a greater hope. The items in the scale can be grouped into three factors of hope: (1) temporality and future, (2) positive readiness and expectancy, and (3) interconnectedness. HHI has been used in a variety of populations and has a test-retest reliability of 0.91 (P<.05) and criterion-related validity r of 0.81 to 0.92 (P<.05) [34].

Health and Social Services Utilization Inventory
A modified version of the Health and Social Services Utilization Inventory (HSSUI) was used to collect service use information to calculate costs from a societal perspective [35] from all study participants at baseline, 3 months, and 6 months. The initial version of HSSUI was developed by Browne and colleagues and has been shown to have good reliability and validity (r=0.72 to 0.99) [36,37]. This survey measures the use of services by asking respondents to think back over a specific period of time (here, 3 months) about the type of health and social services accessed, number of times used, and any out-of-pocket expenses related to these services. HSSUI was developed for persons with different types of illnesses. For our study with carers, it was modified to reflect service use such accessing the Alzheimer’s Society.

Qualitative Interviews
All participants were interviewed at 1, 3, and 6 months using semistructured, audiotaaped telephone interviews. Questions were asked about the significant changes they had experienced as carers as well as what had helped them deal with these changes. At 3 and 6 months, participants using MT4C were asked about the following: (1) their perceptions of MT4C, (2) how MT4C helped them deal with transitions, (3) what they liked most and least about MT4C, and (4) changes they would make to MT4C.

Data Analysis
Primary and Outcome Measures
All quantitative data were entered in SPSSv24 and cleaned and checked by a research assistant for accuracy. SAS version 9.4 was used for all statistical analyses. Statistical tests assumed a 0.05 two-tailed level of significance and 95% CIs.

Baseline characteristics data are presented as means and SDs for continuous variables and as numbers and percentages for categorical variables. Analysis of covariance (ANCOVA) was used to test the differences in outcome variables between the intervention and control groups at 3 months. The 3-month analysis represents the primary analysis for this study because this period corresponds to the duration of the intervention. Separate ANCOVA models were run for each outcome, with the 3-month outcome as the dependent variable, group (intervention, control) as the independent variable, and baseline value of the outcome as the covariate, rather than determining differences between groups at baseline (CONSORT guidelines) [38]. Intention-to-treat principles were used in all analyses; thus, all participant data were analyzed in the groups in which they were originally allocated (including those in the treatment group who did not utilize MT4C); imputation was applied to address...
missing data. Multiple imputation is considered the best method for addressing the most common and realistic missing data patterns seen in RCTs [39]. We performed multiple imputations using the general procedure and employing the fully conditional specification procedure with predictor mean matching [40]. A range of auxiliary and outcome variables were used in the imputation model to improve accuracy; thus, the imputation model included baseline variables (age and gender of carer, number of carer chronic conditions, and number of care recipient chronic conditions) as well as the secondary outcome variables. After missing data were imputed (five imputations), each dataset was analyzed using ANCOVA, and the results from these multiple analyses were pooled to obtain an overall inference. Sensitivity analyses were performed using the complete case dataset.

Subgroup analyses were performed to determine whether the differences in intervention effectiveness for the primary outcome were observed for specific baseline groups. These were restricted to the following six baseline factors: age, gender, carer employment status, number of carer chronic conditions, number of care recipient chronic conditions, and income. Subgroup differences in the intervention effect were determined based on the significance of the group or subgroup interaction term in the ANCOVA model.

Generalized estimating equations (GEE) were used to determine any group differences over the 6-month period. GEE was selected because it is a robust method that does not rely on normality assumptions to address the dependency in repeated-measures data [41]. This 6-month analysis is regarded as a secondary or supplemental analysis in this study because the 3- to 6-month period corresponds to a time when the intervention was no longer available to treatment group participants. Separate GEE models were run for each outcome (primary, secondary). GEE models included group (intervention, control), time, and group × time interaction; the group × time interaction was of primary interest because statistical significance for this variable indicates the presence of a treatment effect [41].

Cost analyses were conducted to compare the cost of health service use in the intervention and control groups. Neither the intervention nor control group had program-specific costs. The service use that clients reported, using HSSUI at baseline and at 3 months (end of intervention period), was multiplied by the unit costs for the service to obtain total service costs. Unit costs were obtained from Ontario and Alberta databases, which provide the costs of all services paid for by the publicly-funded health care systems in each province. Cost data are substantially positively skewed and have traditionally been handled using nonparametric methods [42]. Mann–Whitney U-test was used to evaluate the between-group differences in median costs and to compare the total service costs at baseline and 3 months between the two groups.

Qualitative Interview Data

Qualitative data were analyzed using a qualitative descriptive approach in which coding categories were derived directly from the data [43]. Each transcript was read as a whole looking for similarities, differences, and patterns. Categories were grouped into themes. Trustworthiness of the data was maintained using the words of participants as much as possible and keeping an audit trail of analytic decisions. The findings from the qualitative analysis were integrated with the quantitative findings; an in-depth analysis of the qualitative findings for this study is reported elsewhere [44].

Results

Participants

Recruitment began on May 2015; a total of 382 persons were contacted, resulting in 199 carers of community-living persons with ADRD and MCC who participated in the study (Ontario: 106/199, 53.3% and Alberta: 93/199, 46.7%; Figure 1). Participants were randomly assigned to either treatment (n=101) or control (n=98) group. Of all participants, 22.6% (45/199) withdrew during the study (Figure 2), and a total of 154 (154/199, 77.4%) carers completed the study (treatment group: 73/154, 47.4%; control group: 81/154, 52.6%).

Participants (Baseline Characteristics)

Table 1 shows participants’ baseline characteristics. Randomization resulted in no significant differences between the two groups. Most carers in the study (161/199, 80.9%) were female, married or in a common law relationship (168/199, 84.4%), Caucasian (185/199, 93.0%), unemployed (111/199, 55.8%), and either the spouse (98/199, 49.2%) or adult child (91/199, 45.7%) of the person with dementia. Of all carers, 69.3% (138/199) resided with the person with dementia and 68.8% (137/199) received assistance with caregiving. On average, carers in the study were 63.6 (SD 11.6) years of age and had been carers for approximately 4.3 (SD 4.2) years. Carer recipients in the study were on average 80.3 (SD 7.7) years of age and had an average of 10.0 (SD 4.1) chronic conditions (Table 1).

Intervention “Dose” (Use of My Tools 4 Care)

In the intervention group, 73% (74/101) carers used MT4C at least once over the 3-month period. At 1 month, participants who used the site spent the most time on Section 1 My story (median 9.5 min, interquartile range [IQR] 28.4). By 3 months, participants spent most of their time on Section 2 Common changes to expect (median 15 min, IQR 45.0) and Section 4 Resources (median 10.00 min, IQR 20.0).

Intervention Effectiveness

The results of the multiple imputation ANCOVA testing for group differences in mean changes in the outcome scores from baseline to 3 months are provided in Table 2. No significant group differences were observed in the primary or secondary outcome measures. A significant group difference was observed for factor 2 of HHI, although no difference was observed for the overall HHI. The complete case ANCOVA results were consistent with the multiple imputation ANCOVA results (data not shown). Given the absence of effects at 3 months and termination of the intervention use at this time, GEE was expected to show no overall effect for the 6-month period.
Figure 1. Number of Participants at Each Data Collection Period and Data Collection Procedure. GSES: General Self-Efficacy Scale; HHI: Herth Hope Index; HSSUI: Health and Social Services Utilization Inventory; MT4C: My Tools 4 Care; SF-12v2: Short Form-12 item health survey.

Figure 2. Number of Participant Withdrawals. ADRD: Alzheimer’s disease and related dementias.
### Table 1. Demographic characteristics of caregivers and care recipients.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n=101)</th>
<th>Control (n=98)</th>
<th>Total Sample (N=199)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Carers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>63.4 (12.2)</td>
<td>63.9 (11.1)</td>
<td>63.6 (11.6)</td>
</tr>
<tr>
<td>Number of years caregiving, mean (SD)</td>
<td>4.1 (3.8)</td>
<td>4.6 (4.5)</td>
<td>4.3 (4.2)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>14.1 (2.9)</td>
<td>14.27 (3.0)</td>
<td>14.18 (2.9)</td>
</tr>
<tr>
<td>Chronic conditions, mean (SD)</td>
<td>2.2 (1.5)</td>
<td>2.5 (1.6)</td>
<td>2.4 (1.6)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (22)</td>
<td>16 (16)</td>
<td>38 (19)</td>
</tr>
<tr>
<td>Female</td>
<td>79 (78)</td>
<td>82 (84)</td>
<td>161 (81)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with someone</td>
<td>84 (83)</td>
<td>85 (87)</td>
<td>168 (85)</td>
</tr>
<tr>
<td>Single, widowed, divorced or separated</td>
<td>17 (17)</td>
<td>13 (13)</td>
<td>30 (15)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>93 (92)</td>
<td>92 (94)</td>
<td>185 (93)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (8)</td>
<td>6 (6)</td>
<td>13 (7)</td>
</tr>
<tr>
<td><strong>Employed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>39 (39)</td>
<td>47 (48)</td>
<td>86 (44)</td>
</tr>
<tr>
<td>No</td>
<td>61 (61)</td>
<td>50 (52)</td>
<td>111 (56)</td>
</tr>
<tr>
<td><strong>Relationship to care recipient, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse or life partner</td>
<td>51 (50)</td>
<td>47 (48)</td>
<td>98 (49)</td>
</tr>
<tr>
<td>Son or daughter</td>
<td>47 (47)</td>
<td>44 (45)</td>
<td>91 (46)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (3)</td>
<td>7 (7)</td>
<td>10 (5)</td>
</tr>
<tr>
<td><strong>Living with care recipient, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>70 (69)</td>
<td>68 (69)</td>
<td>138 (69)</td>
</tr>
<tr>
<td>No</td>
<td>31 (30)</td>
<td>30 (31)</td>
<td>61 (31)</td>
</tr>
<tr>
<td><strong>Finances meet needs, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely or Very well or Adequately</td>
<td>81 (80)</td>
<td>76 (79.2)</td>
<td>157 (80)</td>
</tr>
<tr>
<td>With some difficulty or Not very well or Totally inadequate</td>
<td>20 (20)</td>
<td>20 (20.8)</td>
<td>40 (20)</td>
</tr>
<tr>
<td><strong>Household income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than Can $40,000</td>
<td>25 (29)</td>
<td>24 (30.4)</td>
<td>49 (30)</td>
</tr>
<tr>
<td>Can $40,000 to $70,000</td>
<td>23 (27)</td>
<td>16 (20.3)</td>
<td>39 (23)</td>
</tr>
<tr>
<td>Greater than Can $70,000</td>
<td>38 (44)</td>
<td>39 (49.3)</td>
<td>77 (47)</td>
</tr>
<tr>
<td><strong>Assistance with caring, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>70 (69)</td>
<td>67 (68)</td>
<td>137 (69)</td>
</tr>
<tr>
<td>No</td>
<td>31 (31)</td>
<td>31 (32)</td>
<td>62 (31)</td>
</tr>
<tr>
<td><strong>Care Recipient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>80.5 (7.4)</td>
<td>80.2 (8.0)</td>
<td>80.3 (7.7)</td>
</tr>
<tr>
<td>Chronic conditions, mean (SD)</td>
<td>10.4 (4.1)</td>
<td>9.6 (4.0)</td>
<td>10.0 (4.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>55 (54)</td>
<td>49 (50)</td>
<td>104 (52)</td>
</tr>
<tr>
<td>Female</td>
<td>46 (46)</td>
<td>49 (50)</td>
<td>95 (48)</td>
</tr>
</tbody>
</table>
Table 2. ANCOVA results using multiple imputation (baseline to 3 months).

<table>
<thead>
<tr>
<th>Outcome Measures</th>
<th>Pooled LSM&lt;sup&gt;a&lt;/sup&gt; Group Difference (95% CI)</th>
<th>P value for Null Model (No Group Effect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF-12 v2 PCS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.02 (−2.07 to 2.01)</td>
<td>.98</td>
</tr>
<tr>
<td>SF-12 v2 MCS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−0.23 (−3.25 to 2.80)</td>
<td>.88</td>
</tr>
<tr>
<td>HHI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.56 (−0.25 to 1.36)</td>
<td>.17</td>
</tr>
<tr>
<td>HHI-Factor 1</td>
<td>0.05 (−0.28 to 0.38)</td>
<td>.77</td>
</tr>
<tr>
<td>HHI-Factor 2</td>
<td>0.56 (0.11 to 1.01)</td>
<td>.01&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>HHI-Factor 3</td>
<td>0.11 (−0.25 to 0.47)</td>
<td>.55</td>
</tr>
<tr>
<td>GSES&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.22 (−0.78 to 1.22)</td>
<td>.67</td>
</tr>
</tbody>
</table>

<sup>a</sup>LSM: Least Square Means.
<sup>b</sup>SF-12 PCS: Short Form-12 item health survey physical component summary score.
<sup>c</sup>SF-12 MCS: Short Form-12 item health survey mental component summary score.
<sup>d</sup>HHI: Herth Hope Index.
<sup>e</sup>Significant at \( P \leq .05 \).
<sup>f</sup>GSES: General Self-Efficacy Scale.

Table 3. Generalized estimating equations with Short Form-12 item (version 2) mental component summary score as the dependent variable (all time points).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Beta</th>
<th>SE</th>
<th>95% Wald CI</th>
<th>Hypothesis Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Wald chi-square</td>
</tr>
<tr>
<td>Time point (Baseline)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>1.00</td>
<td>0.55</td>
<td>−0.07 to 2.08</td>
<td>3.32</td>
</tr>
<tr>
<td>3 months</td>
<td>0.64</td>
<td>0.65</td>
<td>−0.64 to 1.90</td>
<td>0.92</td>
</tr>
<tr>
<td>6 months</td>
<td>0.68</td>
<td>0.74</td>
<td>−0.76 to 2.12</td>
<td>0.86</td>
</tr>
<tr>
<td>Caregiver gender (versus female)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3.99</td>
<td>1.20</td>
<td>1.63 to 6.36</td>
<td>11.02</td>
</tr>
<tr>
<td>Financial needs met (versus no)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.06</td>
<td>1.02</td>
<td>−0.94 to 3.05</td>
<td>1.08</td>
</tr>
<tr>
<td>Caregiver age</td>
<td>0.14</td>
<td>0.07</td>
<td>0.00 to 0.29</td>
<td>3.88</td>
</tr>
<tr>
<td>Study group (versus control)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>−0.32</td>
<td>0.97</td>
<td>−2.22 to 1.58</td>
<td>0.11</td>
</tr>
<tr>
<td>Relationship to care recipient (versus other)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>−1.58</td>
<td>1.53</td>
<td>−4.59 to 1.42</td>
<td>1.07</td>
</tr>
<tr>
<td>Years in caregiver role</td>
<td>−0.07</td>
<td>0.13</td>
<td>−0.33 to 0.19</td>
<td>0.28</td>
</tr>
<tr>
<td>GSES&lt;sup&gt;c&lt;/sup&gt; total score</td>
<td>0.54</td>
<td>0.10</td>
<td>0.34 to 0.741</td>
<td>28.26</td>
</tr>
<tr>
<td>SF-12v2 PCS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−0.26</td>
<td>0.04</td>
<td>−0.35 to −0.174</td>
<td>35.37</td>
</tr>
<tr>
<td>HHI total score</td>
<td>0.69</td>
<td>0.09</td>
<td>0.52 to 0.870</td>
<td>60.09</td>
</tr>
</tbody>
</table>

<sup>a</sup>df: degrees of freedom.
<sup>b</sup>Significant at \( P \leq .05 \).
<sup>c</sup>GSES: General Self-Efficacy Scale.
<sup>d</sup>SF-12v2 PCS: Short Form-12 item (version 2) physical component summary score.

GEE indicated no statistically significant differences between groups over time in MCS scores (Table 3). Statistically significant variables in the MCS model were male sex \( (P=.001) \); older age (≥65 years; \( P=.049 \)); and HHI \( (P<.001) \), GSES \( P<.001 \) and SF-12v2 PCS \( P<.001 \) scores.
Subgroup analysis results also indicated that there were no statistically significant findings for differences in MCS scores (Figure 3).

Although no statistically significant differences between the groups were observed in the primary and secondary outcomes or the subgroup analyses, participants in the treatment group indicated, when asked in interviews, that MT4C helped them with their transitions. For example, one participant said:

“Yes, it does, because—but it’s how I—you know, I really wish I would have written those things down on the day that they had happened, you know, because it would give me something concrete to go back and see how the—how he digressed...”

Participants who felt MT4C did not help them with transitions suggested it was because they were already privy to sufficient resources. For example, one participant noted that MT4C “didn’t help me significantly...I had gone to some carers’ group and got some information there.”

**Health and Social Service Costs**

Table 4 provides the results of comparing the two groups in terms of the change in costs from baseline to 3 months. No statistically significant between-group differences were observed in the cost of individual health and social services or in overall service costs.

![Figure 3. Subanalysis.](image-url)
The purpose of this study was to examine the influence of using a self-administered, multicomponent, Web-based intervention (MT4C) in increasing hope, general self-efficacy, and mental health among carers of community-living persons with ADRD and MCC. Despite there being no significant differences between the treatment (MT4C) and educational control groups in the primary or secondary outcome measures, the treatment group had significantly higher factor 2 hope scores than the control group at 3 months. Factor 2 on HHI is a subscale entitled “positive readiness and expectancy” and reflects the confidence at the end of the tunnel” and “I have a direction.” This increase in hope is consistent with our adapted transition theory, which suggests that when carers are able to redefine what they perceive as normal, they report increases in hope.

The findings also suggest that hope and general self-efficacy continue to be important variables influencing mental health among carers of community-living older persons with ADRD and MCC. MCC adds additional stress and complexity to the caregiving experience [4], and hope and general self-efficacy have been found to influence the carer’s HRQOL in studies of carers with dementia [5]. As hope and general self-efficacy are significant variables influencing mental health, this finding suggests that the model for the intervention has promise and that activities within MT4C targeted at increasing hope and general self-efficacy should be strengthened. For example, the current activity focused on hope is entitled “Everyday hope” in which carers of persons with ARDR describe how they maintain hope. An activity focused on self-efficacy currently includes participants identifying their own inner strength. This activity could be strengthened by having participants identify what went well each day, to focus on the positive aspects of caregiving.

As a tailored intervention, instructions for use of MT4C suggest that participants use whatever sections they want, for as long as they want. If the treatment effect for MT4C is reliant upon increasing hope and general self-efficacy, a treatment effect might have been realized if the instructions required participants to focus on the activities specifically designed to increase hope and general self-efficacy in this population. Tailored interventions that consist of multiple components are complex. Moreover, pragmatic trials typically do not focus on mechanisms of action, but instead simply ask whether the intervention worked. For these reasons, we did not focus on determining
which component and how much of a component is needed to achieve a treatment effect [45]. Although we tried to capture how much and what sections of MT4C were used through self-report, a significant amount of data was missing. Future research should incorporate the measurement of time spent on individual components into the Web design.

Other Web-based interventions for family carers that reported statistically significant findings focused on outcomes such as anxiety, distress, and depression [1]. Other aspects of mental health and HRQOL might have been more sensitive to a treatment effect as a result of using MT4C. A review of multicomponent interventions for family carers of people with dementia suggests that changing HRQOL through interventions is difficult because HRQOL can quickly deteriorate in carers of persons with dementia [46]. Future evaluation of MT4C should target more specific outcomes, such as anxiety, distress, and depression.

The qualitative data suggested that MT4C helped some participants with the significant changes they experienced as carers. Those who did not feel that MT4C helped them indicated that it was because they were already receiving support from an Alzheimer’s Society. As the majority of the participants were recruited from Alzheimer’s Societies, this could have influenced the outcome of the study.

**Limitations**

This study has several limitations. Attrition over time resulted in a study cohort consisting of 166 participants at 3 months (post intervention), which is below the sample size required to determine significance. Although multiple strategies were used, similar to another research, recruiting carers for research was difficult [47]. In addition, since this was a convenience sample, the generalizability of our findings is limited. Future research on MT4C should be conducted with larger sample sizes and should include a more random sampling approach. The participants were well-educated and had access to computers; however, 27% of the treatment group did not use MT4C during the 3-month period. Nonuse of Web-based interventions has been reported in another study [48]. Another limitation is that the majority of participants were recruited from Alzheimer’s Societies and already had access to resources. There is an additional possibility, even with blinding of the consents, that there was contamination as the treatment group participants may have discussed MT4C with the control group participants. Future research should examine whether users of MT4C who are unable to attend Alzheimer’s Society support groups can achieve significant improvements in their mental health. Finally, the limitation regarding participant use of MT4C is of concern. In future research, participants should be instructed more clearly regarding the importance of utilizing MT4C and potentially specific components within; moreover, keeping a track of the time spent on each component can be accomplished through website design strategies.

**Conclusion**

This study was unique because MT4C is focused on supporting carers of community-living older persons with ADRD and MCC. Furthermore, it is one of very few studies to include costs from a societal perspective. The findings contribute to future research designs for Web-based interventions with carers as well as future research with MT4C.
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Abstract

Background: Wearable and mobile devices that capture multimodal data have the potential to identify risk factors for high stress and poor mental health and to provide information to improve health and well-being.

Objective: We developed new tools that provide objective physiological and behavioral measures using wearable sensors and mobile phones, together with methods that improve their data integrity. The aim of this study was to examine, using machine learning, how accurately these measures could identify conditions of self-reported high stress and poor mental health and which of the underlying modalities and measures were most accurate in identifying those conditions.

Methods: We designed and conducted the 1-month SNAPSHOT study that investigated how daily behaviors and social networks influence self-reported stress, mood, and other health or well-being-related factors. We collected over 145,000 hours of data from 201 college students (age: 18-25 years, male:female=1.8:1) at one university, all recruited within self-identified social groups. Each student filled out standardized pre- and postquestionnaires on stress and mental health; during the month, each student completed twice-daily electronic diaries (e-diaries), wore two wrist-based sensors that recorded continuous physical activity and autonomic physiology, and installed an app on their mobile phone that recorded phone usage and geolocation patterns. We developed tools to make data collection more efficient, including data-check systems for sensor and mobile phone data and an e-diary administrative module for study investigators to locate possible errors in the e-diaries and communicate with participants to correct their entries promptly, which reduced the time taken to clean e-diary data by 69%. We constructed features and applied machine learning to the multimodal data to identify factors associated with self-reported poststudy stress and mental health, including behaviors that can be possibly modified by the individual to improve these measures.

Results: We identified the physiological sensor, phone, mobility, and modifiable behavior features that were best predictors for stress and mental health classification. In general, wearable sensor features showed better classification performance than mobile phone or modifiable behavior features. Wearable sensor features, including skin conductance and temperature, reached 78.3% (148/189) accuracy for classifying students into high or low stress groups and 87% (41/47) accuracy for classifying high or low mental health groups. Modifiable behavior features, including number of naps, studying duration, calls, mobility patterns, and phone-screen-on time, reached 73.5% (139/189) accuracy for stress classification and 79% (37/47) accuracy for mental health classification.

Conclusions: New semiautomated tools improved the efficiency of long-term ambulatory data collection from wearable and mobile devices. Applying machine learning to the resulting data revealed a set of both objective features and modifiable behavioral...
features that could classify self-reported high or low stress and mental health groups in a college student population better than previous studies and showed new insights into digital phenotyping.
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**Introduction**

**Background**

Recent advances in wearable and mobile technologies have enabled individuals to monitor their daily lives and enabled scientific investigators to passively collect real-time data without disrupting people’s habitual routines. Two examples of such devices are wrist-wearable devices that collect activity and other physiological data (eg, activity or sleep; heart rate; skin conductance, SC; blood pressure; and blood sugar level) and mobile phones (eg, smartphones) that monitor location, activity, social interaction over calls and texts (short message service, SMS), app use, screen on or off, and environmental data such as ambient light exposure and humidity.

Leveraging data from wearable and mobile devices to gain meaningful information about human health has been called digital phenotyping [1-3]. Digital phenotyping is defined as the moment-by-moment quantification of the individual-level human phenotype \textit{in situ} using data from personal digital devices. Data from personal digital devices may be used to understand health and behaviors with a goal of preventing or minimizing disorders and diseases. For example, current health status, behavior history, and potential future health trajectories information might help (1) individuals become more aware of their risk profiles and enable them to make better informed decisions and take actions to change their behaviors to reduce potential negative physical and mental outcomes and (2) clinicians monitor changes in their client’s or patient’s status.

Mobile phones have been used to monitor stress and mental health [4-10]. The pioneering Student Life study that monitored 48 college students across a 10-week term using objective Android mobile phone sensors and usage investigated the relationship between well-being measures such as self-reported stress, depression, flourishing and loneliness, and academic performance [4]. Lower Perceived Stress Scale (PSS) score was correlated with higher conversation frequency during the day (9 AM-6 PM: the time frame participants might be in classes) and the evening (6 PM-0 AM), longer conversation duration during the day, and longer sleep duration. One study that evaluated self-reported depression using mobile phones for 2 weeks (N=28) [8] showed that mobility patterns (ie, regularity in 24-hour mobility patterns, as well as location variance) from Global Positioning System and phone usage features including usage duration and frequency were correlated with depressive symptom severity on a self-reported depression survey, the Patient Health Questionnaire-9 (PHQ-9) [8]. Another mobile phone–based study that lasted 12 weeks (N=73) identified mobile phone features that predicted clinically diagnosed depressed mood with 0.74 area under the curve; these features including the total count of outgoing calls, the count of unique numbers texted, absolute distance traveled, dynamic variation of the voice, speaking rate, and voice quality [10].

The combination of wearable sensor and mobile phone data has also been used to study self-reported stress in daily life [11-14]. Muaremi et al, using both wearable sensors and mobile phones, developed a way to automate the recognition of self-reported daily stress levels using sleep parameters and 37 physiological responses (including heart rate, heart rate variability (HRV) and SC) from wearable sensors (N=10, 19 days), or mobile phone usage and sleep HRV from wearable sensors (N=35, 4 months). They showed 61% 3-class stress level classification accuracy with a combination of phone usage and sleep HRV features and 73% accuracy using sleep duration, upper body posture, and sleep HRV features [11,12]. Sano et al also investigated 5-day self-reported high or low stress recognition (N=18) and 1-month high or low stress recognition (N=66) using wearable sensor and mobile phone data; they showed 75% and 90% accuracy using leave-one participant-out or 10-fold cross-validation, respectively [13,14].

**Objectives**

These previous studies focused on only mobile phone usage or on phone usage plus wearable sensor data only during sleep and have not taken advantage of 24/7 multimodal phone + wearable data during wake and sleep to understand behaviors and physiology for long-term study of self-reported stress and mental health. We chose to approach this goal beginning with college students, most of whom report high stress, and some of whom are at risk of low or declining mental health [15,16]. According to the 2017 National College Health Assessment that examined data from 47,821 college students at 92 schools in the United States, more than half of the respondents said that their stress levels were higher than average, more than one-third had difficulty functioning because of depression, and two-thirds said they felt overwhelming anxiety in the last year [15]. Students’ high stress and low mental health could negatively impact their academic performance [17]. Moreover, one-tenth of the students had a plan for suicide. Suicide rate is increasing, and suicide is the second leading cause of death for college students [18]. More students are seeking help, and 34% of counseling centers have a treatment waitlist [19]. Under these conditions, development of improved tools for screening, monitoring, and intervening for self-reported stress and poor mental health through wearable sensors and mobile phones in daily life settings will be beneficial. We aim to ultimately detect stress and mental health changes before clinical interventions are required and provide personalized early warnings together with data-driven suggestions of individualized behaviors that might promote better mental health outcomes.
Our SNAPSHOTS study was designed to collect and examine rich multimodal information in participants’ everyday life using wearable sensors and mobile phones for phenotyping sleep, stress, and mental health, all of which are major health issues in modern society. This paper has three main elements. First, we introduce a methodology and tools to capture long-term, large-scale ambulatory data on physiological and behavioral characteristics using sensors installed in wearable devices and mobile phones. The dataset from the SNAPSHOTS study is one of the first large multimodal datasets that contains continuous physiology from a healthy college student population. The dataset currently includes approximately 145,000 hours of data from 201 participants at one university. Second, as real-world ambulatory data are messy, we describe tools we developed and deployed to improve the integrity and quality of the collected data and to reduce the time experimenters spend checking for and fixing errors. Third, we identify objective physiological markers and modifiable behaviors that successfully classify self-reported high or low stress and mental health and examine the separate contributions of wearable sensors and mobile phone data.

Methods

The 1-month SNAPSHOTS study is a long-term and large-scale study developed to measure Sleep, Networks, Affect, Performance, Stress, and Health using Objective Techniques. Our aim was to investigate how daily behaviors and social networks influence sleep, self-reported stress, mood, performance, and other well-being-related factors. For each of five Fall and Spring semesters starting in Fall 2013, we collected approximately 1 month of data per person from college students who were socially connected and at a single New England university. Students were only allowed to participate in the study once. There was a total of 201 participants; Fall 2013: 20, Spring 2014: 48, Fall 2014: 46, Spring 2015: 47, Fall 2015:40; ages 18 to 25 years; 129 male, 72 female; 70 freshman, 49 sophomore, 44 junior, 36 senior, and 2 unreported. The approximately 1 month of data collection was between the start of semester and midterms.

Recruitment

We intentionally recruited college students from a single academic institution who were socially connected because of our interest in how social networks affect sleep and health behaviors. Our definition of socially connected was making a call or SMS at least once a week with each other. Each semester, we recruited groups of at least 5 people who knew each other and interacted socially. We posted our study advertisement to undergraduate students’ mailing lists. Potential participants filled out screening questionnaires to determine eligibility. Our exclusion criteria were as follows: (1) non-Android phone users, (2) inability to wear wrist sensors (eg, irritated skin on wrist), (3) pregnant women, (4) travel across more than one time zone 1 week before the study or have plans to travel more than one time zone away during the study, and (5) age <18 years or >60 years. In our study, we targeted only Android phone users because other mobile phones (eg, iPhone) did not allow us to monitor phone usage as needed for this study.

Eligible participants attended information and consent sessions. For each session, we invited approximately 15 participants and explained in detail the study and tasks that participants would perform during the study. After participants gave written informed consent, they completed prestudy questionnaires, started wearing devices, and installed an Android app (described below) on their phone. The study obtained a National Institutes of Health Certificate of Confidentiality so that potentially sensitive information such as drug or alcohol use provided by the participants could not be revealed for legal purposes; this was important protection for the students as the daily diary included requests for such information.

The participants received financial compensation at the end of the study; the amount depended on the number of days they completed diaries, wore the sensors, and completed other protocol tasks.

Study protocols were approved by the Massachusetts Institute of Technology and Partners HealthCare Institutional Review Boards. The study was registered on clinicaltrials.gov (NCT02846077).

Data Collection

All data were deidentified before analysis, although location information could potentially be used to reidentify people. Phone numbers, email addresses, and actual names from the social network surveys were hashed.

Start of the Study Questionnaires

At the start of the study, participants completed the Morningness-Eveningness Questionnaire [20], the Pittsburgh Sleep Quality Index [21], the Myers Brigg Personality test, the Big Five Inventory Personality Test [22], the PSS [23], the 12-Item Short Form Health Survey (SF-12) for physical and mental component summary (MCS) scores [24], and a set of social network surveys assessing with whom participants spent their time to help map their social networks. We also collected age, sex, academic major, and living situation (eg, dorm name and whether single or multiple occupancy room) information.

Ambulatory Monitoring

Wearable Sensors

Participants wore two sensors on their wrists: a Q-sensor (Affectiva, Boston, MA, United States) to measure SC, skin temperature (ST), three-axis acceleration (ACC) on their dominant wrist and a Motion Logger (AMI, Ardsley, NY, United States) on their nondominant wrist to measure acceleration and ambient light data. ACC can be used to estimate activity levels and sleep or wake patterns. SC reflects autonomic arousal during the day, providing a stress index during wakefulness; SC increases during sleep are highly likely to occur in either non-rapid eye movement (non-REM) stage 2 sleep or slow-wave sleep (SWS) [25]. The sensor data were logged into the flash memory of the sensors. Participants were instructed to remove sensors only in instances when the sensor could become wet or risked being broken.
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Mobile Phone App
We wrote a custom Android phone app based on funf [26] that monitored location, receivers, senders, and timings of calls and SMS text messages, screen on or off timings, and phone app usage. No content of emails, calls, or SMS text messages was recorded. Phone usage was measured for two main reasons. First, phone usage and location data give clues to social interactions. The timing of calls, SMS, and screen on provide an estimate of how often participants interact with their phone during the day and the night, whereas the number of calls, SMS, and the number of people they interact with helps quantify their social interaction. Second, lighting from the interaction with mobile phones or emailing late at night could disturb the biological circadian clock and increase alertness, both of which can influence sleep patterns [27,28]. We asked our participants not to use third-party messaging apps, if possible, during the study for the last two cohorts.

Twice-Daily Electronic Diaries
Participants completed electronic diaries (e-diaries): upon awakening and at bedtime each day. These diaries contained questions about sleep and wake times; naps; exercise; academic and extracurricular activity times; social interactions; caffeine, alcohol, and drug intake; overall health condition; sleep; mood; and self-reported stress (Figure 1). Participants received emails that included a URL to the morning and evening diaries. They could complete the diaries using computers, tablets, or mobile phones.

Figure 1. An example evening e-diary. For some questions, if yes is chosen, additional questions are presented.
Poststudy Questionnaires and Other Measurements
At the end of the month of intensive data collection:

1. Academic performance as measured by grade point average was self-reported by each participant for the semester previous to the study and the current study semester.
2. Email usage during the experiment (ie, to, from, cc, and time stamps) was collected through the Massachusetts Institute of Technology (MIT) website Immersion [29].
3. On the basis of their phone call, SMS, and email usage objectively measured during the experiment, participants were asked to self-report whether they had positive or neutral or negative interactions with each frequent contact as a whole over the month. Participants also indicated to which category each frequent contact belonged to (ie, family, social, work, others).
4. The PSS, the SF-12, the set of social network surveys, and the State-Trait Anxiety Index [30] were completed.

Data Preprocessing
Ambulatory data measured with wearable sensors, mobile phones, and surveys tend to be noisy. Examples include (1) AM vs PM errors when participants complete survey items about their sleep and activity times; (2) participants forgetting to charge or wear sensors; (3) sensors breaking or the signals becoming noisy; and (4) mobile phone connectivity, hardware sensor functionality, and mobile software updates, which can break and interfere with data integrity. To address these issues, various techniques have been applied, such as data cleaning before data analysis [31]; data quality evaluation [32], detecting faulty data, noise reduction [33], and interpolating faulty or missing values [34,35]. To reduce the occurrence or impact of these issues, additional approaches can be used during ambulatory data collection. For example, during the study, an e-diary system can notify participants about potential inaccurate answers before they submit their answers, and a study investigator can check data quality of incoming data and provide feedback to the participants. For this study, we developed tools for improving the quality of the collected data and for supporting more efficient human checking and correcting of the phone, sensor, and e-diary data.

Preprocessing Twice-Daily Electronic Diaries
We collected a total of 6077 days of e-diary data. In the first year of the SNAPSHOT study, we set up an e-diary system that automatically sent surveys to our participants every morning and evening and then sent reminders if the participants did not complete the surveys within 12 hours. We implemented logic check functions on the system that prompted users to revise their answers if certain types of errors or missing answers were detected (eg, if two activity events overlapped, or if their reported wake time was earlier than their reported bedtime). During this first year, study investigators manually checked participants’ answers every 1 to 2 days and emailed them to revise their answers when errors were found.

In year 2 of the study, we installed raster plots that visualize participants’ activities over time (Figure 2). These raster plots were displayed to participants after they submitted their answers, allowing users to visually confirm their responses and return to their survey to correct any errors. These raster plots reduced about half of the daily diary errors. The raster plots also reduced the total average time taken to preprocess 1 month of a participant’s e-diary data by 53%: from 145 min (year 1) to 68 min (year 2).

Finally, in year 3, we created and installed an administrative module that includes three components to further improve data validity: a calendar view, interactive checking system, and a summary view. Every day, a study investigator logged into the diary system and saw the calendar view (Multimedia Appendix 1) that showed the number of participants in the study, the number of participants whose morning and evening diaries were checked, the number of unchecked diaries, the number of diaries that needed to be rechecked, and participants’ comments. The interactive checking system automatically flagged missing answers in the e-diary and allowed the study investigator to check daily diaries just by flagging sections of the e-diary as error (Figure 3). Emails were automatically sent to participants if there were errors or missing answers. The summary view (Multimedia Appendix 2) showed the daily diary status for each participant in different colors (eg, green-acceptable, red-missing, and pink-error). These plots enabled the study investigator to understand which participants had filled out the daily surveys and which participants they needed to contact (eg, if there were repeated errors or missing entries in the diaries). This module further reduced the total average time taken to preprocess 1 month of a participant’s e-diary data from 68 min (year 2) to 45 min (year 3). The combined changes in raster plots and the administrative modules reduced the total average time taken to clean 1 month of one participant’s e-diary data by 69%: from 145 min (year 1) to 45 min (year 3). Overall, participants’ daily diary completion rates ranged between 92% and 97% with no significant differences across semesters.

Preprocessing Sensor or Mobile Phone Data
Every week, a study investigator had a face-to-face meeting with each participant to download sensor data and to check if sensors were working correctly, if the participants were wearing them properly, and if sensor electrodes needed replacement. We developed scripts to download the data from sensors and check sensor readings automatically for quality using a previously developed and tested automated classifier [36]. This classifier separated clean epochs and noisy epochs of SC data for further analysis.

We collected 6309 days of Q-sensor data for a total of 125,413 hours. We computed how much data were within a typical range: for SC, 83% were within the range of 0.01 to 30 microS [37-39], and for ST, 99.7% were within the range of 20 to 42 degrees Celsius [40]. In addition, 92% of the collected SC data were classified as clean data using an artifact detection algorithm [36]. Thus, among the collected SC data, 80% of the data were used for further analysis.

Mobile phone data were sent automatically to a server by the custom funf-based app. On the server, another set of scripts that we wrote checked the data quality every day and sent notification to a participant if a problem was found in their data (eg, not receiving phone data for a day). Phone data were collected on 85% of the days.
Identifying Risk Factors, Objective Biomarkers, and Modifiable Behavioral Features Related to Stress and Mental Health

We defined high stress and low stress groups based on their poststudy PSS scores (Figure 4). PSS scores range from 0 to 40; higher scores indicate higher perceived stress. A PSS score of 14.2 is the average for the age group of 18 to 29 years, and a score over 16 is considered as high stress and of high health concern [23]. Our participants’ average PSS score was 17.1. We used the value of PSS ≥16 to construct the high stress group (N=109, top 57.7% [109/189]) and PSS <16 for the low stress group (N=80, bottom 42.3% [80/189]). Because we originally had an unbalanced set of data for high stress and for low stress, we first reduced the size of the high stress group by the method of random sampling of its data to equalize the size of the high and low stress classes at N=80. Thus, the prior probabilities on both classes were made to be 0.5, so that a random classifier would be expected to attain accuracy of 50%.

We defined high mental health and low mental health groups based on their poststudy MCS from the SF-12 (Figure 4). For the MCS, a value ≥50 is considered good mental health [41,42], and 11.8% (23/195) of our population scored ≥50. We therefore extracted the top and bottom 12% to form the two groups: high mental health group (MCS ≥50, top 11.8% [23/195], N=23) and low mental health group (MCS ≤29.4, bottom 12.3% [24/195], N=24). Thus, the data in the high and low mental health groups were balanced so that the prior probability of either group would be 0.5, with a random classifier expected to have an accuracy of 50%.

Feature Extraction

To quantify the relative importance of the many measures, we compared the classification performance using the following separate categories of features: (1) Big Five personality + gender, (2) wearable sensors (eg, ST, SC, and ACC), (3) mobile phone (eg, call, SMS, screen on, and location), and (4) objective features (combining wearable sensors and mobile phone metrics). We also separately defined (5) modifiable behaviors as features that can potentially be controlled by participants, such as sleep and activity timing and phone usage; these are important features to measure for future behavioral interventions (Table 1). Note that some features such as phone features and ACC feature are found in more than one of the five categories.

SC was processed first using low-pass filtering (cutoff frequency 0.4 Hz, 32nd order finite impulse response filter). Because there are individual differences in SC amplitude, we extracted features from both unnormalized and normalized SC data based on the maximum and minimum amplitude of each day within each individual. To detect SC peaks, we obtained the first derivative of the low-pass-filtered non-normalized SC data and then determined where the slope exceeded a value of 0.02 µS per second [43]. We detected SC peaks based on those that exceeded this threshold and counted the number of peaks in each 30-second epoch.
Figure 3. Interactive diary check system. The left panel shows a participant’s answers. The right panel shows if there are any detected errors or missing entries and enables adding comments. After the study investigator clicked the Save button, the system sent an email to a participant about any missing or erroneous entries if appropriate.
We used four different times of interest for analyses: day (9 AM-6 PM), night (6 PM-0 AM), late night (0 AM-3 AM), and sleep time (estimated for each individual from actigraphy and daily sleep diaries) as physiological responses, such as SC and ACC during daytime and sleep time have different meanings [44] and late night phone and exercise activities could relate to self-reported stress and mental health [45].

Bedtime and sleep regularity were calculated from the daily sleep diaries, and sleep duration and sleep efficiency were estimated from actigraphy with help of the daily sleep diaries. Sleep regularity was computed because a relationship between irregular sleep and low mental health was found in a previous study using this index [46]. The Sleep Regularity Index (SRI; Figure 5) captures the probability of an individual being in the same state (asleep vs awake) at any two time points 24 hours apart with 1 minute resolution, averaged across the entire study [47], where $s(t)=1$ during wake and $s(t)=-1$ during sleep for each minute. Assume data are collected for $[0, T]$ with $T=\text{total number of hours of data}$ and $\tau=24$ hours.

In practice, individuals will only display sleep patterns that range between an SRI of 0 (random) and 100 (periodic: an individual who sleeps and wakes at exactly the same times each day). Values less than 0 are theoretically possible (eg, alternating 24 h of sleep and 24 h of wake) but very unlikely to be observed.

Phone usage and location data can provide information on sociability. We computed the timing and the number of calls, SMS, and screen on, which provide an estimate of how often participants interact with their phone during the day and the night. Previous studies showed the relationships between long phone usage duration and high stress [45] and long and frequent phone usage and severe depressive symptoms [8]. We also computed the number of people each participant interacted with over calls and SMS to help quantify their social interaction. For mobility features, we computed the distance and radius based on locations to which our participants travelled as these features were shown to be important in previous studies [8,48]. Additionally, because our population spent most of their time on campus or at their residence, we computed whether the day’s mobility pattern varied from the typical routine based on a Gaussian mixture model trained for each participant’s 1-month mobility patterns [49].

Classification

For classifying high or low stress groups and high or low mental health groups, we compared the methods of least absolute shrinkage and selection operator (LASSO), support vector machine (SVM) with linear kernel classifier, and SVM with radial basis function (RBF) kernel classifier; these algorithms were used in previous related work [8,10]. LASSO is a logistic regression that performs regularization and feature selection by minimizing the least squares objective function with an L1 penalty [50].
Table 1. List of features.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Personality types, gender, diary, sensor, and phone features</td>
</tr>
<tr>
<td>Big Five personality types, gender (6 features)</td>
<td>Openness, conscientiousness, extraversion, agreeableness, neuroticism, gender</td>
</tr>
<tr>
<td>Sensors (17 features x 4 time frames x 3=204 features)</td>
<td>Mean, median, SD of 0 AM-3 AM, sleep, 9 AM-6 PM, 6 PM-0 AM for SC(^a), ACC(^b), and ST(^c)</td>
</tr>
<tr>
<td></td>
<td>Skin conductance: Area under the curve for 30 s epochs, max, mean, median, and SD of amplitude; mean, median and SD of peaks for 30 s epochs; mean, median, and SD of normalized amplitude</td>
</tr>
<tr>
<td></td>
<td>Acceleration: total # of zero crossing for 30 s epochs</td>
</tr>
<tr>
<td></td>
<td>Skin temperature: max, min, mean, median, and SD of temperature</td>
</tr>
<tr>
<td>Phone (25 features (call, SMS(^d), screen) x 3 time frames x 3 + 4 features (mobility) x 3 features=237 features)</td>
<td>Mean, median, SD of 0 AM-24 AM, 0 AM-3 AM, 6 PM-0 AM for call, SMS, and screen (not mobility)</td>
</tr>
<tr>
<td></td>
<td>Call: Mean, median, and SD of duration and time stamp of calls per day; total duration per day, total number per day, and number of unique people per day</td>
</tr>
<tr>
<td></td>
<td>SMS: Mean, median, and SD of duration and time stamp of SMS per day; total number per day and number of unique people per day</td>
</tr>
<tr>
<td></td>
<td>Screen: Mean, median, and SD of screen-on duration and screen-on time stamp per day; total duration per day and total number of on or off per day</td>
</tr>
<tr>
<td></td>
<td>Mobility: Total distance per day, 5-min distance, radius per day, and log likelihood of each day</td>
</tr>
<tr>
<td>Objective (441 features)</td>
<td>Phone and sensor features (see above)</td>
</tr>
<tr>
<td>Modifiable behaviors (296 features)</td>
<td>Sleep Regularity Index</td>
</tr>
<tr>
<td></td>
<td>Mean, median, and SD of bedtime and sleep duration</td>
</tr>
<tr>
<td></td>
<td>Diary features (see below)</td>
</tr>
<tr>
<td></td>
<td>ACC total # of zero crossing for 30 s epochs</td>
</tr>
<tr>
<td></td>
<td>Phone features (see above)</td>
</tr>
<tr>
<td>Diary (17 x 3=51 features)</td>
<td>Mean, median, SD of sleep or no sleep (pulled an all-nighter; binary valued), pre sleep electronic media interaction (emails, calls, SMS, Skype, chat, and online games; binary valued), pre sleep personal interaction(binary valued), # of naps, nap duration, # of academic activities per day, total academic duration, study duration, # of extracurricular activities, total extracurricular activities, # of exercise, exercise duration, # of caffeinated drink intake, memorable positive interaction(binary valued), somewhat negative interaction (binary valued), very negative interaction(binary valued), last caffeine intake time</td>
</tr>
<tr>
<td>Sleep (1 + 3 x 8=25 features)</td>
<td>Sleep Regularity Index</td>
</tr>
<tr>
<td></td>
<td>Mean, median, and SD of bedtime, sleep duration, sleep efficiency, sleep or no sleep (pulled an all-nighter; binary valued), pre sleep electronic media interaction (emails, calls, SMS, Skype, chat, and online games; binary valued), pre sleep personal interaction (binary valued), # of naps and nap duration</td>
</tr>
</tbody>
</table>

\(^a\)SC: skin conductance.  
\(^b\)ACC: acceleration.  
\(^c\)ST: skin temperature.  
\(^d\)SMS: short message service.
For training and testing models, we used nested-cross validation. To evaluate model performance, we applied leave-one-cohort-out: training a model with all except one semester cohort’s data and testing the model against the left-out cohort’s data, repeating this process for the total number of cohorts (ie, 5 times). First we (1) split the data into two datasets: a training set made up of four cohorts and a test set made up of one cohort. We then left the test set out until step (5) or (8) below.

For training the SVM models, we applied sequential forward feature selection to the training data to reduce overfitting and find the best combinations. (2) We applied a t test to each feature of the training datasets and selected 100 features with the lowest P values for finding features to separate two groups effectively then (3) applied sequential forward feature selection [51]: applied an SVM RBF classifier with 10-fold cross validation to find the best up to five combinations from these 100 features and optimized hyperparameters (C for SVM linear and C and gamma for SVM RBF). Then, (4) we trained the SVM linear or RBF models with the selected features of the training data, (5) tested the models against the test data, and (6) repeated this process (1-6) five times.

For LASSO, (7) the penalization parameter was determined with the training data by 10-fold cross validation and (8) the trained model was tested using the test data. This process (1, 7, and 8) was repeated five times.
We computed overall accuracy and F1 scores by concatenating the five-cohort predicted output to compare the performance of the models to reduce the bias from splitting [52]. We computed 95% confidence levels using adjusted Wald test [53]. The F1 score is a measure of performance computed using precision (also known as positive predictive value) and recall (also known as sensitivity) as described in Equation 1, where precision is the number of correct positive results divided by the number of all positive results, and recall is the number of correct positive results divided by the number of positive results that should have been returned.

\[ F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]

We also computed the performance of all models using features based on data from the entire 1-month study period with that using features based only on the data from the week before the PSS and MCS surveys were completed.

We applied t-tests or Mann-Whitney U-tests (for non-Gaussian distributions) to examine if the means of the features were statistically different between the high or low PSS groups or the high or low MCS groups. We adjusted for the multiple comparisons using false discovery rate (FDR).

**Results**

**Relationships Among Prestudy and Poststudy Perceived Stress Scores and Mental Component Summary**

There were no differences in the poststudy PSS or MCS among the five cohorts; one-way analysis of variance (\(P=.20, F=1.50\)). Students’ poststudy scores (both PSS and MCS) were highly correlated with pretest scores (\(r=.59, .60\), Pearson correlation). Poststudy PSS scores statistically increased (mean pretest PSS: 15.0, poststudy PSS: 17.1, paired \(t\) test, \(P<.001\)) and MCS scores decreased compared with the pretest scores (mean pretest MCS: 44.4, poststudy MCS: 40.4, Wilcoxon signed rank test, \(P<.001\)). Thus, the students reported worsening stress and mental health over the 1 month of measurement.

The poststudy PSS was inversely correlated with the poststudy MCS (\(r=-.71\), Pearson correlation; Multimedia Appendix 3): (1) 83% (19/23) of the students in the high MCS group belonged to the low PSS group and (2) 88% (21/24) of the students in the low MCS group belonged to the high PSS group. The low MCS group had higher PSS scores than the rest of the students in the high PSS group: low MCS group’s average PSS score was 25.2, whereas the rest in the high PSS group’s average PSS score was 20.7 (\(P<.001\)).

**Stress and Mental Health Classification**

Overall, we found SVM models with the RBF kernel worked better than LASSO and linear SVM models using RBF kernels for all of the metrics (Figures 6 and 7; see Multimedia Appendix 4 for accuracy and F1 scores and Multimedia Appendix 5 and 6 for F1 scores for all results). SVM with the RBF kernel can model more complex decision boundaries. Sensor features showed higher performance than phone features both for PSS and MCS.

We also compared the performance of the SVM RBF models using features from only the last week of the 1-month period to using the features from the entire month. Overall, the performances with the 1 month of features were better (classification accuracy improved by 1-16%) than those using just the last week of features, except in the case of the SVM models using all features.

The accuracy for PSS classification was highest when using all features (82%), followed by when using features from only sensors (78%), only behaviors (74%), only the Big Five (71%), or only objective data (70%). The same rank ordering also held when comparing F1 scores. For MCS, sensor features and objective features showed the highest accuracy (87%), followed by Big Five (85%), behaviors (79%), and all (77%). The ranking of the F1 scores was similar except for all features had a slightly higher F1 than behaviors. The means and SD of the accuracy and F1 scores from leave-one-cohort-out cross validation are presented in Multimedia Appendix 7.

We also tested different cutoffs: (1) instead of PSS cutoffs ≥16 for high and <16 for low stress, we used PSS ≥14 for high stress group and PSS <14 for low stress, as (as noted above) 14.2 is the reported average for people aged 18 to 29 years [23] and (2) instead of extreme MCS cutoffs (top and bottom 12%), we used MCS ≥median (42.05) for high mental health group and MCS ≤median for low mental health group. This was done to test if the rankings of performances were sensitive to the exact cutoff values. Sensor and modifiable behavior features worked best with both cutoff values (Multimedia Appendices 8 and 9). Compared with the extreme MCS cutoffs, the median cutoff showed much lower classification performance (the accuracy decreased by 21 to 6%).

We summarize the features most commonly selected by the algorithms as useful for high or low PSS detection (Figure 8) and high or low MCS detection (Figure 9) using the full 1 month of data. Percentages indicate the percent time these features are selected across 10-fold cross validation over five cohorts and five feature modalities (all, Big Five + gender, sensor, phone, objective and modifiable behavior features).

For PSS classification for self-reported stress, neuroticism and conscientiousness were the most often selected features (90% and 70% of the models, respectively). The high PSS group had higher neuroticism (\(q\) [which is the FDR-adjusted \(P\) value]=.0004). The high stress group had a larger extracurricular activity duration SD (\(q=.04\)).

In the MCS classification for self-reported mental health, the low MCS group showed higher neuroticism (\(q<.001\)) and lower conscientiousness (\(q=.04\)) than the high MCS group. The low MCS group had naps more frequently (40%; \(q=.04\)). In the MCS classification models using only the last week of data, the low MCS group showed a lower probability of interacting with electronic media (eg, emails, calls, SMS, Skype, chat, and online games) before sleep (30%; \(q=.004\)) and lower SD of the number of SC peaks during the time frame of 0 AM to 3 AM (20%; \(q=.03\)), as well as higher neuroticism (\(q<.001\)).
The percentages of time each feature was selected for each fold of leave-one-cohort cross validation are presented in Multimedia Appendices 10 and 11.

We also tried building models only with sleep features (eg, features in the sleep category and some sleep related features in the survey category). We obtained 72% and 65% accuracy for classifying high or low PSS and high or low MCS. Mean nap duration was the most common feature used for the PSS models (80% of the models), followed by median bed time and the frequency of pulling all-nighters (60%). The frequency of pulling all-nighters (100% of the models), mean number of naps, sleep duration, and sleep efficiency (60%) were commonly selected features by the MCS classification models. Average sleep duration was not significantly different statistically in the high vs low PSS groups or in the high vs low MCS groups (high PSS: 6 hours 42 min vs low PSS: 6 hours 51 min [P=.09], high MCS: 6 hours 40 min, low MCS: 6 hours 34 min [P=.72]). Instead, the low MCS group’s more frequent napping was one of the most discriminating features.

Figure 6. High or low Perceived Stress Scale (PSS) classification results. Top: comparison of performance using 1 month of data with three machine learning algorithms. Bottom: comparison of performance using 1 month of data vs only the last week of data with support vector machine radial basis function (SVM RBF). Accuracy scores for Big Five + Gender data are not shown in the bottom graph because these data are collected only once. Error bars indicate the 95% CIs based on adjusted Wald test.
Figure 7. As in Figure 6 with high or low mental component summary score classification results, accuracy scores for Big Five + Gender data are not shown in the bottom graph because these data are collected only once. Error bars indicate the 95% CIs based on adjusted Wald test.
Figure 8. Percentage of time each feature was selected across 10-cross-validation for high or low Perceived Stress Scale (PSS) classification models with 1 month of data.
Discussion

Principal Findings

In this paper, we developed novel tools to collect and process objective physiological and behavioral measures using online diaries, wearable sensors, and mobile phones. We aimed to investigate how accurately these measures could identify conditions of self-reported high stress and poor mental health and features most accurate in identifying these conditions.

Physiological sensor, phone, and mobility features were the best predictors for distinguishing self-reported high or low stress and mental health. Wearable sensor features, including SC and ST, reached 79% accuracy for classifying high or low stress groups and 87% accuracy for classifying high or low mental health groups. Modifiable behaviors, including number of naps, studying duration, phone calls (number, time stamp and duration of calls), mobility patterns, and phone-screen-on time, reached 74% accuracy for high or low stress group classification and 78% accuracy for high or low mental health group classification.

Comparison With Prior Work and Interpretations of Our Results

Our analysis showed that relatively high accuracy and F1 scores can be achieved using the leave-one-semester-cohort-out testing of the machine learning classifier for high or low stress groups.
measured by PSS and high or low mental health measured by MCS. Of all the features tested, the sensor features resulted in approximately 14% higher classification accuracies in both PSS and MCS than the phone features. In particular, SC responses during the time frame of 9 AM to 6 PM were one of the best predictors for PSS. SC has been considered as a biomarker for stress [44] because SC quantifies eccrine sweat activity that is controlled by only sympathetic nervous activity. These findings (1) are among the first to show the potential contribution of SC in stress detection using a wrist wearable sensor in a 24/7 daily life setting and (2) agree with previous findings that use a conventional finger SC sensor or a wearable SC sensor in settings where a person is seated, eg, driving a car. For example, Healey et al measured SC, heart rate, HRV, respiration, and electromyogram in Boston drivers and reported that SC was the most associated with stress [54]. Additionally, Hernandez et al discriminated stressful and nonstressful calls at a call center environment using SC features with 78% accuracy [55], and Setz et al automatically classified SC responses from cognitive load and stress with accuracy higher than 80% [56].

As we examined more closely which sensor features were most discriminative, we found that SC responses during the time frame of 0 AM to 3 AM and during sleep were predictors for separating high and low self-reported mental health. Some studies have shown that finger-based SC are reduced for patients with depression measured in a short-term lab study [57-59]. One possible explanation of how low SC responses during sleep could be related to MCS scores is that there is a decrease in SWS in depression [60] and other psychiatric disorders [61], and the largest SC responses during sleep are likely to occur during non-REM stage 2 and SWS [25]. Note that in our data, (1) 0 AM to 3 AM could include both awake and asleep conditions, and if it included sleep, we would expect it to include more SWS being at the start of the night for this cohort; (2) our low mental score groups are based on self-report; and (3) we do not know if any of our participants had clinically defined depression or other psychiatric disorders as that information was not gathered as part of this study.

We found that ST features were also predictors for PSS and MCS. A previous study has shown that acute stress does reduce distal finger ST but does not statistically significantly reduce wrist ST in a laboratory stress test setting [62]. Furthermore, another study showed that ST is one of the strongest discriminants to distinguish sleep and wake states [63]. Another study showed that patients with depression have less rhythmicity in ST [64], which would also be consistent with less regular sleep in depression. To our knowledge, this paper is the first to report that ambulatory wrist ST features are related to self-reported stress.

For phone features, our results showed phone usage time stamp and duration can be predictors for PSS and MCS. These results are consistent with several previous studies. People with a PHQ-9 score higher than 5 showed longer phone usage and higher phone usage frequency than those with a PHQ-9 score lower than 5 in a 2-week study with mobile phones [8]. A questionnaire-based study also showed a relationship between high mobile phone usage, stress, and symptoms of depression [45].

Mobility, specifically travel distance per day and SD of the distance traveled as measured by phone geolocation data, is a predictor both for self-reported stress and mental health. This result agrees with one study [8] reporting that normalized mobility entropy (distribution of frequency of visiting different places) and location variance were negatively correlated with depression symptoms and another study reporting that mobility patterns were highly related to stress level [13]. The relationship between reduced activity levels and mobility patterns and high stress and low mental health has been studied [48,65]. These behavioral markers could be an objective index for monitoring self-reported low mental health. It is possible that encouraging people to move more could be an effective intervention to reduce stress and improve mental health.

Consistent with previous studies [7,13,14], personality types were one of the most influential and statistically significant factors for self-reported stress and mental health in this college population. In the Big Five Inventory Personality Test categories, neuroticism was a predictor of stress [66]. The combination of low extraversion and low conscientiousness or low agreeableness contributed to the high stress group; these directions of the associations in our analysis were consistent with prior work [67]. High neuroticism and low extraversion have previously been associated with low MCS [68].

There is a known association between sleep deficiency and mental health status (eg, [61]). Our results, however, did not show that sleep duration was a strong discriminant feature for self-reported stress and mental health.

**Limitations**

There are multiple limitations of this study:

1. Selection of a feature as discriminating between two categories does not mean it is an important feature or causative of that behavior.
2. These results do not tell us the causality (eg, does a student sleep later and less regularly because of higher stress or have higher stress because of later or more irregular sleep?).
3. Our participants were limited to Android phone users because we wanted to log detailed phone usage, which is not allowed by other phone systems such as iPhone. As about half of the undergraduate students were Android users on the campus, a selection bias might exist. A previous study showed slight differences in personality types and economic status between iPhone users and Android users [69].
4. A total of 64% of our study population were male participants. It has been reported that females report higher perceived stress levels and more depressive symptoms [70-73], and there are gender differences in psychological and biological stress responses [74]. In our dataset, the ratios of female participants in the high or low PSS and MCS groups were 45% and 20% (high and low PSS) and 22% and 54% (high and low MCS). Modeling stress and mental health differently in males and females might help understand the mechanism. Gender was included as a potential feature in our models and was not selected frequently.

http://www.jmir.org/2018/6/e210/
5. Our data come from college students at one New England university over 4 years. The work needs to be applied to other populations to determine generalizability.

6. Our data come from socially connected student groups. We might observe some statistically coherent behaviors in our dataset because of these connections.

**Future Work**

These new tools and methods can allow multimodal data in daily life to be captured more continuously, with greater accuracy and integrity of the data, and for long-term and at great scale. We are planning to collect a larger amount of data for an even longer time to study long-term behaviors and physiological responses and build predictive models. To do this, we need to build a new system for consenting people in remote locations, fully automate checking their measurement status and data accuracy automatically, and let the participants know about errors so they can fix them to keep study compliance and data accuracy high.

We will continue our data analysis for understanding behaviors, physiological responses, and traits that impact health and well-being. One of our hypotheses is that health-related behaviors will be contagious within social networks and that social network data we obtained from call, SMS, and email data could capture the social contagion quantitatively instead of requiring self-report to capture it. We are also interested in studying how phone usage influences sleep and health and how we can predict stress and mental health using previous behaviors and physiology.
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**Multimedia Appendix 1**

Calendar view. For each day, the investigator can see how many participants are in the study, how many surveys have been verified, how many need to be re-examined, and participant comments.
Multimedia Appendix 2
Summary view. The investigator can see the daily diary status for each participant in different colors: green: acceptable; red: missing; pink: error; red/white slash: missing but participants still have time to complete the diary.
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Multimedia Appendix 3
The relationship between poststudy Perceived Stress Scale (PSS) and poststudy Mental Component Score (MCS) for each participant (blue circle). Chosen cutoffs for high and low PSS and high and low MCS are indicated.
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Multimedia Appendix 4
Performance of PSS and MCS classification models with 1 month or last week of data.
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Multimedia Appendix 5
High or low Perceived Stress Scale (PSS) classification results. Top: Comparison of F1 scores for PSS classification with three machine learning algorithms (LASSO, SVM linear, and SVM RBF) on 1 month of different types of data (All, Big Five + Gender, Sensor, Phone, Objective, Behaviors). Bottom: Comparison of F1 scores with SVM RBF machine learning algorithm on 1 month of data versus on only the last week of the same data types. Accuracy scores for Big Five + Gender data are not shown in the bottom graph because these data are collected only once.
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Multimedia Appendix 6
High or low Mental Component Score (MCS) classification results. Top: Comparison of F1 scores for MCS classification with three machine learning algorithms (LASSO, SVM linear, and SVM RBF) on 1 month of different types of data (All, Big Five + Gender, Sensor, Phone, Objective, Behaviors). Bottom: Comparison of F1 scores with SVM RBF machine learning algorithm on 1 month of data versus on only the last week of the same data types. Accuracy scores for Big Five + Gender data are not shown in the bottom graph because these data are collected only once.
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Multimedia Appendix 7
Mean and SD of accuracy and F1 scores from leave-one-cohort-out PSS and MCS classification models with 1 month of data and SVM RBF.
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Multimedia Appendix 8
High or low Perceived Stress Scale (PSS) and Mental Component Score (MCS) classification results. Comparison of F1 for PSS and MCS classification scores with SVM RBF and 1 month of different types of data (All, Big Five + Gender, Sensor, Phone, Objective, Behaviors). Cutoff: 14 (the average in the 18-29 years age group) for PSS and 42.05 (median) for MCS.
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Multimedia Appendix 9
Performance of PSS and MCS classification models with 1 month of data and SVM RBF. PSS cutoff: 14 (the average in the 18-29 years age group) and MCS cutoff: 42.05 (median).
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Multimedia Appendix 10
Percentages of the number of times each feature was selected for each fold of leave-one-cohort-out cross validation for 1-month PSS models.
Multimedia Appendix 11

Percentages of the number of times each feature was selected for each fold of leave-one-cohort-out cross validation for 1-month MCS models.
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AC: acceleration
E-diary: electronic diary
FDR: false discovery rate
HRV: heart rate variability
LASSO: least absolute shrinkage and selection operator
MCS: mental component summary
MIT: Massachusetts Institute of Technology
PHQ-9: patient health questionnaire-9
PSS: perceived stress scores
RBF: radial basis function
REM: rapid eye movement
SC: skin conductance
SF-12: 12-Item Short Form Health Survey
SMS: short message service
SRI: Sleep Regularity Index
ST: skin temperature
SVM: support vector machine
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Abstract

Background: Prevalent co-occurring poor diet and physical inactivity convey chronic disease risk to the population. Large magnitude behavior change can improve behaviors to recommended levels, but multiple behavior change interventions produce small, poorly maintained effects.

Objective: The Make Better Choices 2 trial tested whether a multicomponent intervention integrating mHealth, modest incentives, and remote coaching could sustainably improve diet and activity.

Methods: Between 2012 and 2014, the 9-month randomized controlled trial enrolled 212 Chicago area adults with low fruit and vegetable and high saturated fat intakes, low moderate to vigorous physical activity (MVPA) and high sedentary leisure screen time. Participants were recruited by advertisements to an open-access website, screened, and randomly assigned to either of two active interventions targeting MVPA simultaneously with, or sequentially after other diet and activity targets (N=84 per intervention) or a stress and sleep contact control intervention (N=44). They used a smartphone app and accelerometer to track targeted behaviors and received personalized remote coaching from trained paraprofessionals. Perfect behavioral adherence was rewarded with an incentive of US $5 per week for 12 weeks. Diet and activity behaviors were measured at baseline, 3, 6, and 9 months; primary outcome was 9-month diet and activity composite improvement.

Results: Both simultaneous and sequential interventions produced large, sustained improvements exceeding control (P<.001), and brought all diet and activity behaviors to guideline levels. At 9 months, the interventions increased fruits and vegetables by 6.5 servings per day (95% CI 6.1-6.8), increased MVPA by 24.7 minutes per day (95% CI 20.0-29.5), decreased sedentary leisure by 170.5 minutes per day (95% CI –183.5 to –157.5), and decreased saturated fat intake by 3.6% (95% CI –4.1 to –3.1). Retention through 9-month follow-up was 82.1%. Self-monitoring decreased from 96.3% of days at baseline to 72.3% at 3 months, 63.5% at 6 months, and 54.6% at 9 months (P<.001). Neither attrition nor decline in self-monitoring differed across intervention groups.

Conclusions: Multicomponent mHealth diet and activity intervention involving connected coaching and modest initial performance incentives holds potential to reduce chronic disease risk.


doi:10.2196/10528

(J Med Internet Res 2018;20(6):e10528)
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Introduction
Public health advocates have long endorsed an approach that prioritizes achieving small risk reductions for most of the population over large improvements for the minority of the population who are at high risk [1-5]. A middle-road between the population and high-risk approaches is emerging from the realization that much of the population lacking biologic cardiometabolic risk factors is not truly at low risk [6,7]; instead, they manifest equally impactful behavioral risk factors that warrant targeting for primordial prevention of disease [8-12].

The average adult reports at least two chronic disease risk behaviors; 25% report three or more; and the magnitude of behavior change needed to bring each risk factor into compliance with public health guidance is typically large [13-16]. Unhealthy diet and activity behaviors are the most prevalent lifestyle risks. Fewer than 15% of US adults eat five or more servings of fruits and vegetables daily; median intake is about half that amount [17]. Only 29% meet dietary guidelines to consume less than 10% calories from saturated fats [18-20]. Half fall short of public health recommendations for moderate to vigorous physical activity (MVPA) [21,22], and more than 50% exceed two hours per day watching television [21,23]. These four behaviors associate separately with heightened risk of cardiovascular disease and cancers, and link with others that predict premature mortality [9,10,24-30].

To date, the diet and activity changes produced by most multiple behavior change interventions have been small and poorly maintained. Conversely, when interventions have produced large initial behavior changes, long term effectiveness has been greater. However, skepticism persists about whether individuals without disease can be motivated to make and maintain large behavioral changes. We hypothesize that community dwelling adults with multiple diet and activity risk behaviors could be activated to achieve and maintain guideline levels of these behaviors by a scalable, multicomponent intervention that integrates mHealth technology, modest incentives, and remote connected coaching.

Inclusion of intervention components was guided by three principles—effectiveness, scalability, and synergy. Telephone coaching was used because the approach has demonstrated effectiveness and greater reach than in-person counseling [31,32]. On the other hand, although remote coaching is more scalable than in-person treatment, it produces smaller behavior changes [32]. Because larger magnitude behavior changes are maintained better [33], modest incentives were used that would maximize initial behavior changes [34,35]. In a prior study, we observed that incentives motivated participants to make changes of greater magnitude than they thought they could accomplish, and after being successful, most tried to maintain gains [36]. A smartphone app and accelerometer were used to provide diet and physical activity feedback synchronously to participants and their coaches, enabling connected, maximally personalized, adaptive coaching.

The Make Better Choices 2 (MBC2) trial aimed to improve upon the most effective intervention from a previous (MBC1) trial that also treated adults with four concurrent diet and activity risk behaviors: low fruit and vegetable intakes, high saturated fat intake, low MVPA, and high sedentary leisure screen time [36]. MBC1 results showed that participants incentivized for 3 weeks to increase fruits and vegetables, while decreasing leisure screen time made large sustained improvements in targeted behaviors as well as in saturated fat, which was untargeted. However, MVPA did not improve. Hence, the MBC2 trial tested whether also targeting MVPA simultaneously with or sequentially after the other diet and activity behaviors could optimize all four diet and activity behaviors, relative to a control intervention.

Methods
Study Design, Population, and Procedures
The MBC2 study [37], was a three-arm prospective randomized controlled trial which compared two sequences of diet and activity intervention to a contact-control intervention. The active interventions targeted MVPA either simultaneously with (simultaneous) or sequentially after (sequential) other diet and activity risk behaviors (fruits and vegetables, sedentary leisure screen time). Saturated fat was not targeted explicitly because findings from the previous MBC1 trial showed that increasing fruits and vegetables and decreasing leisure screen time automatically lowered fat intake, as a tag-along healthy lifestyle improvement. The reduction in fat intake occurred effortlessly (without explicit goal setting), as increased fiber intake crowded out fat intake and as decreased screen time reduced the snacking with which it was usually paired [36]. Because prior findings show that trying to accomplish too many behavior changes simultaneously can be detrimental [38-40], we reduced participant burden by not setting fat goals, or providing app feedback for fat intake, or coaching about fat. Rather, the MBC2 intervention aimed to lower fat intake incidentally by increasing substitute behaviors (fruit and vegetable intake) that could crowd it out and by decreasing complementary behaviors (leisure screen time) that could cue it.

The control intervention addressed stress and sleep. Eligible participants were stratified by gender and individually randomized to a condition using randomly permuted blocks with an allocation ratio of 2:2:1 (simultaneous: sequential: control).

Adults, recruited through subway, bus, flyers, and newspaper advertisements, were referred to a website to complete online screening. Inclusion criteria were willingness to be randomized, age 18-65 years, and meeting all the following: <5 servings of fruits and vegetables per day; >28% daily calories from saturated fat; <150 minutes per week MVPA; >120 minutes per week of leisure screen time (ie, television, movies, videogames, recreational internet). These discretionary activities were targeted because they can be decreased without jeopardizing necessary work-related activities. Exclusion criteria were
unstable medical condition (ie, uncontrolled hypertension or diabetes), pregnancy or intent to become pregnant, anorexia, bulimia, binge eating disorder, or weight >350 lb [37].

The Northwestern University Institutional Review Board approved all procedures, and the study was conducted in Chicago between July 2012 and July 2014 (see Multimedia Appendix 2 for trial protocol). After screening, eligible candidates attended an in-person session where they discussed the pros and cons of the three treatment options, provided written informed consent, and were loaned a smartphone and accelerometer. They were trained to estimate portion sizes, use the assessment version of a custom-built smartphone app to record behaviors (dietary intake, leisure screen time, stress level, relaxation exercises, and sleep), and wear an accelerometer for a baseline week. Instructions emphasized entering all meals and snacks immediately after eating and using sliders to show accumulated leisure screen time four times daily. Study apps processed dietary data through the integrated CalorieKing food database with all fruits and vegetable items tagged as serving sizes [41]. The Shimmer accelerometer [42], worn in a spibelt around the waist, recorded activity counts and wirelessly transmitted data through Bluetooth to the app, which converted counts to MVPA minutes. Following the in-person session, all eligible participants were sent home with a smartphone, app, and accelerometer to monitor themselves for seven to ten days. The self-monitored data were then assessed at the end of the baseline period and those who exhibited all four diet and activity risk behaviors throughout baseline were randomized.

Participants learned their treatment assignment by downloading one of three custom-built, intervention-specific study apps [37]. They were asked to use the app and accelerometer to continuously record those behaviors the intervention targeted (ie, dietary intake, sedentary leisure, and MVPA for the simultaneous and sequential conditions; stress, relaxation exercises, and sleep for control) throughout the 9-month study period. Unlike the assessment app, which collected user self-reports and accelerometer data but gave no user feedback, intervention apps provided users with continuously updated feedback about their performance of targeted behaviors relative to goal. The app user interfaces are shown in Figure 1. In addition to giving participants goal attainment feedback for targeted behaviors, apps wirelessly transmitted this information to coaches, who used it to tailor telephone counseling. Sequential and simultaneous apps were similar, except that the physical activity interface for sequential treatment remained inactive until week seven. End goals for the 12-week simultaneous or sequential intervention were: 1) ≤90 min per day of sedentary leisure screen time; 2) ≥5 servings of fruits and vegetables; and 3) ≥150 min per week of MVPA. Those receiving simultaneous treatment were asked to gradually modify all three target behaviors from the outset of the intervention. Those receiving sequential treatment were asked to modify only sedentary leisure screen time and fruit and vegetables for the first 6 weeks. Between weeks 7 and 12, they were asked to maintain goal levels for leisure screen time and fruit and vegetables, while progressively increasing MVPA. Control participants were coached to perform three relaxation exercises per day (a progressive muscle relaxation technique, a mindfulness meditation, and a self-hypnosis technique) [43], and to achieve end goals of ≥7.5 hours of sleep per day and a 30% reduction in stress over the 12-week intervention. Participants used a 1 to 10 Subjective Units of Distress Scale (SUDS) to record stress, as shown in Figure 1.

**Figure 1.** Make Better Choices 2 app user interfaces for (a) receiving behavioral feedback in simultaneous and sequential treatments; (b) reporting sedentary leisure screen time in simultaneous and sequential treatments; (c) receiving feedback in contact control treatment.
During treatment initiation (weeks 1-12), a trained paraprofessional telephoned each participant weekly for a 15 minute coaching session. Coaches delivered a sequence of online didactic lessons specific to each condition [37] and used motivational interviewing to tailor counseling using data from the participant’s app and accelerometer. Coaching call frequency decreased to biweekly in weeks 13-24 and monthly in weeks 25-40, and call duration decreased to 10 minutes. The study timeline is shown in Figure 2. All coaching sessions were audiotaped; a 10% random sample selected quarterly was coded for treatment fidelity by blinded raters. Coaches scoring less than 90% were retrained and certified before making additional calls.

Study Outcomes and Statistical Analysis
The primary trial outcome was the composite diet and activity improvement score measured for 1-week assessment periods at 3, 6, and 9 months when participants wore an accelerometer and used the assessment app to self-monitor their behaviors without receiving any feedback. Secondary outcomes were healthy changes in fruits and vegetables, saturated fat, MVPA, and leisure screen time. Measuring diet and activity by recording on a mobile device has shown acceptable reliability and validity and greater adherence compared to paper reporting or recall [44-46].

Changes in fruit and vegetable intakes, saturated fat intake, sedentary leisure screen time (derived from app self-report),
and MVPA (derived from accelerometry supplemented by app self-report in the event of water activities or battery failure) were aggregated to calculate the MBC composite diet and activity improvement score, weighting each behavior equally [36]. Square root transformation was applied to count data (fruit and vegetables, MVPA, sedentary leisure screen time) and arcsine transformation was applied to the percentage outcome (fat) to better approximate normality.

Behaviors were placed on a common scale by standardizing each one using a modified Z-score (where one U represents a one-SD change) based on the baseline sample means and standard deviations of each behavior; higher values represent greater healthy lifestyle improvement relative to the overall baseline distribution. The MBC composite diet and activity improvement score [36], expressing each participant’s overall healthy change across the multiple diet and activity behaviors relative to baseline is calculated as the mean of all four individual Z scores at each time point.

Three components of treatment implementation were assessed: fidelity, receipt, and adherence [47]. Fidelity was considered present for sessions when the coach delivered all required treatment elements correctly (eg, encouraging a control participant to go to bed earlier) and absent if the coach delivered any incorrect treatment element (eg, encouraging a control participant to exercise to be tired at bedtime). Treatment receipt was measured by the percent of completed scheduled coaching calls. Self-monitoring adherence was assessed by the proportion of days that participant used the app to record targeted behaviors for 1-week assessments at baseline, 3, 6, and 9 months. Goal attainment was assessed by the proportion of weeks during treatment initiation when the participant met behavioral goals. To be credited with having met goal and to earn an incentive for the week, participants’ average scores for all the three target behaviors needed to meet or exceed goal level.

The average effect size (mean difference in composite diet and activity improvement Z-score divided by common standard deviation) in our previous MBC1 trial equaled 0.46. Based on power calculations, we aimed to recruit 50 control subjects and 100 subjects into each of the two intervention groups, assuming a correlation of 0.50 for the composite Z-scores across time and an attrition rate of 20% at the final time point. We powered the study for an effect size in the range of 0.5 for the first Helmert contrast (H1: simultaneous + sequential vs control) and 0.4 for the second Helmert contrast (H2: simultaneous vs sequential). Bankruptcy of the mobile phone service provider necessitated the return and provision of new mobile phones, creating a budget shortfall that required reducing enrollment from 250 to 212 participants: 84 allocated to the simultaneous intervention; 84 allocated to sequential; and 44 to control. However, because the observed correlation of the composite Z-scores over time was smaller (r=0.44) than the predicted 0.50, the study remained sufficiently powered for the posited effect sizes.

Baseline characteristics were compared across groups using analysis of variance (ANOVA) for continuous variables and chi-squared tests for categorical variables. The percentage of coaching calls received and completed in the first versus the second 6 weeks of treatment was analyzed using repeated measures ANOVA. The percentage of days participants adhered to self-monitoring was measured at baseline, 3-, 6-, and 9-months and analyzed using repeated measures ANOVA. Goal attainment (yes or no), measured every 2 weeks during treatment initiation, was analyzed using mixed-effects logistic regression with time modeled as either the first or the second 6-weeks of initiation. All models of treatment receipt, adherence, and goal attainment included group by time interactions to assess differences between groups at each time point.

Intent-to-treat analyses of primary and secondary endpoints used three-level linear mixed-effects models that treated daily measurements (level one) nested within 1-week assessment periods (level two) nested within subjects (level three). Thus, we analyzed at the daily level and considered the correlation of the daily measurements within weeks and subjects by including random subject intercept and time trends at level three (subjects), and a random intercept at level two (1-week assessment periods). For comparisons across assessment periods, we treated baseline as the reference, and estimated changes at 3-, 6-, and 9-month follow-up. For comparisons between the intervention groups Helmert contrasts were used, in which the first contrast compared the combined simultaneous and sequential groups to control, and the second contrast compared the simultaneous to the sequential group. We also included group by time interactions to assess the degree to which change from baseline varied for either of the Helmert contrasts at each follow-up.

Results

Participants were primarily female (162/212, 76.4%), minority (125/212, 59.0%), college educated (147/212, 69.3%), with a mean age of 40.8 (11.9) years and mean BMI 34.3 (8.8). The groups did not differ in their baseline characteristics (Table 1).

Of study applicants who were web-screened, 18.4% proceeded through in-person screening and on into baseline recording to verify the presence of all four risk behaviors. Most of those listed in Figure 3 as excluded for “Other” reasons only partially completed the web screener. Of candidates who underwent baseline screening, 45.9% (212/462) were randomized. Two candidates randomly assigned to the stress and sleep contact group did not complete the baseline screening. 45.9% (212/462) were randomized. Two candidates randomly assigned to the stress and sleep contact condition failed to receive the allocated intervention: both withdrew before receiving any treatment.

Loss to follow-up was 17.9% (38/212) and did not differ across treatments (Figure 3). In the composite Z analysis, 83.5% (177/212) of participants provided a composite Z-score at two or more time points; 68.4% (145/212) provided three or more; and 50.5% (107/212) provided all four time points.

The combined simultaneous and sequential interventions produced sustained improvement, as compared to control, on the composite diet and activity score at 3, 6, and 9 months (P<.001; see Table 2 and Figure 4 A). Sequential treatment produced a small, significantly greater composite diet and activity improvement than simultaneous treatment at 6 months (P=.03); however, no differences were evident at 3 and 9 months (see Table 2 and Figure 4 B).
Table 1. Participant Baseline Characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (n=212)</th>
<th>Control (n=44)</th>
<th>Simultaneous (n=84)</th>
<th>Sequential (n=84)</th>
<th>Treatment group differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Test</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.8 (11.9)</td>
<td>40.8 (10.9)</td>
<td>40.7 (11.9)</td>
<td>40.9 (12.5)</td>
<td>F=0.003</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2)), mean (SD)</td>
<td>34.3 (8.8)</td>
<td>36.0 (10.1)</td>
<td>33.7 (9.0)</td>
<td>33.9 (7.9)</td>
<td>F=1.07</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50 (23.6)</td>
<td>11 (25.0)</td>
<td>20 (23.8)</td>
<td>19 (22.6)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>162 (76.4)</td>
<td>33 (75.0)</td>
<td>64 (76.2)</td>
<td>65 (77.4)</td>
<td>(\chi^2=0.95)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>87 (41.0)</td>
<td>19 (43.2)</td>
<td>28 (33.3)</td>
<td>40 (47.6)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>99 (46.7)</td>
<td>19 (43.2)</td>
<td>42 (50.0)</td>
<td>38 (45.2)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>8 (3.8)</td>
<td>2 (4.5)</td>
<td>5 (6.0)</td>
<td>1 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Other or multiple</td>
<td>18 (8.5)</td>
<td>4 (9.1)</td>
<td>9 (10.7)</td>
<td>5 (6.0)</td>
<td>(\chi^2=9.28)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>20 (9.8)</td>
<td>6 (14.0)</td>
<td>5 (6.3)</td>
<td>9 (11.0)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic/Latino</td>
<td>184 (90.2)</td>
<td>37 (86.0)</td>
<td>74 (93.7)</td>
<td>73 (89.0)</td>
<td>(\chi^2=2.04)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College degree</td>
<td>147 (69.3)</td>
<td>32 (72.7)</td>
<td>60 (71.4)</td>
<td>55 (65.5)</td>
<td></td>
</tr>
<tr>
<td>No college degree</td>
<td>65 (30.7)</td>
<td>12 (27.3)</td>
<td>24 (28.6)</td>
<td>29 (34.5)</td>
<td>(\chi^2=1.00)</td>
</tr>
</tbody>
</table>
Figure 3. CONSORT Flow Diagram of the Make Better Choices 2 Trial: 212 adults were eligible for inclusion, randomly assigned to an intervention condition, and included in analyses.

Figures 4 and 5 show the behavior changes over time of each treatment group. Both simultaneous and sequential interventions improved each of the four behaviors to guideline levels, exceeding control at all three follow-up assessments (See Table 2). At 9 months, intervention increased the two healthful behaviors: (1) fruit and vegetable intake by 6.5 servings per day (95% CI 6.1-6.8), mean difference from control=6.2 servings per day (95% CI 5.5-6.9), and (2) MVPA by 24.7 min per day (95% CI 20.0-29.5), mean difference from control=12.1 min per day (95% CI 5.4-18.9); and decreased the two unhealthful behaviors: (1) sedentary leisure –170.5 min per day (95% CI –183.5 to –157.5), mean difference from control=–137.7 min per day (95% CI –155.9 to –119.5), and (2) saturated fat intake –3.6% (95% CI –4.1 to –3.1), mean difference from control=–3.3% (95% CI –4.3 to –2.2).

In addition to being sustained, the improvements produced by the active interventions were generally large (0.5 to 1.7 standard deviation unit improvements compared to baseline). Although Sequential treatment reduced saturated fat intake more than simultaneous treatment at 3 months (mean difference ~1.1%, 95% CI 1.1 to 1.7) and 6 months (mean difference ~1.8%, 95% CI 2.1 to 2.6), no difference was evident at 9 months, and no other differences between simultaneous and sequential treatments were observed (Table 2).

Treatment fidelity averaged 96.8% across the 2-year study; 3 out of 20 coaches required retraining. Receipt of calls declined from 66.0% during the first half of treatment initiation to 57.7% during the second half (F[1209]=12.05, P<.001), not differing among treatment groups (61.9%, 95% CI 58.0-65.7; P=.12).

Self-monitoring decreased from an average of 96.3% at baseline to 72.3% at 3 months, 63.5% at 6 months, and 54.6% at 9 months (F[3627]=95.0, P<.001). Goal attainment was greater for the Active intervention groups (58.8%, 95% CI 52.2% to 65.0%) than control (33.6%, 95% CI 23.1% to 46.0%) during the first half of treatment initiation, (z=3.46, P<.001), but Active and Control groups did not differ during the last half of treatment (38.3%, 95% CI 32.6% to 44.2%; z=0.13, P=.89).
Table 2. Differences in Standardized (Z-score) Change from baseline between treatments at follow-up. Italics indicate statistical significance.

<table>
<thead>
<tr>
<th>Behavioral outcomes</th>
<th>3-Month follow-up, mean (95% CI)</th>
<th>6-Month follow-up, mean (95% CI)</th>
<th>9-Month follow-up, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Combined vs control</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedentary Leisure Screen</td>
<td>0.94 (0.65-1.23)^a</td>
<td>1.30 (0.95-1.64)^a</td>
<td>0.85 (0.42-1.28)^a</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>0.66 (0.40-0.91)^a</td>
<td>0.86 (0.56-1.20)^a</td>
<td>0.54 (0.17-0.91)^b</td>
</tr>
<tr>
<td>Fruit &amp; Vegetable Intake</td>
<td>1.74 (1.50-1.98)^a</td>
<td>1.72 (1.43-2.00)^a</td>
<td>1.37 (1.02-1.71)^a</td>
</tr>
<tr>
<td>Saturated Fat Intake</td>
<td>0.45 (0.19-0.72)^a</td>
<td>0.57 (0.27-0.87)^a</td>
<td>0.66 (0.32-0.99)^a</td>
</tr>
<tr>
<td>Composite Diet-Activity Score</td>
<td>0.95 (0.80-1.10)^a</td>
<td>1.16 (0.98-1.34)^a</td>
<td>0.92 (0.69-1.14)^a</td>
</tr>
<tr>
<td><strong>Simultaneous vs sequential</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedentary Leisure Screen</td>
<td>−0.10 (−0.34-0.14)</td>
<td>−0.04 (−0.33-0.25)</td>
<td>0.00 (−0.36-0.36)</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>−0.14 (−0.36-0.09)</td>
<td>0.02 (−0.24-0.28)</td>
<td>0.02 (−0.30-0.34)</td>
</tr>
<tr>
<td>Fruit &amp; Vegetable Intake</td>
<td>−0.06 (−0.26-0.15)</td>
<td>0.10 (−0.14-0.34)</td>
<td>−0.05 (−0.35-0.24)</td>
</tr>
<tr>
<td>Saturated Fat Intake</td>
<td>0.37 (0.14-0.60)^a</td>
<td>0.50 (0.24-0.75)^a</td>
<td>0.15 (−0.13-0.44)</td>
</tr>
<tr>
<td>Composite Diet-Activity Score</td>
<td>−0.01 (−0.13-0.12)</td>
<td>0.16 (0.01-0.31)^c</td>
<td>0.06 (−0.13-0.25)</td>
</tr>
</tbody>
</table>

^aP<.001  
^bP<.01  
^cP<.05

Figure 4. A: Mean Composite Diet-Activity Improvement Scores over time for combined simultaneous and sequential treatment groups vs control. Combined treatment groups produced greater healthy change at each postbaseline assessment point. B: Mean Composite Diet-Activity Improvement Scores over time for each of the three conditions. Error bars represent 1 SE. Gray background indicates the treatment initiation phase (weeks 0-12); white background, follow-up maintenance phase.
Discussion

These findings support the hypothesis that adults with multiple diet and activity risk behaviors can be activated to make and maintain large improvements in diet and activity behaviors by a scalable, multicomponent intervention that integrates mHealth technology, modest incentives, and remote-connected coaching by trained paraprofessionals. Both active MBC2 interventions produced larger sustained improvements in fruit and vegetables, saturated fat, physical activity, and sedentary leisure screen time than those observed in most prior trials, including our MBC1 study [13,36,48-51], such that all four behaviors surpassed guideline recommended levels at the final study follow-up. Also, unlike the prior MBC1 interventions, both active MBC2 interventions yielded a sustained increase in MVPA documented by accelerometry [51,52]. We attribute the greater maintenance of positive diet and activity changes in the MBC2 study to the longer intervention (12 weeks versus three) and continued availability of intervention technology with some minimal coach contact.

To our knowledge, the present study is unique in testing simultaneous vs sequential versions of a multicomponent mHealth intervention to address the four most prevalent, co-occurring diet and activity risk behaviors [38,39,49,53-56]. The findings show comparable improvement from intervening to increase MVPA simultaneously with or sequentially after targeting other diet and activity risk behaviors. Even though sequential treatment produced somewhat greater improvement than Simultaneous treatment in healthy diet and activity at 6 months, the difference was small in magnitude and not sustained. These findings expand to four the number of co-occurring poor diet and activity habits that can demonstrably be changed simultaneously and support the conclusion that either a simultaneous or a sequential approach to multiple health behavior change can be expected to yield benefit [54,55].

The unusually large, well-maintained diet and activity improvements observed in this trial are likely attributable to the effectiveness of the MBC2 intervention components, including the use of appealing mHealth technology and connective coaching as vehicles to deploy effective behavior change techniques (goal-setting, self-monitoring, feedback, support, accountability). Unlike recent trials that provided digital feedback solely to patients and failed to find benefit from supplying a wearable accelerometer [57,58], MBC2 provided feedback synchronously to both participants and coaches, enabling synergistic benefit through connected counseling. Strong engagement with the intervention and study technology resulted, evidenced by participants self-monitoring on 50% of days even after 9 months.

The MBC2 study’s US $5 per week incentive for participants to meet behavioral goals during treatment initiation apparently had the intended effect of motivating participants to make large improvements. Notably, MBC2 participants made somewhat larger diet and activity improvements than those in the MBC1 study, even though the MBC2 incentive was two-thirds smaller. Moreover, no incentive to sustain healthful diet and activity
changes was operative in either the MBC1 or MBC2 trial; nevertheless, behavioral improvements were maintained. Hence, these findings contradict the worry that use of incentives followed by their discontinuation inevitably undermines behavioral maintenance. Results accord with a growing body of evidence showing sustained improvements after incentives cease [34,35]. Potential scalability of modest incentives is suggested by Centers for Medicare and Medicaid reimbursement of contingency contracting for some habit disorders, and by the growing number of individuals and employers that find incentives for healthy lifestyle change cost effective [59].

Strengths of the study include a strong scientific premise grounded in the high population prevalence of individuals whose multiple diet and activity risk behaviors place them at moderately high chronic disease risk. Other strengths include a rigorous, internally valid clinical trial design comparing two active interventions with a contact-matched control, and strong initial allocation concealment and treatment fidelity procedures. In addition to objective measurement of MVPA, another strength was a 9 month follow-up period allowing examination of both initiation and maintenance of behavior change.

The study also had limitations. Three of four behavioral outcomes were assessed exclusively by self-report and could have been subject to demand characteristics. Fruit and vegetable consumption may have been overestimated and time spent in leisure sedentary screen time underestimated. However, although some risk of self-report bias persists, the objective measure of MVPA derived from the accelerometer also showed large, sustained improvement following the active interventions. Fruit and vegetable intake and sedentary leisure showed the largest improvements in this study, as they had in our prior MBC1 study. Notably, in the MBC1 study, improvements in these two behaviors were also unique in being accompanied by increased self-efficacy, suggesting that changing them is both feasible and empowering [60]. Although intervention benefits persisted through nine months, longer duration follow-up remains needed. A lack of sustained superiority of sequential over simultaneous treatment could have been caused by the fact that goal progression was time-dependent, rather than mastery-based. The sequential intervention added a physical activity goal at week 7, regardless of whether participants had achieved mastery of their fruit and vegetable or sedentary leisure screen time goals. It remains possible that sequential treatment could have increased MVPA even more if the addition of this new target goal had been delayed until initial behavior targets were reached.

Treating multiple risk behaviors simultaneously is inherently more efficient than treating them sequentially, but simultaneous change might be more feasible for some population subgroups than others. In MBC2’s diverse, moderately well-educated study sample, we saw no detrimental effects of intervening on multiple diet and activity behaviors all at once, rather than one at a time. However, in a different trial, people with a greater number of risk behaviors were more likely to drop out when treated simultaneously rather than sequentially [38], an effect that could reflect the association between multiplicity of risk behaviors and social disadvantage [61,62]. If overzealous intervention on too many risk behaviors at once disproportionally drives off marginalized, resource-poor subgroups, there is risk that preventive intervention will fail to reach those in greatest need of help. Caution remains warranted before inferring that all subpopulations and contexts can accomplish unlimited behavior changes at once because: 1) simultaneous (vs sequential) intervention has yielded higher relapse and dropout in some trials; 2) the number of behaviors that can be changed at once remains unknown; and 3) some risk behaviors may be disproportionately hard to change concurrently with others [39,56,63-67].

The finding that an integrated multicomponent connective mHealth intervention produced large, sustained changes in multiple diet and activity behaviors over time is encouraging. Smartphones and wearable sensors are becoming increasingly ubiquitous, equipping consumers with real-world tools that have the potential to support healthy lifestyle changes. Interventions like the present one that combine patient facing technology with digitally connected, personalized coaching support have shown promise [36,68,69]. Including behavior change coaching as a service provided by trained paraprofessionals or artificially intelligent agents could soon make technology-supported behavioral interventions a scalable part of the health care system. A mobile health intervention integrating a smartphone app, accelerometer, modest initial performance incentives, and remote connected coaching can produce large sustained improvements in multiple prevalent diet and activity risk behaviors, whether physical activity is targeted simultaneously with or sequentially after other risk behaviors.
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Abstract

Background: Health campaigns have struggled to gain traction with young adults using social media, even though more than 80% of young adults are using social media at least once per day. Many food industry and lifestyle brands have been successful in achieving high levels of user engagement and promoting their messages; therefore, there may be lessons to be learned by examining the successful strategies commercial brands employ.

Objective: This study aims to identify and quantify social media strategies used by the food industry and lifestyle brands, and health promotion organizations across the social networking sites Facebook and Instagram.

Methods: Six most engaging posts from the 10 most popular food industry and lifestyle brands and six health promotion organizations were included in this study. A coding framework was developed to categorize social media strategies, and engagement metrics were collected. Exploratory linear regression models were used to examine associations between strategies used and interactions on Facebook and Instagram.

Results: Posts from Facebook (143/227, 63.0%) and Instagram (84/227, 37.0%) were included. Photos (64%) and videos (34%) were used to enhance most posts. Different strategies were most effective for Facebook and Instagram. Strategies associated with higher Facebook interactions included links to purchasable items (beta=0.81, 95% CI 0.50 to 1.13, P<.001) featuring body image messages compared with food content (beta=1.96, 95% CI 1.29 to 2.64, P<.001), and where the content induced positive emotions (beta=0.31, 95% CI 0.04 to 0.57, P=.02). Facebook interactions were negatively associated with using pop culture (beta=-0.67, 95% CI -0.99 to -0.34, P<.001), storytelling (beta=-0.86, 95% CI -1.29 to -0.43, P<.001) or visually appealing graphics (beta=-0.53, 95% CI -0.78 to -0.28, P<.001) in their posts compared with other strategies. Posting relatable content was negatively associated with interactions on Facebook (beta=-0.29, 95% CI -0.53 to -0.06, P=.01), but positively associated on Instagram (beta=0.50, 95% CI 0.05 to 0.95, P=.03). Instagram interactions were negatively associated with weight loss (beta=-1.45, 95% CI -2.69 to -0.21, P=.02) and other content (beta=-0.81, 95% CI -1.57 to -.06, P=.04) compared with food content.

Conclusions: Health promotion professionals and organizations can improve engagement using positive messaging and tailoring posts appropriate for different social media channels.

(J Med Internet Res 2018;20(6):e10227) doi:10.2196/10227
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Introduction

Background

Social media is used almost ubiquitously, especially by young adults, with Facebook being the most common platform [1,2]. More than 80% of Australian young adults are accessing social media platforms at least once per day, particularly during key times of day associated with choosing foods, such as first thing in the morning and at lunch [3]. Since November 2007, Facebook has allowed brands and companies to create profiles [4], and since then, brands have been successful in using the features offered by social media to communicate with the public. Users are not only willingly engaging with brands, but also disseminating brand content to their circle of friends, thereby increasing brand reach [4].

The food industry has been very successful in marketing via social media [5] often winning prizes for marketing innovation [6]. Social media feeds can include both posts from brands individuals have chosen to follow, as well as advertisements. Food industry brands particularly target adolescents and young adults on social media and being exposed to these advertisements appears to influence their attitudes and intentions [7] and may influence their behavior as a result [8]. Young adults have a higher intake of sugar-sweetened beverages and are more likely to consume fast foods compared with other age groups [9]. It is possible that constant exposure to messages from food and beverage brands via social media increases or reinforces these unhealthy eating patterns.

Social media is also being widely used for health promotion [10-12] by health professionals, researchers, government, and non-governmental organizations. Identifying a target audience and tailoring a suitable health message remains important for health promotion design for both traditional and social media campaigns [13]. Benefits of using social media for health promotion are increased reach and interaction [10]; despite this, health promotion campaigns run via social media have traditionally struggled to reach and engage with large numbers of people [14].

In previous research, we found that similar marketing strategies were being used by alcohol brands and health promotion agencies to engage users. Such strategies included posting visually attractive content and linking posts to consumption cultures [14]. Other alcohol and sexual health research also found that consistency of posting and interaction between brands and users is associated with increased success [15,16].

Social media personalities, or “Influencers”, have more recently been identified as being a strategic and powerful avenue for product promotion [17]. Social media Influencers can be defined as individuals or groups of individuals who can shape attitudes and behaviors through online channels [18]. What makes these Influencers so successful appears to be their capacity to engage with users and develop a level of trust [17,19]. According to Nielsen’s 2012 report “Global Trust in Advertising and Brand Messages”, 92% of survey participants stated that they would trust word-of-mouth recommendations above any other form of advertising. Social media Influencers have overtaken traditional celebrities in their ability to influence purchasing behavior, as users find them more credible and relatable [20]. However, traditional celebrity figures still appear to have a strong influence on lifestyle behaviors and some are even seen as “experts” in these areas [21]. Companies are also using Influencers and celebrities to enhance their brand and take inspiration from strategies used by social media Influencers in their own campaign materials [17,22,23].

Research examining social media strategies used in food and nutrition-related communication is currently lacking. No previous studies have compared user engagement on Facebook and Instagram for food brands, lifestyle brands, and health promotion organizations. In identifying the most successful strategies regarding engagement of users with a post, it will be possible to make recommendations for the improvement of nutrition-related health promotion using social media. A glossary of terms has been provided in Multimedia Appendix 1.

The aim of this study was to analyze the context of popular posts made by food brands, lifestyle brands and health promotion organizations using social media (Facebook and Instagram) and to identify strategies associated with engagement.

Methods

Design

This study was a retrospective content analysis that used a mixed-methods exploratory design [24] to analyze content from public posts made on Facebook and Instagram by food industry brands, lifestyle brands and health promotion organizations and examined associations between content strategies and engagement.

Inclusion criteria

Social media pages or profiles (brands have “pages” on Facebook and “profiles” on Instagram; for consistency, herein referred to as “pages”) were selected for inclusion if they posted nutrition or food content and were active at the time of data collection. The top food industry brands, lifestyle brands (defined as any individual or non-food industry brand that creates content on social media that includes food or nutrition information and can include Influencers who have created a brand) and health promotion organizations in Australia were determined by the number of Australian fans (when a user follows a page, the user becomes a fan of the page) on Facebook. Brands could be global or Australian as long as they had a social media presence in Australia. As this was an exploratory study, 10 lifestyle and food industry brands and only six health promotion organizations were included due to the small number of organizations running nutrition-related health promotion campaigns on social media. This number was chosen to provide sufficient data to undertake exploratory analyses. The top 10 food industry and top 10 lifestyle brands were identified through Socialbakers [25]. For food industry brands, the following filters were selected: Facebook, brands/Fast-moving consumer goods (FMCG) Food/All FMCG Food, Australia (total fans). For lifestyle brands, the filters included: Facebook, celebrities, Australia (total fans); Facebook, entertainment, online show,
Australia (total fans); and Facebook, community, lifestyle, Australia (total fans).

The top health promotion organizations (n=6) were identified using the filters: Facebook, Society/All Society, Australia (total fans). Additionally, an online search of Australian health promotion organizations was conducted, and all partners of the Communicating Health project and organizations were considered for inclusion if they ran a nutrition and health-related campaign on social media in the past five years.

Data Collection

Data were collected for lifestyle and food industry brands from Facebook and Instagram between August and September 2017. Socialbakers Suite [25] monitors and collates data on the activity of millions of brands on social media and reports statistics by country and brand. Socialbakers provided the top six most engaging posts for both Facebook and Instagram during a 30-day period; therefore, these top six posts for each platform were used for all included pages. Some brands did not have an Australian Instagram page; therefore, the number of Instagram posts evaluated was less than on Facebook. If less than six posts were available during the 30-day period, data from all available posts were included.

Data were collected for health promotion organizations from Facebook and Instagram by searching Facebook and Instagram using Google Chrome web browser through searching for the selected campaign hashtag; sorting posts by “top posts” and “organization name” and choosing the top six posts. The most well-known and recent campaign for each health promotion organization was identified through online and literature searches.

Coding framework

A coding framework identified strategies used in posts by examining the qualitative data collected from the post content (including text, videos, and photographs). The framework was constructed by combining both deductive and inductive strategies (Multimedia Appendix 2). The deductive category development was based on prior research [14], everyday knowledge and logic. The inductive category development was informed by the content of the included posts themselves using open coding, a technique from grounded theory [26].

The coding process was iterative and continued to develop with previous posts being revisited throughout. Coding was done by three researchers: (1) KK, a nutrition professional and research fellow, (2) EB a nutrition science undergraduate student, and (3) ACY, a medical undergraduate student). Any differences in coding between researchers were discussed and a final decision was made by KK.

Engagement metrics

Quantitative data collected included social media engagement. Facebook engagement was measured in the following way: (1) reactions: when a user expresses their reaction to a post by clicking either “like,” “love,” “haha,” “wow,” “sad,” or “angry;” (2) comments: when a user leaves a comment or replies to the post; and (3) shares: when a user “shares” (also referred to as tagging) or reposts the post [27-29]. Interactions are the sum of the number of comments, shares and all reactions. Instagram engagement was measured as follows: (1) likes: when a user clicks “like”, which suggests that a post has resonated with a user in some way [30], and (2) comments. Total Facebook interactions per post were calculated by summing of the number of comments, shares and all reactions (like, love, haha, wow, sad, and angry). Total Instagram interactions per post were calculated by summing the number of comments and likes.

Statistical Analysis

Categories developed from the coding framework were transformed into quantitative categorical data. Descriptive statistics provide characteristics for each organization and coding categories. Each coding category was evaluated based on frequency within and between the categories, and similar categories were combined for analysis.

Statistical models constructed were exploratory and inductive due to the paucity of similar research in this area; therefore, a backward, stepwise approach was used. Engagement metric data were positively skewed, therefore log-transformed for analysis. Univariable linear regression models were constructed to determine the variables to be included in the final multivariable regression models. Variables with a P value of <.200 in the univariable linear regression models were considered for inclusion in the multivariable models. All categories identified in the coding framework were considered for inclusion in the models.

Multivariable linear regression models were constructed to explore associations of the post content analysis with the engagement measures (ie, the dependent variables): Facebook and Instagram interactions. Models were tested for heteroscedasticity and normality of residuals, and extreme outliers were removed from the models.

Statistical analyses were conducted using Stata (Version 12, College Station, TX, USA).

Ethics

Ethics approval was received by Monash University Human Research Ethics committee (project 11945). Data presented are anonymized to protect the identity of brands or organizations included in the study.

Results

A total of 227 posts from health promotion organizations (34/227, 15.0%), food industry brands (79/227, 34.8%) and lifestyle brands (114/227, 50.2%) were analyzed from Facebook and Instagram. Regarding engagement metrics, included health promotion organizations had fewer fans on both Facebook and Instagram than food industry brands and lifestyle brands (Table 1). Health promotion organizations had less of a presence on Instagram, with fewer fans than on Facebook (Table 1).
### Table 1. Brand engagement metrics.

<table>
<thead>
<tr>
<th>Engagement metric</th>
<th>Health promotion organizations</th>
<th>Food industry brands</th>
<th>Lifestyle brands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook pages included, n</td>
<td>6</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Instagram profiles included, n</td>
<td>0</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Facebook fans, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>21,784 (9,896; 56,939)</td>
<td>1,033,517 (804,210; 32,039,808)</td>
<td>1,590,354 (1,142,469; 10,625,219)</td>
</tr>
<tr>
<td>Facebook fans in Australia, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>20,119 (9,896; 51,155)</td>
<td>807,185 (647,250; 908,238)</td>
<td>365,111 (128,804; 531,601)</td>
</tr>
<tr>
<td>Facebook page likes, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>22,034 (9,926; 59,309)</td>
<td>12,999,467 (829,335; 32,046,105)</td>
<td>1,622,860 (1,152,053; 10,912,143)</td>
</tr>
<tr>
<td>Instagram fans, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>4,842 (2,732; 7,836)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>87,917 (36,001; 146,825)</td>
<td>328,509 (25,453; 2,140,075)</td>
</tr>
<tr>
<td>Facebook posts included in analysis, n</td>
<td>34</td>
<td>51</td>
<td>58</td>
</tr>
<tr>
<td>Instagram posts included in analysis, n</td>
<td>0</td>
<td>28</td>
<td>56</td>
</tr>
<tr>
<td>Total posts included in analysis, n</td>
<td>34</td>
<td>79</td>
<td>114</td>
</tr>
<tr>
<td>Interactions per Facebook post, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>41 (30; 96)</td>
<td>2,484 (377; 6,219)</td>
<td>3,766 (1,205; 33,825)</td>
</tr>
<tr>
<td>Interactions per Instagram post, median (25&lt;sup&gt;th&lt;/sup&gt;; 75&lt;sup&gt;th&lt;/sup&gt; percentiles)</td>
<td>__&lt;sup&gt;b&lt;/sup&gt;</td>
<td>493 (267; 1,417)</td>
<td>8,530 (115; 53,708)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data available for n=4 organizations only.

<sup>b</sup>Data not available.

Lifestyle brands had higher engagement with posts on both Facebook and Instagram when compared with food industry and health promotion organizations (Table 1). Posts on Facebook had more engagement with a median (25<sup>th</sup>; 75<sup>th</sup> percentiles) of 1,763 interactions (165; 7,374) than those on Instagram with 1,582 interactions (211; 18,414).

The proportion of posts using different engagement strategies is shown in Multimedia Appendix 3. For all categories except relationship building and format, the strategies used were diverse across the different organizations. Most posts used photographs (145/227, 64%), with only a few using only text (5/227, 2%). Health promotion organizations used more ‘prompting engagement’ strategies, links to health information, featured fruits, vegetables, and grains, had a more serious tone, used hashtags, had more real-world tie-ins than the other organizations and were the only organization type to present statistics or facts in their posts. Lifestyle brands and health promotion organizations induced more positive emotions than food industry; food industry and lifestyle brands had more links to purchasable items; food industry had the highest product promotion and did not feature people in most of their posts; lifestyle brands were the only group to talk about body image and weight loss and had the most interactions per 1000 fans for both Facebook and Instagram.

Two multivariable regression models were constructed to explore the associations between social media strategies and engagement (measured by interactions) on Facebook and Instagram (Table 2). Facebook interactions were positively associated with lifestyle brands compared with health promotion organizations, including links to purchasable items (beta=0.81, 95% CI 0.50 to 1.13, P<.001), featuring body image messages compared with food content (beta=1.96, 95% CI 1.29 to 2.64, P<.001), posting videos compared with photos (beta=0.33, 95%CI 0.11 to 0.54, P=0.04) and where the content induced positive emotions (beta=0.31, 95% CI 0.04 to 0.57, P=.02).

Facebook interactions were negatively associated with using pop culture (beta=–0.67, 95% CI -0.99 to –0.34, P<.001), story-telling (beta=–0.86, 95% CI –1.29 to –0.43, P<.001) or visually appealing graphics (beta=–0.53, 95% CI –0.78 to –0.28, P<.001) in their posts compared with other strategies, featuring weight loss compared with food content (beta=–1.06, 95% CI –1.76 to –0.37, P=0.03), featuring people (beta=–0.42, 95% CI –0.71 to –0.13, P=0.05), including links to health information (beta=–0.47, 95% CI –0.83 to –0.010, P=0.01), posting relatable content (beta=–0.29, 95% CI –0.53 to –0.06, P=0.01) and paying to promote posts (beta=–0.30, 95% CI –0.56 to –0.04, P=.03).

Instagram interactions were positively associated with including links to purchasable items (beta=1.32, 95% CI 0.77 to 1.88, P<.001) and posting relatable content (beta=0.50, 95% CI 0.05 to 0.95, P=.03).

Instagram interactions were negatively associated with weight loss (beta=–1.45, 95% CI –2.69 to –0.21, P=.02) and other content (beta=–0.81, 95% CI –1.57 to –0.06, P=.04) compared with food content, and with using hashtags.
### Table 2. Multivariable Linear Regression Models of Facebook and Instagram interactions.

<table>
<thead>
<tr>
<th>Variables in model</th>
<th>Facebook interactions, log (10)</th>
<th>Instagram interactions, log (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standardized beta (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Organization type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health promotion organization</td>
<td>Ref(^a)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Food industry</td>
<td>0.45 (–0.15 to 1.05)</td>
<td>.14</td>
</tr>
<tr>
<td>Lifestyle brands</td>
<td>1.42 (0.96 to 1.88)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Strategies used</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other strategies</td>
<td>Ref</td>
<td>N/A</td>
</tr>
<tr>
<td>Pop culture</td>
<td>–0.67 (–0.99 to –0.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Story-telling</td>
<td>–0.86 (–1.29 to –0.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Visually appealing</td>
<td>–0.53 (–0.78 to –0.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Links to purchasable items</td>
<td>0.81 (0.50 to 1.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Post content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food content</td>
<td>Ref</td>
<td>N/A</td>
</tr>
<tr>
<td>Body image content</td>
<td>1.96 (1.29 to 2.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight loss content</td>
<td>–1.06 (–1.76 to –0.37)</td>
<td>.003</td>
</tr>
<tr>
<td>Other content</td>
<td>–0.15 (–0.46 to 0.16)</td>
<td>.34</td>
</tr>
<tr>
<td>Posts that featured people</td>
<td>–0.42 (–0.71 to –0.13)</td>
<td>.005</td>
</tr>
<tr>
<td>Links to health information</td>
<td>–0.47 (–0.83 to –0.10)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Post format</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photo</td>
<td>Ref</td>
<td>N/A</td>
</tr>
<tr>
<td>Video</td>
<td>0.33 (0.11 to 0.54)</td>
<td>.004</td>
</tr>
<tr>
<td>Text</td>
<td>–0.04 (–0.57 to 0.49)</td>
<td>.88</td>
</tr>
<tr>
<td>Relatable content</td>
<td>–0.29 (–0.53 to –0.06)</td>
<td>.01</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>0.31 (0.04 to 0.57)</td>
<td>.02</td>
</tr>
<tr>
<td>Promoted post</td>
<td>–0.30 (–0.56 to –0.04)</td>
<td>.03</td>
</tr>
<tr>
<td>Uses hashtags</td>
<td>–0.25 (–0.50 to 0.00)</td>
<td>.05</td>
</tr>
<tr>
<td>Optimistic tone of post</td>
<td>–0.22 (–0.49 to 0.05)</td>
<td>.11</td>
</tr>
<tr>
<td>Number of posts included in model</td>
<td>141</td>
<td>N/A</td>
</tr>
<tr>
<td>Adjusted R(^2)</td>
<td>78.2%</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Ref: reference category for multivariable linear regression.
\(^b\)N/A: not applicable.

### Discussion

#### Principal Findings

This is the first study to identify and quantify the social media strategies utilized by food industry brands, lifestyle brands and health promotion organizations across Facebook and Instagram, to our knowledge. Each organization type used different social media strategies to engage users. The food industry brands attempted to induce appetite and encourage users to eat; health promotion organizations frequently provided statistics and facts and used a more serious tone, while lifestyle brands were positive and relatable. Health promotion organizations were not chosen based on the 10 most popular organizations but were limited to those organizations with lifestyle-related campaigns. Therefore, while health promotion organizations had substantially fewer followers and post interactions, direct comparisons between the number of fans of health promotion organizations and other brands are not applicable.

Links to purchasable items were used by both food and lifestyle brands and were consistently associated with more interactions on both Facebook and Instagram. This is not surprising considering consumers who are fans of such pages are often seeking new products or versions or products and may be engaged in online purchasing or exploration of available offers. Schultz et al [31] found that promotional posts were negatively associated with Facebook post likes, but positively associated...
with Facebook shares. However, we did not do separate analyses for each interaction type. Many people hate being exposed to advertisements and try to block it from their social media feeds [32], while others do not notice the advertisements to which they are exposed [33]. Food industry brands included in this study had the highest number of Facebook fans but the lowest level of engagement per post per 1000 fans compared with other organization types. Although fewer Australians claim to be following brand pages on social media than in previous years, those who were following brands said they were doing so to receive discounts (54%) and to receive free items acquired from giveaways (48%) [3]. Of the food industry posts analyzed in the current study, 35% were advertising discounts or giveaways, which is similar to other findings [4]. These results suggest that users are engaging with food industry brands for their own gain, financial or otherwise.

Positive emotion-inducing strategies were associated with more interactions on Facebook and Instagram and using an optimistic tone was associated with more interactions on Facebook. Emotion plays a role in the attention and attraction the user experiences towards a post [34]. Participants who experience positive emotions when viewing a post on social media are far more likely to engage with that post than those who do not experience positive emotions [35].

Models for the two social media channels explored, Facebook and Instagram, included different strategies that were statistically significant. For example, posts classified as “relatable” were negatively associated with Facebook interactions but positively associated with Instagram interactions. Posts were classified as “relatable” if they encouraged feelings of friendship between the poster and fan or if the post contained content that is “relatable” to the user. Examples of this included providing practical advice that would apply to their audience or talking about issues they think are important or interesting to their fans (eg, debating the pros and cons of Hawaiian pizza, or what to eat for breakfast). Each social media channel has different features, is used differently by users and therefore strategies should be tailored for each channel [36]. Since its development in 2010, Instagram has become one of the most popular photo sharing applications worldwide [37] and particularly since the introduction of Instagram Stories and Instagram Live allows for immediate engagement with users. Instagram facilitates para social interactions, where imaginary social relationships and interpersonal interactions between the lifestyle personality and the social media user occur [38]. These relationships and interactions can be developed by using some of the strategies observed in the current study: relatable content, use of personal stories, and positive emotion and tone. This form of interaction may help to explain high levels of engagement seen on such posts; users are developing connections to the personality and may treat them similarly, to how they would treat a friend on social media.

Other differences between strategies associated with the different social media channels examined included post format (video versus photographs) and including body image content. Videos and body image content were statistically significantly positively associated with Facebook interactions, but not associated with Instagram interactions. These results emphasize the importance of tailoring messages to suit both the social media platform used and the desired outcome.

How Can Health Promotion Organizations Enhance Their Social Media Strategies?

Health promotion organizations had less of an overall presence on Instagram. Heldman et al [39] discuss how despite many organizations developing a social media presence, they often lack in the more social aspects. Rather than adapting to this online form of communication, organizations appear to be continuing with many of the strategies used in traditional health promotion [40]. What is evident from our analyses is that different organization types used different strategies in their posts. The use of facts/statistics and less frequent use of an optimistic tone and using real-world tie-ins by health promotion organizations were the biggest differences between the groups. The health promotion organizations analyzed in the current study developed posts that were more serious in tone and often relied on statistics and facts to communicate their intended message. The information provided in the posts was important and frequently linked to further information; however, these posts had minimal engagement from fans. Taken together the engagement metrics and strategies presented in Table 1 and Multimedia Appendix 3 illustrate how building relationships with user/fans/followers are advantageous for lifestyle brands. As health promotion organizations, we should be cognizant of this approach to engage our target audience.

In the past, many health promotion organizations have developed campaigns employing fear as a way to induce behavior change [41]. For some aspects of health promotion (eg, anti-smoking campaigns) there may be room for both approaches, but it remains to be elucidated whether or not this is suitable in organizations communicating food and nutrition messages as this strategy was not used by other organizations in this study.

The coding framework developed in this study can be used as a guide by health organizations who are planning social media campaigns to target young adults.

Limitations

Limitations of this study included the short time frame of data collected. Evaluating a longer period could identify seasonal differences and improve strategies for creating messages for holidays or special events, and we plan to continue to develop the coding framework and monitor future posts to address this limitation. We included posts that did not contain food or health-related information which limited our ability to examine strategies that are particularly effective for food-related messages. We chose to include posts that were not directly about food or nutrition as long as they were from a brand (or profile) that posted about food or nutrition. The diversity of content from these brands, particularly the lifestyle brands demonstrates the importance of relationship building and indicates that people are getting food and nutrition-related information from pages posting diverse content. Furthermore, although interactions provide good measures of user engagement, the level to which users take on and use this information cannot be determined from these metrics alone. Although traditional social media engagement statistics (reactions, comments, shares, and
interactions) indicate the number of users that interact with social media posts, they do not indicate any resulting behavior change nor those who view, process and interact with the content “offline” (eg, the lurkers [42]), nor do they indicate behavior change as a result of interacting with the posts [7,43]. Further research could analyze the content of the comments on posts to gauge the quality of interaction between the page owner and follower and to gain insight into users’ intention to behave.

Conclusions
This unique, exploratory study examined "real-life" social media posts with a sample size sufficient to create a coding framework and to create exploratory models. Social media content should be tailored to suit not only the target audience but also the social media channel being used and the desired engagement. Health promotion practitioners and organizations can learn from other types of brands and consider using few statistics and more positive content to relay healthy eating messages.

Acknowledgments
Thanks to Anchiun Yeoh for assistance with coding. Communicating Health is funded by the National Health and Medical Research Council (Grant number: GNT1115496) with additional investigators Catherine Lombard, Helen Truby, and Claire Palermo.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Glossary of terms.

[PDF File (Adobe PDF File), 40KB - jmir_v20i6e10227_app1.pdf ]

Multimedia Appendix 2
Coding framework.

[PDF File (Adobe PDF File), 643KB - jmir_v20i6e10227_app2.pdf ]

Multimedia Appendix 3
Coding framework characteristics or strategies used for social media posts.

[PDF File (Adobe PDF File), 57KB - jmir_v20i6e10227_app3.pdf ]

References


27. Facebook BRC. Reactions. 2016 URL: [WebCite Cache ID 6wZgKDNlv]

28. Simply Measured. Facebook Share. URL: [WebCite Cache ID 6wZgoIJMz]

29. Simply Measured. Instagram Like. URL: [WebCite Cache ID 6wZecN86W]

30. Facebook BRC. Comments. URL: [WebCite Cache ID 6wZezldXF]

31. Facebook BRC. Reactions. URL: [WebCite Cache ID 6wZeZG01J]


33. Facebook BRC. Comments. URL: [WebCite Cache ID 6wVTSmZTM]

34. Facebook BRC. Reactions. URL: [WebCite Cache ID 6xVTSzmZTM]


36. Crozier M. Engaging young people online. 2016. URL: [WebCite Cache ID 6wZg01JMz]

37. Media Dynamics Incorporated. Adults Spend Almost 10 Hours Per Day With The Media, But Note Only 150 Ads. 2014. URL: [WebCite Cache ID 6wZg0DJNVi]


Abbreviations

AFG: Australian Food Guide
AGtHE: Australian Guide to Healthy Eating
FMCG: Fast-moving consumer goods

©Karen Michelle Klassen, Emily S Borleis, Linda Brennan, Mike Reid, Tracy A McCaffrey, Megan SC Lim. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 14.06.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Social Drinking on Social Media: Content Analysis of the Social Aspects of Alcohol-Related Posts on Facebook and Instagram

Hanneke Hendriks1, PhD; Bas Van den Putte1,2, PhD; Winifred A Gebhardt3, PhD; Megan A Moreno4, PhD

1Amsterdam School of Communication Research, University of Amsterdam, Amsterdam, Netherlands
2Trimbos Institute, Netherlands Institute for Mental Health and Addiction, Utrecht, Netherlands
3Health, Medical and Neuropsychology Unit, Institute of Psychology, Leiden University, Leiden, Netherlands
4Department of Pediatrics, University of Wisconsin Madison, Madison, WI, United States

Corresponding Author:
Hanneke Hendriks, PhD
Amsterdam School of Communication Research
University of Amsterdam
Nieuwe Achtergracht 166
Amsterdam,
Netherlands
Phone: 31 64 710 9985
Email: h.hendriks@uva.nl

Abstract

Background: Alcohol is often consumed in social contexts. An emerging social context in which alcohol is becoming increasingly apparent is social media. More and more young people display alcohol-related posts on social networking sites such as Facebook and Instagram.

Objective: Considering the importance of the social aspects of alcohol consumption and social media use, this study investigated the social content of alcohol posts (ie, the evaluative social context and presence of people) and social processes (ie, the posting of and reactions to posts) involved with alcohol posts on social networking sites.

Methods: Participants (N=192; mean age 20.64, SD 4.68 years, 132 women and 54 men) gave researchers access to their Facebook and/or Instagram profiles, and an extensive content analysis of these profiles was conducted. Coders were trained and then coded all screenshotted timelines in terms of evaluative social context, presence of people, and reactions to post.

Results: Alcohol posts of youth frequently depict alcohol in a positive social context (425/438, 97.0%) and display people holding drinks (277/412, 67.2%). In addition, alcohol posts were more often placed on participants' timelines by others (tagging; 238/439, 54.2%) than posted by participants themselves (201/439, 45.8%). Furthermore, it was revealed that such social posts received more likes (mean 35.50, SD 26.39) and comments than nonsocial posts (no people visible; mean 10.34, SD 13.19, P<.001).

Conclusions: In terms of content and processes, alcohol posts on social media are social in nature and a part of young people’s everyday social lives. Interventions aiming to decrease alcohol posts should therefore focus on the broad social context of individuals in which posting about alcohol takes place. Potential intervention strategies could involve making young people aware that when they post about social gatherings in which alcohol is visible and tag others, it may have unintended negative consequences and should be avoided.

(J Med Internet Res 2018;20(6):e226) doi:10.2196/jmir.9355
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Introduction

Alcohol and Youth
Alcohol consumption and binge drinking among adolescents and young adults have been consistently linked with negative consequences such as accidents, harassment, vandalism, sexual abuse, impaired brain development, and disease [1-3]. Alcohol abuse is therefore regarded as a major cause of preventable death and morbidity [4]. Many young people, however, consume alcohol frequently and often excessively. Recent studies in
Europe and the United States showed that 35% of youth who consume alcohol had at least 1 binge drinking episode (ie, drinking 5 or more drinks on 1 occasion [5]) in the past month [5-7]. This high prevalence of alcohol use and the multitude of negative consequences increase the need to gain more insight into the context in which this behavior takes place. Research has shown that alcohol is often consumed in social contexts [8]. An emerging social context in which alcohol is becoming increasingly apparent is that of social media. Young people increasingly display alcohol-related posts on social networking sites such as Facebook and Instagram [9]. This study investigated those alcohol posts on social media, and how social those posts actually were, by conducting a content analysis of alcohol posts on Instagram and Facebook among 192 adolescents and young adults.

**Social Context of Alcohol**

Young people often consume alcohol in social contexts such as dinners and parties, and alcohol consumption is often referred to as a social activity [8,10,11]. Research has shown that alcohol consumption plays a large part in young people’s social lives and social identity exploration [12]. Furthermore, many studies have shown that social norms are strongly related to adolescent alcohol use, especially when these norms originate from peers [2]. The importance of the social environment for alcohol consumption is also apparent from the vast amount of research demonstrating the effects of peer influence and social networks on alcohol consumption [13-16]. Rosenquist et al [17], for example, showed that when close friends within a person’s social network drink alcohol, this greatly increases the chance that the person drinks alcohol as well. Taken together, alcohol use should be seen as part of the social context in which it is so strongly embedded.

**Alcohol and Social Media**

Recent technological changes have drastically changed the way in which young people shape their social lives, and new social contexts have emerged as a consequence. Adolescents and young adults increasingly spend their time communicating with others in online settings [18,19]. Social networking sites such as Facebook and Instagram play an important role in young people’s daily lives, accounting for a large portion of their time [20-22]. Research has shown that these social networking sites are frequently used by young people to communicate about alcohol, and multiple studies have demonstrated that many adolescents and young adults (percentages vary between 36% and 96%) display alcohol-related posts on Facebook (eg, photos in which young people hold alcoholic beverages [9,23-24]).

Alarming studies have found positive associations between alcohol posts on social media and self-reported alcohol consumption. For example, Moreno et al [25] found that posting about alcohol use on Facebook was associated with increased offline drinking behavior. Similarly, Boyle et al [26] observed that exposure to alcohol posts on Facebook, Instagram, and Snapchat predicted more alcohol consumption 6 months later (see also Geusens and Beullens [27]). Thus, there is evidence suggesting a relation between both posting and being exposed to alcohol posts on social media and actual drinking behavior.

A few studies have examined the content of alcohol posts in more detail, usually by employing a clinical framework to evaluate individuals’ alcohol posts. These studies have found that alcohol posts suggesting problematic alcohol use are more exceptional than posts showing regular use (ie, posts about alcohol but not about problem drinking or intoxication) but are more predictive of alcohol abuse [9,23-24,28-29]. However, these studies focus on the individual rather than the individual in a social context, and in-depth knowledge on the social aspects of these posts is lacking. Considering the importance of social aspects for both alcohol consumption and social media use, this study aims to provide insight into the social content of alcohol posts (ie, the evaluative social context and the presence of people) and the social processes (ie, the posting of and reactions to posts) involved with alcohol posts on social networking sites.

**Social Content of Alcohol Posts**

Alcohol consumption and social media use are inherently social [10]. Although some studies have emphasized the social nature of alcohol posts [12,30], few studies to date have focused on the exact social content displayed in these posts. Having more insight on the extent to which and how the content of alcohol posts are social can greatly increase our understanding of alcohol-related social media use and provide valuable information for intervention strategies (eg, whether an individualistic or social intervention strategy would work better). In this study, we examined 2 social aspects of alcohol-related content: the social evaluative context toward alcohol (ie, whether alcohol is portrayed in a negative, neutral, or positive context) and the presence of people in a post (eg, whether alcohol posts show a close-up of a cocktail, display 1 person drinking wine, or depict groups of people at a party drinking beers). With regard to the social evaluative context, research has shown that the valence of social interactions about alcohol can determine conversation effects [31,32]. For example, Hendriks et al [33] showed that when interpersonal interactions are positive toward alcohol, this can lead to increased alcohol consumption, and when conversations are mainly negative toward alcohol, this can reduce drinking behaviors. It is therefore important to illuminate the social evaluative context of alcohol-related content on social media. In this study, we investigated whether alcohol posts on social media show a negative social context (eg, someone looking dishearteningly at a drunk person) or positive social context (eg, people toasting and laughing), in line with research by Beullens and Schepers [23].

With regard to the presence of people in a post, it has been found that people are easily persuaded to engage in a specific behavior merely by observing other people portraying that behavior. Examples of such studies range from recent experiments showing that healthy social norms in health campaigns (eg, many people in a health ad displaying healthy conduct) can encourage the uptake of healthy behaviors [34-36] to classic studies by Asch [37] demonstrating the powerful impact of other people on participants’ willingness to engage in similar behaviors. In addition, there are indications that the social conformity effects found by Asch [37] are a function of group size [38]. These findings are in line with the idea of a basic human need to belong—people have a strong need to fit in with a group [39]. Given this evidence, we investigated the extent
to which people are displayed in alcohol posts. We pose the following research questions about social content (RQ1):

RQ1a: Do alcohol posts reflect a negative or positive social evaluative context?

RQ1b: To what extent are people present in alcohol posts?

Social Processes Involved With Alcohol Posts

In addition to the social content of alcohol posts, it is also important to understand the social processes involved with the posting of alcohol-related content on social media because this can further enhance our understanding of the social nature of alcohol posts. Two factors related to social processes are explored in this study: how alcohol posts get posted and how people respond to these posts. First, it is unclear whether people actively post about alcohol themselves or whether this is part of a social process in which they are tagged (mentioned) in posts by others. Whether people actively post about alcohol or are passively tagged in alcohol posts is important because research has suggested that active (i.e., talking) versus passive (i.e., listening) interpersonal communication can lead to different effects of this communication. For example, Janis and King [40] asked people to either deliver a speech advocating for a certain issue or listen to that same speech and showed that people who talked were more persuaded by the speech than people who listened. Who posts alcohol posts is relevant to understand for practical reasons because knowing this can provide important information for future interventions aiming to decrease the posting of such content or its negative impact on the individual. If people are mostly tagged in posts by others this requires a different intervention strategy (by encouraging tagged people to ask to be removed or not included in the alcohol post) than if people post about alcohol themselves (by directly discouraging people to post about alcohol).

Second, it is not yet clear whether and how negatively or positively others respond to alcohol posts on social media. Do alcohol posts receive likes and are comments supportive of the posts? Research has revealed that approval of a behavior (i.e., a supportive injunctive norm) encourages the behavior [34,36]. Likes (and supportive comments) on social media can illustrate such a social norm and are therefore important factors potentially determining a post’s influence. This was suggested by Alhabash et al [41], who investigated the effects of alcohol posts and found that posts with many likes had especially strong persuasive effects. It is therefore important to provide insight into the reactions that alcohol posts trigger.

An additional relevant question addressed in this study is whether reactions to alcohol posts depend on the social content of the post. For example, do alcohol posts with people in them get more likes than posts with no people in them, and do posts with a positive social evaluative context receive more supportive comments than less positive social posts? This seems likely given the abovementioned studies on the importance of social norms and the need to belong [34,39]; alcohol posts showing people may portray alcohol-supportive norms, especially when people are holding alcoholic beverages, that could cause viewers to behave in line with their need for belongingness and approve of such norms by giving supportive reactions. By liking social alcohol posts, people can express their feelings of friendship and need to belong to the people depicted in the pictures. We pose the following research questions about social processes related to alcohol posts (RQ2):

RQ2a: Who posts alcohol posts (do participants themselves post or are participants tagged)?

RQ2b: What are the responses of others to alcohol posts?

RQ2c: Do responses to alcohol posts depend on whether the content of the post is social?

In sum, this study aimed to provide insight into the social content of alcohol posts and the social processes involved with alcohol posts on social networking sites. This aim was addressed through a content analysis of alcohol posts on Facebook and Instagram.

Methods

Participants and Design

This study was part of a larger data collection during which 561 participants filled out a questionnaire regarding social media use (questionnaire data are not the focus of this study). For the purposes of this paper, participants were asked whether we could access (friend) their Instagram and Facebook profiles, and 214 of these participants gave their consent to do so. Of these participants, 22 were excluded from later analyses because they did not fall into the intended age category (12 to 30 years), resulting in a total of 192 participants to be analyzed (mean 20.64, SD 4.68 years, 132 women and 54 men). Due to technical problems, 6 participants could not be successfully linked to their questionnaire data. Their profiles could be coded, however, and are included in the analyses. Of the participants (N=192), 106 had only a Facebook profile, 15 had only an Instagram profile, and 70 had both.

Procedure

The participants who agreed to give access to their profiles were asked to accept a friend request from a research profile on Facebook and/or Instagram, allowing all participant posts to be accessed by the researchers. Participants were informed that all data would be stored anonymously; all personal information (i.e., names and faces) would be removed from the posts so that these could not be traced back to the participants. Screenshots were made of all timelines on profiles for the period of the previous year (April 2015 to April 2016), after which friendships on Facebook and Instagram were cancelled and the research profile was deleted. For participants younger than 18 years, consent was required from the parents as well as the adolescents. This study was approved by the university’s ethics committee.

Content Analysis

Coder Training

Two coders were trained in 3 sessions led by the first author, during which several example profiles were coded and inconsistencies were discussed. After the training was finished, 10% of the profiles were coded in order to assess coder
reliability, after which all profiles were coded. Coder agreement was acceptable (kappa=.683-.912). Please note that we could not calculate agreement for variables with a low n (eg, posts with a negative social evaluative context or Instagram posts).

Coding Procedure
A codebook described the coding process. Coders were asked to scroll down the timeline for the past year and to look at each post. Once an alcohol post was identified, several variables were recorded in Excel (Microsoft Corp). The profiles were coded by 1 of 2 coders. When coders were unsure how to code a post, they discussed it with the first author after which a choice for coding was made.

Coding Variables
Occurrence and Frequency
An alcohol post was defined as “a post about alcohol or in which alcohol is visible.” Coders were asked to take the whole post (ie, the photo/video including headings/texts) into account. Coders coded whether there were any alcohol posts visible (occurrence: no/yes) on the profile, and if so, how many they identified on the profile (frequency). If no alcohol posts were present, no further information for that profile was needed. If an alcohol post was identified, however, the coder was asked to code the additional variables (see below). Most Facebook alcohol posts (410/442, 92.8%) consisted of a photo accompanied by a caption; 7.2% (32/442) consisted solely out of text.

Social Evaluative Context
Coders were asked to describe whether the context was negative, neutral, or positive toward alcohol. Social evaluative context was based on Beullens and Schepers [23]; in line with their coding book, we coded whether an alcohol post showed a negative context (eg, someone looking disapprovingly at a drunk person), a neutral context (eg, no explicit judgment or emotion is shown), or a positive context (eg, people laughing and toasting with alcoholic drinks). The context could also be inferred from a caption (eg, when a photo showed a close-up of a dinner table including a glass of wine with the caption “Having a lovely time!”). Text-only posts were coded in a similar manner: negative if alcohol was described with negative words (“drank too much; headache!”), positive if alcohol was described with positive words (“I’m looking forward to boozing tonight!”).

People Present in Post
Given research [34-39] showing that the presence of people can affect persuasion, we coded whether people were present in the post (no people visible/tagged [text-only posts], participant only, others only, or participant with others). We also coded whether someone was holding an alcoholic beverage, and if so, who (no one, participant, others). The reason we measured the latter variable is because holding a beverage can be seen as a clear indication of descriptive norms (person is drinking) as well as injunctive norms (person must like drinking [42]). Figures 1 and 2 show examples of how a post would be coded in terms of evaluative context and presence of people.

Placer of Post
We coded whether the post was placed by the participant or by others (with participant tagged) based on previous studies suggesting different effects of active versus passive interpersonal communication [40].

Reactions to Posts
We coded how many likes and comments the post received and whether the comments were mainly negative (“Pathetic!” or “You’re not looking too well”), neutral (“Where is this?” or “What are you drinking?”), or positive (“Nice shot!” or “Looking good!”) toward the participants and/or post. Valence of comments was adjusted from Beullens and Schepers [23].

Data Analysis
To investigate the social content (RQ1a/RQ1b) and processes (RQ2a/RQ2b) involved with alcohol posts we first described the frequencies and descriptives of the coded variables. In order to address whether the likes and comments on alcohol posts depend on the content of the posts (RQ2c), we conducted analyses of variance with the social content of the post as independent variable (presence of people, holding of beverages, and placer of post) and likes, comments, and valence of comments as dependent variables.

Because n was too low, we did not investigate the influence of a negative (2 Facebook posts) versus positive (11 Facebook posts) context on reactions, and we decided not to analyze Instagram posts (posted by only 24 participants). We consider differences with $P<.01$ as significant in order to compensate for multiple comparisons [43].
**Figure 1.** Example of a post that would be coded as having a positive evaluative context, showing the participant with others, and showing the participant holding a drink.

**Figure 2.** Example of a post that would be coded as having a positive evaluative context and no people visible. The caption translates as “Lovely relaxing time with a book and drink!”.
Results

Occurrence and Frequency of Alcohol Posts
Results showed that 51.1% (90/176) of participants with a Facebook profile had at least 1 alcohol post on their profile during the past recorded year. On Instagram, 28% (24/85) of participants had a profile with at least 1 alcohol post. The participants who had an alcohol post on their Facebook profile posted on average 5 alcohol posts during the past recorded year (mean 5.02, SD 6.32). On Instagram, among the participants who posted an alcohol post, the average number of alcohol posts was 4 (mean 3.91, SD 4.21).

The following section focuses solely on the alcohol-related posts by participants on Facebook (n=90) or on Instagram (n=24). Participants with Facebook or Instagram profiles who posted about alcohol (20 men, 73 women, mean age 21.92, SD 3.94 years) differed slightly from those who did not post about alcohol (34 men, 59 women, mean age 19.35, SD 5.01 years) in terms of age (F_{1,184}=15.12, P<.001) but not significantly in terms of gender (X^2=5.1, P=.02). In total, we analyzed 442 alcohol posts on Facebook and 94 alcohol posts on Instagram.

Please note that the total number of posts described sometimes varies—the total number of posts mentioned at social evaluative context is 438, whereas the total number of posts mentioned at placer of post is 439 because coders sometimes had to code a variable as missing (eg, when the context of the post could not be inferred or when the valence of comments could not be coded because there were none). The percentages shown are based on the total number of posts that were coded for that variable.

RQ1: Social Content

Social Evaluative Context
The majority of the alcohol posts on Facebook depicted alcohol in a positive context (425/438, 97.0%), a few showed a neutral context (11/438, 2.5%), and almost none depicted a negative context (2/438, 0.5%). On Instagram, these percentages were similar (see Table 1).

Presence of People
Most Facebook alcohol posts (277/412, 67.2%) displayed a social context with other people visible in the posts, but 16.3% (67/412) of alcohol posts did not show any people. Similar patterns were seen on Instagram (Table 1). Beverages were held by participants as opposed to appearing on a table. Thus, on both platforms, most alcohol posts displayed a social context with the participant and other people shown.

RQ2: Social Processes

Placer of Post
Alcohol posts were often placed by participants themselves on Facebook (201/439, 45.8%), but, more frequently, the posts were placed by others (238/439, 54.2%) with the participant tagged (Table 2). Tagging was not yet possible on Instagram in 2015.

Reactions to Alcohol Posts
On average, an alcohol post on Facebook received 29 likes (mean 29.67, SD 26.15) and 3 comments (mean 3.41, SD 5.36). Almost all alcohol posts on Facebook got at least 1 like (421/442, 95.9%), and most got at least 1 comment (309/442, 71.9%). This was similar on Instagram (see Table 2).

Although not all alcohol posts received comments; of those that did, the responses were mostly positive (243/297, 81.8%) toward the post and/or participant (neutral: 49/297, 16.5%; negative: 5/297, 1.7%). The pattern was similar on Instagram (see Table 2).

RQ2c: Do the Responses to Alcohol Posts Depend on the Content of the Post?

Presence of People
First, there was a significant effect of presence of people (no one vs only participant vs only others vs participant with others) on the number of likes (F_{3,406}=18.96, P<.001). Posts without any people present in them yielded significantly fewer likes (mean 10.34, SD 13.19) than posts in which the participant was shown alone (mean 30.63, SD 21.21, P=.002), posts in which only others were displayed (mean 25.71, SD 28.98, P=.001), or posts in which others were shown together with the participant (mean 35.50, SD 26.39, P=.001). Posts in which others were shown together with the participant yielded more likes than posts with only others (P=.01). Posts without any people present resulted in significantly fewer comments (mean 2.22, SD 3.20) than posts displaying others without the participant (mean 4.47, SD 7.13, P=.01). Posts in which the participant was alone (mean 3.68, SD 5.25) did not differ from the other posts in terms of comments (P>.22). The valence of comments was not influenced by presence of people (F_{3,267}=0.47, P=.70). Thus, social posts yielded more responses and more positive reactions than posts without people in them.

Holding of Beverages
A significant effect of holding of beverages (no one versus participant versus others) on likes was revealed (F_{2,322}=14.36, P<.001). That is, posts without someone explicitly holding an alcoholic beverage resulted in significantly fewer likes (mean 19.20, SD 23.86) than posts in which the participant (mean 30.94, SD 22.97, P=.001) and/or others (mean 37.34, SD 29.94, P<.001) were holding drinks in their hands. There were no significant effects on the number or valence of comments, all F<0.92, all P>.40.

Placer of Post
A significant effect of placer of post (participant vs others) on likes was found (F_{1,436}=8.50, P=.004). That is, posts placed by others yielded significantly more likes (mean 33.02, SD 25.05) than posts placed by the participants themselves (mean 25.77, SD 26.80). There were no significant effects on the number or valence of comments (all F<1.55, all P>.21). Thus, in general, more social posts (eg, in which others are present, which are posted by others, and in which people hold drinks in their hands) resulted in more reactions, in particular more likes. For an overview of the effects of social content on likes, see Table 3.

References

Please note that the total number of posts described sometimes varies—the total number of posts mentioned at social evaluative context is 438, whereas the total number of posts mentioned at placer of post is 439 because coders sometimes had to code a variable as missing (eg, when the context of the post could not be inferred or when the valence of comments could not be coded because there were none). The percentages shown are based on the total number of posts that were coded for that variable.
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The majority of the alcohol posts on Facebook depicted alcohol in a positive context (425/438, 97.0%), a few showed a neutral context (11/438, 2.5%), and almost none depicted a negative context (2/438, 0.5%). On Instagram, these percentages were similar (see Table 1).

Presence of People
Most Facebook alcohol posts (277/412, 67.2%) displayed a social context with other people visible in the posts, but 16.3% (67/412) of alcohol posts did not show any people. Similar patterns were seen on Instagram (Table 1). Beverages were held by participants as opposed to appearing on a table. Thus, on both platforms, most alcohol posts displayed a social context with the participant and other people shown.

RQ2: Social Processes

Placer of Post
Alcohol posts were often placed by participants themselves on Facebook (201/439, 45.8%), but, more frequently, the posts were placed by others (238/439, 54.2%) with the participant tagged (Table 2). Tagging was not yet possible on Instagram in 2015.
### Table 1. Social content of alcohol-related posts on Facebook and Instagram.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Facebook (n=442), n (%)</th>
<th>Instagram (n=94), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social evaluative context</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>2 (0.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>11 (2.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Positive</td>
<td>425 (96.1)</td>
<td>94 (100)</td>
</tr>
<tr>
<td><strong>People present</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No one</td>
<td>67 (16.3)</td>
<td>28 (29.8)</td>
</tr>
<tr>
<td>Only participant</td>
<td>19 (4.6)</td>
<td>10 (10.6)</td>
</tr>
<tr>
<td>Participant and others</td>
<td>277 (67.2)</td>
<td>49 (52.1)</td>
</tr>
<tr>
<td>Only others</td>
<td>49 (11.9)</td>
<td>7 (7.4)</td>
</tr>
<tr>
<td><strong>Beverages in hand</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No one</td>
<td>116 (35.4)</td>
<td>25 (43.1)</td>
</tr>
<tr>
<td>Participant</td>
<td>98 (29.9)</td>
<td>19 (32.8)</td>
</tr>
<tr>
<td>Others</td>
<td>114 (34.8)</td>
<td>14 (21.4)</td>
</tr>
</tbody>
</table>

### Table 2. Social processes involved with the posting of alcohol-related posts on Facebook and Instagram.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Facebook (n=442)</th>
<th>Instagram (n=94)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Placement of post, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant</td>
<td>201 (45.8)</td>
<td>94 (100)</td>
</tr>
<tr>
<td>Others</td>
<td>238 (54.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Valence of post reactions, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative comments</td>
<td>5 (1.7)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Neutral comments</td>
<td>49 (16.5)</td>
<td>6 (13.6)</td>
</tr>
<tr>
<td>Positive comments</td>
<td>243 (81.8)</td>
<td>37 (84.1)</td>
</tr>
<tr>
<td><strong>Number of post reactions, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of likes</td>
<td>29.67 (26.15)</td>
<td>43.12 (52.11)</td>
</tr>
<tr>
<td>Number of comments</td>
<td>3.41 (5.36)</td>
<td>3.82 (3.01)</td>
</tr>
</tbody>
</table>

### Table 3. Significant differences in likes of alcohol-related posts on Facebook based on social content.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of likes on Facebook Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>People present</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No one</td>
<td>10.34 (13.19)</td>
<td>5.00</td>
</tr>
<tr>
<td>Only participant</td>
<td>30.63 (21.21)</td>
<td>27.00</td>
</tr>
<tr>
<td>Participant with others</td>
<td>35.50 (26.39)</td>
<td>32.00</td>
</tr>
<tr>
<td>Only others</td>
<td>25.71 (28.98)</td>
<td>18.00</td>
</tr>
<tr>
<td><strong>Beverages in hand</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No one</td>
<td>19.20 (23.86)</td>
<td>11.00</td>
</tr>
<tr>
<td>Participant</td>
<td>30.94 (22.97)</td>
<td>25.00</td>
</tr>
<tr>
<td>Others</td>
<td>37.34 (29.94)</td>
<td>34.00</td>
</tr>
<tr>
<td><strong>Placement of post</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant</td>
<td>25.77 (26.80)</td>
<td>18.00</td>
</tr>
<tr>
<td>Others</td>
<td>33.02 (25.05)</td>
<td>28.50</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The goal of this research was to investigate the social content (ie, evaluative social context and presence of people) and social processes (ie, posting of and reactions to posts) involved with alcohol posts on social networking sites. Two main findings were revealed: in terms of content and processes, alcohol posts on social media are social in nature and these social aspects are related to reactions—the more social elements to the post, the more (positive) reactions the post receives.

The first main finding that alcohol posts are social in terms of content was illustrated in 2 ways. First, alcohol posts showed alcohol in a positive social context, with people approving of the drinking behaviors pictured in the post (eg, by laughing or toasting). This is in line with Beullens and Schepers [23], who found that the context of alcohol consumption on social media is often positive. This approval by others of alcohol consumption in alcohol posts is alarming, as ample studies show that a positive injunctive social norm (the perception that others approve of this conduct) leads to increased drinking behaviors [35,36,42]. Alcohol posts may thus, by enhancing positive social norms, lead to more excessive alcohol consumption. This idea was also suggested in a recent study about cigars and cigarillo images on Instagram in which it was observed that these images are relatively common and could add to the normalization of tobacco in everyday life [44]. More research is needed to investigate this potential mediating effect of social media posts on norms and subsequent drinking behavior.

In addition, alcohol posts are social in the sense that most reflect a social setting (eg, dinners or parties) that display (groups of) people. These groups of people can potentially further increase the effect of the portrayed positive social norms by showing that many approve of drinking alcohol and display this behavior themselves (eg, by holding alcoholic beverages) thereby enhancing descriptive norms (ie, the perception that many others engage in this behavior [42]). This suggests a strong impact of alcohol posts, especially when many people appear in the image.

Furthermore, it is possible that positive injunctive norms are especially triggered by a positive social context in alcohol posts and that positive descriptive norms are more strongly affected by whether people are holding these beverages in the picture. Given the importance of social norms for alcohol consumption, this role of social norms within the effects of alcohol posts should be investigated in more detail.

Not only are alcohol posts social in terms of content, they are also social in terms of the processes involved with posting them. That is, alcohol posts receive many likes and comments, and these comments are mostly positive about the post. This is consistent with our findings regarding the social evaluative context: people from the social network appear strong in their approval of alcohol posts. This is important to keep in mind when addressing the issue of alcohol posts; they seem to be posted in a very proalcohol context. Furthermore, this study is the first to reveal that tagging plays an important role in the posting of alcohol-related posts. Many participants had alcohol posts on their profile that they did not post; they had simply been tagged in these posts. This tagging has very relevant implications for interventions aiming to decrease alcohol posts. An individualistic approach (eg, intervention planners asking people to not post an alcohol post on their profile) may not be sufficient. Thus, reducing these tagged posts may require a different strategy by taking into account the social environment (eg, intervention planners asking people to deny tagging, or by asking people not to tag others in such posts).

The second main finding is that social aspects of alcohol posts are related to the responses to these posts. Posts that displayed people, posts in which others were holding drinks, and posts posted by others yielded more likes and often more comments than posts without people in them, posts in which no one was holding a drink, or posts posted by the participants themselves. This further strengthens the idea that alcohol posts are part of a social process, in which the social aspects common to alcohol posts trigger social interactions that show further appreciation of the post and help spread the message even further. Because often-liked posts are featured higher in Facebook’s newsfeed, this can further increase the chance the post will get liked, commented on, or shared.

An explanation for why social posts triggered more, and more positive, interpersonal communication could be that human beings have a strong need to connect with and belong to groups [39]. Many studies have shown the preference that humans have for social stimuli (eg, faces) over nonsocial stimuli (eg, geometrical shapes [45,46]). That social posts get liked more seems therefore to be in line with this fundamental human need for belongingness. The question, however, is how generic or specific this effect is. Do all posts with people in them or posted by others receive more likes and comments? Or is this only, or especially, the case with alcohol consumption, a very social behavior? As this study does not compare alcohol posts with posts regarding other unhealthy behaviors, this remains a question. Research exists, however, showing that young people also post about other health behaviors such as physical activity, snacking, smoking, marijuana use, waterpipe use, and sexual behaviors [44,47-51]. Although they do not always depict groups of people, some of these posts elicit a lot of responses when posted in like-minded fora, such as posts related to “fitspiration” (ie, a recent social media trend designed to motivate people to eat healthily and exercise [52]). Thus, it appears that social aspects of a post are not the only factor influencing post responses. Some recent research suggests that certain posts (such as certain types of active selfies [53]) trigger more responses by increasing narrative involvement. It is possible that the social setting often visible in alcohol posts may also increase involvement in the narrative (eg, being part of a dinner or party) and may therefore lead to more likes and comments. The processes through which social alcohol posts lead to more reactions and whether these processes are distinct for alcohol posts is an important avenue for future studies.

Taking these findings together suggests that alcohol posts on social media are a part of young people’s everyday social lives, in which drinking at dinners or parties and posting and tagging about these social events go hand in hand. This normalcy of alcohol posts not only strengthens the idea in young people’s minds that alcohol is normal and a part of daily life [54,55] but...
also increases the idea that a lot of people are positive about alcohol and consume alcohol regularly. This can increase pluralistic ignorance (ie, people incorrectly assuming that many people engage in a specific behavior such as alcohol abuse [56]) and lead to more drinking behaviors (in line with Moreno et al [25] and Boyle et al [26]). Although a lot of research exists showing that alcohol use in traditional media (movies or commercials [57-59]) can increase alcohol use of viewers, recent evidence suggests that alcohol use on social media has even stronger effects because it is more closely linked to descriptive and injunctive norms that consequently leads to a stronger impact on drinking behaviors [60]. The role of alcohol posts on social media should not be underestimated and should be incorporated in interventions that aim to decrease excessive alcohol use.

**Limitations and Future Research**

Some limitations should be noted. A complication of interpreting the effects of social posts is that the audience size of posts may differ between social and nonsocial posts (more people are tagged in social posts, thereby increasing the number of people who see the post), potentially explaining part of the relationship between social posts and increased responses. However, the fact that not only the number of people but also whether someone was holding the alcoholic beverage influenced the number of likes suggests that something alcohol-specific may further increase the impact of social features on likes. To answer the questions whether and why social alcohol posts lead to more reactions with more certainty, future studies are necessary comparing social versus nonsocial alcohol posts and contrasting those with similar neutral posts and posts about other unhealthy behaviors (eg, smoking or snacking).

Another limitation lies in the fact that we coded the alcohol posts from an outsider viewpoint—coders looked at an alcohol post and decided whether it was social (if people were visible). However, another worthwhile method may be to ask participants to describe and interpret alcohol posts (in line with Hebden et al [61], for example) to see whether any differences arise between our coding and participant interpretations. For example, it is possible that although the alcohol post in Figure 2 was coded as having no person visible, when participants see this post they may infer that the poster is probably not alone while enjoying this drink. Such interpretations are an interesting avenue for future research.

**Conclusions and Potential Implications for Interventions**

This study investigated the social content and social processes involved with alcohol posts on social networking sites. Findings revealed that in terms of content and processes, alcohol posts on social media are social in nature. Furthermore, these social aspects are related to responses to these posts: the more social elements in the post, the more (positive) reactions (eg, likes and comments). Taken together, these findings suggest that alcohol posts on social media are a part of young people’s everyday social lives, and interventions aiming to decrease alcohol posts should include a focus on the individual in a social (networking) context.

Potential implications for interventions arise from this study. First, the comparison between the participants who did and did not post about alcohol showed that, as a group, more older adult women post alcohol content on social media. This may illustrate an important target group for future interventions addressing the posting of alcohol-related posts. Second, our findings support viewing the posting of alcohol posts as a social behavior. Therefore, attempts to reduce this behavior should not take an individualistic approach but should focus on the individual in a social context. It may be worthwhile to make people aware that they post about social gatherings in which alcohol is visible and tag others in these posts and such posts may have unintended negative consequences and should be avoided by not posting these pictures or by hiding alcoholic beverages when a photo is taken. Adolescents and young adults can be motivated to not allow tags in such posts and to stimulate others to not post alcohol posts or tag them in it. Whether and which of these tactics will be successful is an important avenue for further research.


24. van Hoof JJ, Bekkers J, van Vuuren M. Son, you’re smoking on Facebook! College students’ disclosures on social networking sites as indicators of real-life risk behaviors. Comput Hum Behav 2014 May;34:249-257. [doi: 10.1016/j.chb.2014.02.008]
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Abstract

Background: Social media use has become ubiquitous in the lives of many people, especially young adults. A popular recent trend emerging on social media is that of posting and following ‘Fitspirational’ content - material that purports to motivate and showcase healthy lifestyle habits, particularly relating to exercise and diet. There is very limited existing literature on how engaging with this type of content influences people’s psychological and physical health. Initial studies have focused on concerns over potential negative effects on psychological wellbeing including body image, self-esteem and eating disorders.

Objective: We aimed to address a gap in the literature for exploratory research on this topic from the perspective of users. We used a qualitative approach to explore how people experience viewing Fitspiration on social media including why and how they engage with this material and how they perceive that it affects their thoughts, emotions, behaviour and health.

Methods: We recruited 20 young adults (14 females, 6 males, aged 18-25) who self-declared themselves to be Fitspiration followers to participate in either focus groups or individual interviews. We asked detailed, open-ended questions about their motivations for following Fitspiration, experiences of viewing this content and its perceived impact. We used inductive thematic analysis to derive themes that represented common and salient features of the data set.

Results: Four main themes were developed: 1) A tool with the potential to support healthy living, 2) Unrealistic, untrustworthy content, 3) Negative effects on emotional wellbeing, and 4) Vulnerability and protective factors. Following Fitspirational posts on social media can provide young people with knowledge and motivation that may support healthy lifestyle behaviours. However, a range of harms also appeared to arise from Fitspiration viewing ranging from minor annoyances and frustrations to more meaningful negative effects on psychological & physical health. These negative effects seemed to persist despite individuals acknowledging that the material can be unrealistic, and believing that they are personally equipped to minimise harms to themselves.

Conclusions: This study suggests that Fitspiration on social media can be attractive and compelling for young people but appears to bring about negative as well as positive effects. Future research should aim to confirm the scale and intensity of positive and negative effects and investigate ways of harnessing desirable outcomes and minimising undesirable outcomes.

(J Med Internet Res 2018;20(6):e219) doi:10.2196/jmir.9156
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Introduction

In 2017, 66% of UK adults (aged ≥16 years) used the internet for social networking, with 96% of young adults (16-24 years) reported to be active users of social networking sites [1]. Social media platforms enable users to create personal profiles and share content (typically photos and text) and view and comment on the posts of users in their network of friends or “followers” who opt to receive updates on the individual’s social media postings.

In recent years, a trend that has emerged on social media is that of posting and following “Fitspirational” content—material that purports to motivate and promote healthy lifestyle habits, especially associated with exercise and diet. “Fitspiration” is a portmanteau, blending “fitness” and “inspiration” and is particularly prevalent on image-based social media platforms such as Instagram, as well as other platforms, including Facebook, Twitter, Tumblr, and Pinterest. It is essential to be aware that anyone can create a Fitspiration post, just by using the #Fitspiration hashtag. Some posts are created by celebrities and fitness and nutrition professionals, whereas others are created by members of the public who may or may not have relevant knowledge or experience. As of February 2018, the authors identified 14.3 million public posts under the metadata #Fitspiration hashtag on Instagram compared with 1.8 million noted in January 2014 [2], signifying a rapid growth in the popularity of this trend.

Fitspiration emerged within the fitness community as an allegedly healthy alternative in response to previous trends such as “Thinspiration” and “Bonespiration” (images that idealize thin bodies and protruding bones) [3]. Tiggemann and Zaccardo [4] reported that social media content tagged with the “#Fitspiration” hashtag tends to feature people (often females) partaking in exercise or dressed in sportswear, or healthy food; these are occasionally overlain with (ostensibly) inspirational quotes or slogans advocating strength, fitness, personal effort, challenge, and empowerment such as “healthy is sexy,” “eating well is a form of self-respect,” or “be stronger than your excuse.” Some social media accounts attract thousands or millions of followers with some of the most famous posters making money through merchandise and product placement [5]. Social media users encounter Fitspirational content either deliberately, by linking with and following users known for posting such content or inadvertently through the posts and shares of other people already in their network [4].

On the surface, the Fitspiration trend could appear benign or even positive. Efforts to motivate and support young people to develop and maintain healthy lifestyle habits are welcomed and might appear refreshing compared with some more apparently worrying online trends and issues (eg, “Thinspiration”). If people are, indeed, motivated and supported in making healthy lifestyle changes through Fitspiration, the scope for benefits to health outcomes could be massive given the extensive reach of these social media platforms. However, no clear evidence demonstrates these positive effects. While Talbot (2017) determined that Fitspiration does appear to be less objectifying than Thinspiration and Bonespiration, it was still concluded that sufficient similarities existed between these trends to cause concern [3]. Given the newness of the trend, the existing literature remains limited. Several studies using content analysis have concurred that Fitspiration posts perpetuate pervading body image ideals (very lean females and very muscular males), are sexually objectifying, and tend to emphasize appearance over health [6-11]. However, Deighton-Smith and Bell [11] also identified some potentially positive features, including the emphasis on personal control and commitment and building a sense of community and social support. In addition, a concern has been raised about the posters of Fitspirational content, with one study reporting that females who post Fitspirational content have higher scores on measures of disordered eating and compulsive exercise than control females [12]. This study also demonstrated that these females tend to be at higher risk of eating disorders based on scores from the clinical “Drive for Thinness” measure. Furthermore, a content analysis of Fitspirational blogs (in which people write about their experiences of living a healthier lifestyle) provided evidence of problematic eating and negative attitude toward food and body image [13].

Mixed evidence exists regarding how people react to Fitspirational posts. An experimental study reported that exposing female students to Fitspirational images provoked more short-term negative mood and body dissatisfaction and declined appearance-related self-esteem compared with control images [3]. During the study, participants exposed to Fitspiration engaged in more comparison based on their appearance than control participants, and this comparison activity seemingly mediated the effects of the Fitspiration exposure on mood and body dissatisfaction. In addition, participants viewing Fitspiration did exhibit an increase in the measure of inspiration about healthy eating and exercise [4]. A qualitative study interviewed young male Fitspiration followers and revealed that they used the content purposefully (to educate themselves on workout techniques). Although Fitspiration could make them feel inferior about their physical appearance, they engaged in downwards comparison on traits other than appearance and fitness, attributing negative personality traits and neediness to the posters that seemed to help maintain their self-esteem [14].

In summary, although limited research has been conducted to date, the emerging evidence is mixed, suggesting that Fitspiration might exert a negative impact, whereas certain aspects could be inspiring and support behavior change. Thus, further research is warranted on users’ experiences of following Fitspiration. This study used an inductive qualitative approach to address this gap in the literature. Qualitative studies are helpful in emerging fields of research, allowing the emergence of rich data related to a range of perspectives and experiences, rather than constraining data collection to specific anticipated issues [15]. Thus, this study aims to investigate how people experience viewing Fitspiration on social media, including why and how they engage with this material and how they perceive that it affects their thoughts, emotions, behavior, and health.
Methods

Design
This study used a qualitative design and collected data using focus groups and individual interviews. We obtained ethical approval from the Ethics Committee of the Psychology Department at the University of Southampton (Southampton, UK; Study ID: 24273).

Sampling and Recruitment
Participants were eligible for enrollment if they were young adults (aged 18-25 years; as this age group constitutes key consumers of social media, in general [1], and Fitspiration, specifically [16]) who self-defined themselves as followers of Fitspirational content on social media.

Participants were opportunistically enrolled using posters and social media, and course credits were offered to undergraduate students in exchange for participation. In addition, all participants were entered into a prize draw for a chance to win a gift voucher (£15). After viewing adverts, participants contacted the researchers to express interest, read an information sheet, had an opportunity to raise queries, and then signed a consent form before a focus group or interview was arranged.

Data Collection Procedure
We used focus groups to promote the opportunity for participants to share anecdotes and interact with each other to share experiences and perspectives. Notably, four focus groups were held, which comprised of 4, 2, 5, and 3 participants, respectively. In addition, six individual face-to-face interviews were arranged to accommodate participants who could not attend any of the focus groups.

Each focus group was facilitated by two researchers (SE, ZT, or DF; all psychology students) and began with a welcome statement. Then, each participant completed a short questionnaire covering demographics and brief questions about their social media use, and health-related lifestyle behavior to enable us to define our sample. Participants were shown handouts with a selection of nine examples of Fitspiration to elucidate what is implied by Fitspiration on social media and act as a starter activity to prompt their thoughts on the topic. One example included a picture of a female in activewear with text overlay “how bad do you want it.” A question schedule (Appendix 1) was used to elicit in-depth accounts, stories, or opinions about motivations for viewing/following Fitspirational posts on social media, how Fitspiration is used, aspects that are liked and disliked, and perceptions of the ways in which it might affect their behavior, health, thoughts, and feelings. In addition, we used neutral prompts to probe further and encourage participation from all focus groups’ members. Furthermore, individual interviews followed the same procedure and used the same question schedule as the focus groups.

All interviews and focus groups were audiotaped. The recordings were transcribed verbatim, replacing participant names with pseudonyms. All transcripts were carefully checked against recordings.

Data Analysis
Using the inductive thematic analysis, we analyzed the transcripts with techniques from grounded theory, such as constant comparison, to ensure the themes being developed remained close to the original data [17,18]. The analysis was led by SE, an undergraduate psychology student and Fitspiration poster and follower, with regular supervision and analytical input from LD, an experienced qualitative researcher and health psychologist, and KM (a trainee health psychologist with qualitative research experience). Of note, the analysis was inductive, that is themes were developed from the participants’ raw data “upwards,” rather than searching for material that fit with a preexisting theory, model, or structure. The analysis started with reading transcripts and listening to audio-recordings to extensively familiarize with the data. Initial coding involved attaching descriptive labels by hand to parts of the transcripts associated with the research question. The analysis proceeded to develop themes from these codes that captured key patterns and features in the data. Then, the theme development was attained by an iterative process of clustering together similar codes into themes while engaging in the process of constant comparison with the original transcripts to check that themes were grounded in the data and were not being affected by the researchers’ preconceptions or theoretical assumptions [18]. Finally, themes were iteratively reviewed, refined, organized, and relabeled until a set of rich, coherent themes, and subthemes was created in a coding manual (Appendix 2).

In line with the grounded theory approach, analysis and data collection were performed concurrently, enabling us to (1) adjust our sampling strategy to deliberately sample participants with characteristics that were underrepresented in our sample; and (2) adjust the data collection to follow up on analytic insights and emerging ideas [19]. For example, an early analysis of transcripts suggested some possible differences in how males perceive Fitspiration; however, we only had limited male participants. Thus, we sought out more male participants to collect more data to explore this insight further. We ceased recruitment after data had been collected from 20 participants, as it became apparent that significant repetition was occurring, adding little new insight to the ongoing analysis.

Results

Participants
In this study, we enrolled 20 people (14/20, 70%, females and 6/20, 30%, males; age range: 18-25 years; mean age: 20.7 years). Table 1 summarizes the characteristics of the study cohort. The majority of participants (14/20, 70%) were white-British, and 16/20 (80%) were students, including 14 undergraduates and 2 postgraduates.

Of all, 14/20 (70%) reported spending a minimum of 2 hours on social media each day, with 9/20 (45%) spending >1 hour per day on health and fitness-related content, and a minority 1/20 (5%) spending >4 hours per day. The most popular social media platforms for health- and fitness-related content were Instagram, Facebook, and YouTube.
### Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD); range</td>
<td>20.7 (1.79); 18–25</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (30)</td>
</tr>
<tr>
<td><strong>Occupation n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Undergraduate student</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Non-student</td>
<td>4 (20)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White-British</td>
<td>14 (70)</td>
</tr>
<tr>
<td>Black-African</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Black-Caribbean</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Asian-Indian</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (15)</td>
</tr>
<tr>
<td><strong>Social media use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily hours spent on social media&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>2 (10)</td>
</tr>
<tr>
<td>1-2</td>
<td>4 (20)</td>
</tr>
<tr>
<td>2-3</td>
<td>10 (50)</td>
</tr>
<tr>
<td>4+</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Daily hours spent on health- and fitness-related social media&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>11 (55)</td>
</tr>
<tr>
<td>1-2</td>
<td>7 (35)</td>
</tr>
<tr>
<td>2-3</td>
<td>1 (5)</td>
</tr>
<tr>
<td>4+</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Social media sites frequently used to view health and fitness related content&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>11 (55)</td>
</tr>
<tr>
<td>Twitter</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Instagram</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Pinterest</td>
<td>2 (10)</td>
</tr>
<tr>
<td>YouTube</td>
<td>11 (55)</td>
</tr>
<tr>
<td>WordPress</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Perceptions of health and lifestyle, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Which would you consider yourself to be?&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>“Underweight”</td>
<td>1 (5)</td>
</tr>
<tr>
<td>“About right”</td>
<td>18 (90)</td>
</tr>
<tr>
<td>“Overweight”</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Would you say you lead an active lifestyle?&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Indicate any missing data
Would you say you eat a healthy diet?\textsuperscript{a}

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>17 (85)</td>
</tr>
<tr>
<td>No</td>
<td>3 (15)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Self-reported estimates.

Table 2. Themes and subthemes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
</tr>
</thead>
</table>
| A tool with some potential to support behavior change | Information and ideas
|                                               | Being inspired and motivated                            |
| Unrealistic, untrustworthy content            | Trust and deception
|                                               | Unrealistic unattainable lifestyles                     |
|                                               | Inappropriate or abandoned goals                        |
| Negative effects on emotional well-being      | Feeling guilty about choices and behavior               |
|                                               | Feeling low about my body                               |
|                                               | Concerns about eating                                   |
|                                               | Feeling compelled to keep using Fitspiration            |
| Vulnerability and protective factors          | Gender                                                  |
|                                               | Age                                                     |
|                                               | Mood                                                     |
|                                               | Engaging in a critical way                              |
|                                               | Filtering and choosing relevant content to follow       |

Furthermore, 18/20 (90\%) participants classified themselves as being of healthy weight, 17/20 (85\%) felt they led an active lifestyle and 17/20 (85\%) ate a healthy diet.

Themes

We developed the following four key themes in this study: (1) a tool with some potential to support behavior change; (2) unrealistic, untrustworthy content; (3) negative effects on emotional well-being; and (4) vulnerability and protective factors. Table 2 presents these themes and their subthemes; also, each theme and subtheme is discussed alongside illustrative quotations in the following section. We have replaced participant names with participant numbers, and gender and age have also been indicated (eg, P1, F, 20).

A Tool With Some Potential to Support Behavior Change

Participants revealed benefits that could be gained from Fitspiration content that facilitated making changes to their behavior.

Information and Ideas

Participants discussed following Fitspiration accounts on social media to gain practical ideas and tips about healthy lifestyles. They discussed how Fitspiration content successfully provided them with ideas for healthy recipes, workouts, exercise techniques, and gym merchandise.

It is nice to see to get some ideas [...] when they post exercises and I think “oh that might be something I haven’t tried before.” [P1, F, 20]

Being Inspired and Motivated

Participants described how Fitspiration content boosted their motivation to attend a gym, follow a nutritious diet, and helped them to adopt a positive mind-set. They described how motivation could be explicitly triggered by written, inspirational quotes.

It helps me to set targets [...] see what I need to be doing and then kind of get me the road to doing it. [P3, F, 19]

In addition, observing posters helped them attain their goals and boosted motivation for working toward their health targets, and individuals posting Fitspiration content acted as aspirational figures and role models.

I think they can be good for getting you motivated like definitely, [...], if I try hard I could look like this. [P5, F, 20]

Unrealistic, Untrustworthy Content

All participants discussed how they often find Fitspirational content to be unrealistic and difficult to associate with. Besides creating frustration and negative feelings toward Fitspiration posters, the unrealistic content seemed to adversely affect their goal setting and perseverance.
Trust and Deception

Some participants explained the difficulty in determining which information could be trusted. With no evidence of qualifications, many participants were uncertain which Fitspiration posters possessed adequate expertise to offer valid advice. In addition, participants were conscious that Fitspiration posters mislead and deceive users with filtered content, good lighting and specific poses, and cherry-picked only the best parts of their lives to share.

People are putting up their best photos for a reason, and it’s not like real life [P2, F, 21]

Participants were concerned about Fitspiration posters having ulterior motives for posting material, especially an awareness that some posters might gain financially by supporting and endorsing brands.

They might have some like agenda, and maybe they’re not being so honest about that [P14, F, 25]

Furthermore, participants discussed various types of products they had seen endorsed or advertised and conveyed frustration that they were being sold products rather than being offered valuable advice. Seemingly, they found it difficult to distinguish whether some Fitspiration posts had hidden intentions to promote products shown in the post, making them wary of trusting the content of the post.

They are just getting money out of it […] that is all they are doing it for. [P1, F, 20]

 Unrealistic Unattainable Lifestyles

Participants perceived that the lifestyles depicted by many posters were difficult or impossible to associate with and emulate. More famous posters were perceived to possess luxuries that suggested an advantage over their followers, making the lifestyle less obtainable.

You have a gym in your house! How is that like real life? [P6, F, 20]

In particular, participants were especially distrustful of celebrities, as they felt that cosmetic surgery and body-alteration made them unrealistic models for followers.

They’ve all had surgery so people will be working towards a goal that’s not achievable [P19, F, 22]

Several participants (whether students or employed) considered cost as a barrier to living a healthy lifestyle, especially because of the perceived cost of the food, gym memberships, and clothing.

I think something that’s not taken into account is that being fit is like money as well, like gym membership and gym clothes and healthy food, that’s so much money so if you can’t afford it you feel like, well I feel like there’s no point. [P9, F, 18]

In addition, participants believed they lacked time to adhere to the lifestyle presented, with one participant even describing poster’s habits to be a full-time job.

A lot of people I follow are quite into it and sort of do it every day and most of the time that’s all they do […] you don’t really know whether, if they have another job or not. [P16, M, 22]

 Inappropriate or Abandoned Goals

Several participants discussed how Fitspiration, though recognized as untrustworthy and unrealistic, could still affect the types of goals they were aiming for and made them less attainable.

It’s probably made my personal goals quite different because they [the Fitspiration figures] obviously look amazing… I wouldn’t have set goals that unrealistic if I didn’t follow them on social media. [P15, F, 21]

It was recognized that this perspective was associated with feelings of disappointment and pressure.

They [the posters] put… ‘you can achieve this in 6 weeks’ …and it’s physically impossible to achieve that kind of physique in that amount of time and I feel it puts an unfair pressure on. [P18, M, 24]

Some participants reflected that unrealistic content resulted in disengagement with goals that were overly ambitious.

It can make you give up quicker I think [P11, F, 19]

In addition, participants commented that following Fitspiration made their goals more focused on appearance and gaining approval from peers, rather than health.

You kind of lose sight of the goal of actually trying to become healthy rather than just looking good for pictures on social media. [P16, M, 22]

In fact, one of the participants perceived this focus on image over health as an issue with Fitspiration posters, implying that they have the wrong priorities.

They don’t go to the gym and things because they want to be healthy and lead a healthy lifestyle, they want to have a body from which they can take pictures and post it to Instagram. [P16, M, 22]

 Negative Effects on Emotional Well-Being

Participants discussed various negative emotional experiences stemming from viewing Fitspiration content. Mostly, this discussion was about personal experiences and feelings, whereas other comments seemed more speculative and hypothetical.

 Feeling Guilty About Choices and Behavior.

One of the most often discussed feelings was guilt about not following a similar lifestyle to those advocated in Fitspiration posts. Viewing Fitspiration posts seemingly provoked participants to compare these with their health and fitness-related habits and feel guilty when they did not match up.

It makes me feel quite guilty sometimes, if you’re just not really in the mood to un, like be productive or proactive […] and then you see all these posts, and it’s telling you that you should. [P13, F, 20]

In fact, some participants displayed ambivalence around this guilt response as they knew that guilt was not appropriate or logical because of their awareness of the unrealistic nature of the posts.
I feel so guilty if I see all this, but then I’m like why am I feeling guilty? Because what I have just done is normal. [P1, F, 20]

Feeling Low About My Body

Participants reported being left with negative feelings about their body when comparing themselves with Fitspirational images.

It makes me not enjoy things like going to the beach and like taking photos on holiday because you don’t look like the photos on Instagram. [P15, F, 21]

When I see fitness accounts where all the girls are like svelte and toned, I’m like oh, it’s hard to love me when I look like this. [P6, F, 20]

In fact, one participant highlighted that those who differ from the typical body type within Fitspiration content could be at a heightened risk of experiencing these negative feelings.

If you’re of a bigger size, it can make you feel horrendous, it can make you feel completely alien and that you shouldn’t look like that. [P15, F, 21]

Moreover, failure to make rapid progress toward the ambitious appearance-related goals that they had set for themselves could trigger negative feelings about themselves.

You can’t have this tiny waist and massive bum, [...] you may if you did it [exercise] for a few years, a long time, [...] but it can make you feel kinda down about yourself. [P8, F, 20]

Concerns About Eating

Participants indicated that Fitspiration exerted both positive and negative effects on their eating habits. Although increased awareness about food choices was described by some participants, others found following the eating plans advocated by posters impossible to sustain and were aware of rebounding to extremes of unhealthy eating, or even binge eating.

I’m a lot more aware of food groups, the whole ideal food groups plate arrangement, it’s like half vegetables, a quarter of protein, a quarter of carbs, I’m very aware of doing that when I have my dinners. [P6, F, 20]

I think it has made me a lot more wary of what I put into my body but then I will have blow out days and just like literally shove food down. [P5, F, 20]

Some other participants discussed that viewing Fitspiration posts encouraged their obsession with calorie counting. In fact, a few also believed that some of the diet-related material could even instigate an eating disorder, especially if they were unable to recognize that habits were becoming unhealthy.

If I followed their food account where they tell me to eat healthily and I couldn’t, I’d probably end up with an eating disorder. [P6, F, 20]

Feeling Compelled to Keep Using Fitspiration

Several participants described experiencing conflict as they knew that Fitspiration posts could elicit various negative thoughts, behaviors, and moods; yet, they found themselves viewing it regularly.

In one way you’re like really attracted to it but in some ways you find it really annoying and it puts you down [P14, F, 25]

In addition, some participants described how they had initially followed Fitspiration content for a specific purpose and believed that it had not successfully fulfilled that purpose, but having got involved in the social and community aspect of it they felt compelled to continue engaging with it. Furthermore, many seemed to find this type of social media usage compelling or even addictive.

Vulnerability and Protective Factors

Participants perceived that various contextual factors affected the degree to which they and others experienced negative impacts from Fitspiration content.

Gender

Several participants (both males and females) believed that females tended to be more vulnerable to the negative effects of the exposure of Fitspiration and, indeed, mass media more generally than males.

Females tend to be more sensitive [...] it can have a bit more of a deeper effect on them, whereas men tend to be a bit more hard-headed. [P16, M, 22]

In line with this, most of the talk about guilt, body image, and concerns about eating and compulsive viewing came from females (refer “Negative Effects on Emotional Well-being” theme above). In addition, participants perceived that Fitspiration perpetuated a long-standing pressure to conform to the existing female body ideals.

For years there’s been this problem with media, especially girls like feeling they need to look a certain way. [P8, F, 20]

Yet, one male participant described negative emotions associated with failing to fulfill appearance-based expectations that had been generated by following Fitspiration posts.

I think mentally, it’s quite stressful sometimes if you put yourself up to a task that you can’t achieve [...] looking at yourself in the mirror [...] you’re just not really seeing results, it can definitely have a negative impact [P16, M, 22]

Furthermore, the participants speculated that males may well be negatively affected but might not express their feelings because of gender norms.

I reckon it probably negatively affects boys, but they don’t express it [...] If a boy did he’d probably be called a wimp. [P6, F, 20]

Age

Participants anticipated that younger users than themselves tended to be deceived by unrealistic content, consumed by the lifestyle and, thus, most likely to experience negative effects.
In line with this, one participant suggested that her maturity enabled her to control how much the content affected her behavior.

I am old enough, wise enough to know that it is cool too if I have had Uni all day [and therefore not had time to exercise] then that’s fine. \[P2, F, 21\]

**Mood**

Participants discussed their affective state influencing how they responded to Fitspiration posts and elucidated how Fitspiration could intensify their emotional state if they were in a bad mood. Conversely, if they were viewing Fitspiration while already in a good mood, it seemed to buffer against negative effects and the material could enhance their motivation to emulate healthy behaviors they have witnessed online.

Let’s say I’m already feeling up for some workout […] then I see some Fitspiration post, I might be like more inclined to go and do it and then feel more like, positive about it but if I’m in a bad mood then I don’t want to see that, I just get grumpy \[P14, F, 25\]

More worryingly, participants discussed how distress associated with life events, such as the end of a relationship, could render them highly sensitive to negative effects of Fitspiration content.

Combined with just being broken up with, it just like destroyed my self-esteem seeing all these really fit people. \[P5, F, 20\]

**Engaging in a Critical Way**

Seemingly, participants adopted certain approaches to Fitspiration viewing that they believed enabled them to follow this content with a decreased risk of psychological harm. One technique was to use the content purposefully but step back from getting too immersed.

It’s kind of best to keep them at a distance […] use them for inspiration now and then but I don’t think it’s healthy to be completely immersed \[P1, F, 20\]

Others, however, felt they had adequate knowledge or education that enabled them to assess the messages and images being presented critically.

I kind of have got the knowledge to know that your abs just aren’t going to just appear \[P1, F, 20\]

Moreover, some were especially aware and well-informed about tricks and effects of the media and believed that their less naïve and more critical approach provided them with some protection against negative effects of Fitspiration.

I study marketing […] I’m a lot more knowledgeable and less naïve to the content being advertised to me. \[P19, F, 22\]

However, participants who felt their knowledge protected them still provided accounts of various ways that Fitspiration viewing had adversely affected them personally.

**Filtering and Choosing Relevant Content to Follow**

Some participants carefully selected and filtered the content that they followed and engaged with to get the most from it.

For example, a few participants described selecting content to view that was consistent with their goals and minimizing exposure to material perceived as irrelevant.

When they put up their personal life and things… I’m not interested in them as a person which is probably quite bad but I just want to see the videos of what they do in the gym. \[P15, F, 21\]

Furthermore, several participants discussed being selective in following Fitspiration posters who they felt they could associate with to ensure their goals were more realistic to attain.

I always like to follow normal people as well […] these things are actually achievable. \[P19, F, 22\]

**Discussion**

**Key Findings**

This in-depth qualitative study exploring the experiences and perspectives of Fitspiration followers revealed several crucial insights. Consistent with Palmer [14], this study reported that participants described a desire to gain information as a critical driver of consumption of Fitspirational material; specifically, our participants were interested in gaining information related to exercise techniques, healthy recipes, and workouts. Like Tiggelman and Zaccardo [7], this study demonstrated that participants felt inspired and motivated by Fitspirational content; however, this does not seem to translate into positive dietary change and physical activity routinely, a finding also reported by Palmer [14]. Nevertheless, the majority of our findings highlighted concerning aspects of the Fitspiration use. Our participants discussed several negative effects ranging from minor (eg, frustration about the deceptive nature of posts, jealousy regarding unattainable body appearance or lifestyles, feeling that their usage had become out of control, guilt about not following the lifestyles advocated, and frustration in being encouraged toward inappropriate goal-setting) to more disconcerting (eg, negative feelings toward their own bodies and indications of some concerning eating habits). The issues of frustration, guilt, and feeling addicted to viewing Fitspirational posts are novel insights emerging from this study. Previously, negative effects of the exposure to Fitspiration on self-esteem, body image, and disordered eating have been reported [4] and speculated [6-13]; this study is in line with these studies and also the proposition that social comparison based on appearance is one of the routes through which Fitspiration exerts negative psychological effects [4].

We determined that our participants were critical, cautious, and questioning of Fitspirational content, highly aware of authenticity and credibility issues, and some made mindful decisions about who and what to follow and what aspects of posts to focus on, which corroborated Palmer’s [14] study. In our study, some participants felt that their age, gender, education, or approach to using Fitspiration protected them from a negative psychological impact. However, negative psychological effects seemed to persist despite participants possessing characteristics and capabilities that they believed could buffer them against harm. In addition, our participants exhibited a considerable conflict and ambivalence around
Fitspiration. They persisted in viewing content despite feeling it could be frustrating or even harmful. They also reported feeling guilty and comparing themselves unfavorably to posters despite articulating how guilt is unwarranted as posters are showing edited versions of themselves and sending invitations to lead unviable lifestyles and fulfill impossible appearance and health-related goals. Finally, participants discussed female gender as a factor associated with vulnerability to negative effects from using Fitspiration; however, this finding might have been driven by stereotypes and gender norms. When reviewing males’ descriptions of impact, this study provided evidence that males, as well as females, could be adversely affected by content and were similar in the ways they thought and felt about the material they were seeing.

Study Strengths and Limitations
This study has several strengths and limitations that merit consideration while interpreting the study findings. First, sample composition. Our sample size was relatively small (n=20). However, we attained saturation with this number of participants. In addition, we successfully sampled participants with various views and experiences. We attained a variability in age, gender, and ethnicity and enrolled participants that varied in their intensity of engagement with social media, generally, and Fitspiration, specifically. Furthermore, the sample comprised participants who reported being both committed and uncommitted to healthy eating and exercise, although the majority reported being committed. Most participants perceived their weight as “about right,” although it is essential to note that the questionnaire only captured self-reported perceptions of weight and not actual body mass index (BMI). Being an exploratory qualitative study, we did not assess participants’ objective weight, although this could be an exciting avenue for further research on the impact of Fitspiration.

University students accounted for the majority of our sample. Thus, the findings of this study represent views and experiences of a highly educated group of young people. In addition, since our recruitment strategy resulted in the inclusion of a high number of psychology students, our participants may, because of their education, have been especially attuned to the negative effects of the media and possibly more likely to consider and discuss issues associated with eating disorders and body image. Nonetheless, while some of the discussion was speculative and hypothetical, there was also a considerable discussion of personal experiences and feelings. Overall, because of our sampling, we suspect that our participants might have been more critical and careful with their social media use and plausibly better protected against the negative impact than other young people who follow Fitspiration.

Second, another methodological consideration associated with data collection. The use of focus groups maximized opportunities to create discussion and enable participants to draw on, compare, and contrast experiences and perspectives. However, perhaps social desirability, gender norms, or the effect of dominant individuals could have silenced dissenting opinions and rendered it more difficult to talk about specific personal experiences. In addition, participants might have found that having young female students as interviewers and facilitators made them reluctant to mention specific issues. We did, however, determine that several participants discussed emotive and personal experiences, and we were reassured that individual interviews elicited similar issues to those raised in focus groups.

Finally, it is imperative to consider that participants might have had concerns about their body image and eating habits before their exposure to Fitspiration. From this study, it is not possible to understand to what extent Fitspiration causes these negative outcomes. However, it remains interesting that participants perceive that Fitspiration is accountable for these feelings.

Future Research
This study suggests several useful directions for future Fitspiration research. Experimental, quasi-experimental, or observational studies could be conducted to attain a quantitative, more objective assessment of the factors emerging as important from this exploratory qualitative study [20,21], including short- and long-term emotional, cognitive, and behavioral responses to Fitspirational content. This study suggests that frustration, guilt, compulsive social media use, self-esteem, body image, and concerns with eating are relevant negative outcomes to measure and that health- and fitness-related knowledge, motivation, and behavior change are relevant positive outcomes to measure. In addition, this study points toward the utility of examining possible moderators of the impact of Fitspiration, including the realism and relatability of posters and the posted material and the characteristics of the follower, including age, gender, preexposure mood, and media-related literacy and critical appraisal skills. This study supports previous suggestions that social comparison could be investigated as one potential mediator of negative effects on the body image and related outcomes [3]. Furthermore, future studies could consider focusing on different groups of Fitspiration followers. A slightly younger (ie, teenage) group might have different motivations for following Fitspiration. However, this age group has been neglected in Fitspiration research thus far.

Given that the emerging research literature on Fitspiration has indicated potential harm yet statistics demonstrate that Fitspiration is a growing trend, it seems useful to consider interventions to decrease or prevent harm from body and appearance-related images and content on social media. Previously, some studies have suggested that psycho-educational interventions could focus on raising awareness of the harms of this sort of content and increasing followers’ media literacy and critical appraisal skills [22,23]. This study suggests young people believe that being armed with information and critical appraisal skills will protect them from possible negative effects. However, this study also suggests that critical and careful consumption of Fitspiration might not actually be successful in averting the negative psychological impact. Thus, further exploration and evaluation of potential intervention approaches is warranted.

An alternative direction for research is capitalizing on the positive aspects of Fitspiration in social media. Researchers could develop or adapt theory-based behavior change interventions to enhance the diet and physical activity levels of young adults, which make use of social media platforms to deliver appropriate health-related messages [24]; these platforms
are appealing, influential, and draw in young females in particular [16]. A key challenge could be mimicking what is appealing, engaging, and positive about Fitspiration while omitting what seems harmful.

Conclusions
This study suggests that following Fitspirational posts on social media can provide young people with knowledge and motivation to support healthy lifestyle behaviors; however, following such content also seems to exert some undesirable effects. In addition, this study suggests the possibility of various harms ranging from minor annoyances and frustrations to more meaningful effects on the mental and physical health. These effects might persist despite users being aware of how unrealistic the material portrayed can be and despite users believing that they are personally well-equipped to minimize harms to themselves. Furthermore, studies to confirm benefits and harms and investigate ways of harnessing positives and minimizing negatives would be helpful additions to this field of research.
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Abstract

Background: Tobacco public education campaigns focus increasingly on hard-to-reach populations at higher risk for smoking, prompting campaign creators and evaluators to develop strategies to reach hard-to-reach populations in virtual and physical spaces where they spend time.

Objective: The aim of this study was to describe two novel recruitment strategies (in-person intercept interviews in lesbian, gay, bisexual, and transgender [LGBT] social venues and targeted social media ads) and compares characteristics of participants recruited via these strategies for the US Food and Drug Administration’s This Free Life campaign evaluation targeting LGBT young adults who smoke cigarettes occasionally.

Methods: We recruited LGBT adults aged 18-24 years in the United States via Facebook and Instagram ads (N=1709, mean age 20.94, SD 1.94) or intercept in LGBT social venues (N=2348, mean age 21.98, SD 1.69) for the baseline evaluation survey. Covariates related to recruitment strategy were age; race or ethnicity; LGBT identity; education; pride event attendance; and alcohol, cigarette, and social media use.

Results: Lesbian or gay women (adjusted odds ratio, AOR 1.88, 95% CI 1.54-2.29, P<.001), bisexual men and women (AOR 1.46, 95% CI 1.17-1.82, P=.001), gender minorities (AOR 1.68, 95% CI 1.26-2.25, P<.001), and other sexual minorities (AOR 2.48, 95% CI 1.62-3.80, P<.001) were more likely than gay men to be recruited via social media (than intercept). Hispanic (AOR 0.73, 95% CI 0.61-0.89, P=.001) and other or multiracial, non-Hispanic participants (AOR 0.70, 95% CI 0.54-0.90, P=.006) were less likely than white, non-Hispanic participants to be recruited via social media. As age increased, odds of recruitment via social media decreased (AOR 0.76, 95% CI 0.72-0.80, P<.001). Participants with some college education (AOR 1.27, 95% CI 1.03-1.56, P=.03) were more likely than those with a college degree to be recruited via social media. Participants reporting past 30-day alcohol use were less likely to be recruited via social media (AOR 0.33, 95% CI 0.24-0.44, P<.001). Participants who reported past-year pride event attendance were more likely to be recruited via social media (AOR 1.31, 95% CI 1.06-1.64, P=.02), as well as those who used Facebook at least once daily (AOR 1.43, 95% CI 1.14-1.80, P=.002). Participants who reported using Instagram at least once daily were less likely to be recruited via social media (AOR 0.73, 95% CI 0.62-0.86, P<.001). Social media recruitment was faster (incidence rate ratio, IRR=3.31, 95% CI 3.11-3.52, P<.001) and less expensive (2.2% of combined social media and intercept recruitment cost) but had greater data quality issues—a larger percentage of social media respondents were lost because of duplicate and low-quality responses (374/4446, 8.41%) compared with intercept respondents lost to interviewer misrepresentation (15/4446, 0.34%; P<.001).
Conclusions: Social media combined with intercept provided access to important LGBT subpopulations (eg, gender and other sexual minorities) and a more diverse sample. Social media methods have more data quality issues but are faster and less expensive than intercept. Recruiting hard-to-reach populations via audience-tailored strategies enabled recruitment of one of the largest LGBT young adult samples, suggesting these methods’ promise for accessing hard-to-reach populations.
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sexual minorities; social media; public health; tobacco; survey methods; transgender persons

Introduction

Background

Public education campaigns aimed at educating the public on the risks of tobacco use are increasingly targeting specific segments of the population who are at risk for tobacco use and hard to reach via traditional methods [1,2]. In the United States, the Center for Tobacco Products (CTP) at the US Food and Drug Administration (FDA) implements a number of these campaigns as part of their mission to educate the public on the harms of tobacco use. Each campaign addresses at-risk, hard-to-reach populations (ie, populations that are difficult to reach for inclusion in surveys via traditional survey research recruitment methods) and delivers compelling content relevant to that specific target population. These campaigns include FDA’s flagship campaign, The Real Cost, that targets young people aged 12-17 years who are at risk for initiating cigarette smoking or are experimenting with smoking (ie, have smoked fewer than 100 cigarettes in their lifetime) and includes a component that focuses on educating hard-to-reach rural male youth at risk for using smokeless tobacco [1]. FDA’s Fresh Empire campaign targets African American, Hispanic, Asian or Pacific Islander, and multiracial youth who are influenced by the hip hop peer crowd and at risk for cigarette smoking [2]. This Free Life is FDA’s public education campaign focusing on lesbian, gay, bisexual, and transgender (LGBT) young adults aged 18 to 24 years who smoke cigarettes occasionally [3].

LGBT young adults are hard to reach [4] and have significant tobacco use disparities compared with non-LGBT young adults [5-7], being almost twice as likely to use tobacco as their non-LGBT peers [8,9]. Elevated risk of tobacco use among LGBT individuals has been attributed to LGBT-targeted tobacco product marketing [5,7,10-12] and minority stress (ie, strain resulting from stigma and discrimination associated with having a minority identity) [13-17]. LGBT minority stress increases risk of depression, alcohol and other substance abuse, homelessness, and poorer health, which are all factors associated with tobacco use [6,15,16,18-22].

Survey Recruitment Methods for Hard-To-Reach Populations

Developing tobacco public education campaigns for hard-to-reach populations such as LGBT young adults also comes with the challenge of reaching these populations to evaluate whether the campaign is effectively educating them about the harms of tobacco use. Researchers are increasingly turning to innovative strategies for recruiting hard-to-reach populations vs traditional methods [23-34]. One strategy that researchers use to recruit young adults involves conducting intercept interviews in social venues (eg, bars and nightclubs) where the target population spends time. A number of researchers have used this strategy to recruit young adults who are at a higher risk for smoking and alcohol use [24-28]. Furthermore, Fallin and colleagues used this strategy to successfully recruit LGBT young adults in bars and nightclubs [23].

A second strategy that has become popular for recruiting hard-to-reach populations for survey research is the use of targeted ads on social media platforms such as Facebook, Instagram, and Twitter [29,31-37]. Social media platforms possess massive quantities of user data that allow for highly specific targeting of ads to hard-to-reach populations on multiple features such as age, gender, location, interests, and relationship preferences (women interested in women, women interested in men, men interested in men, and men interested in women and men). A growing number of studies have successfully recruited hard-to-reach populations via social media, including young adult and adolescent smokers in the United States [29,31-32], adult electronic cigarette users [35], adult gay men [33,38,39], gay and bisexual youth [30], adolescent and young adult women in Australia [37,40], and HIV-positive adults in the United States [34].

This Study

In the present research, we focus on data collected for the evaluation of FDA’s This Free Life tobacco public education campaign targeting LGBT young adults. This Free Life engages with the target group in 12 designated market areas (DMAs) in the United States through multiple channels including social media and LGBT-specific digital sites, streaming radio, LGBT print media, branded promotions at LGBT events and social venues, and out-of-home media such as signage at bus stops in areas where LGBT young adults are likely to socialize. From a campaign evaluation perspective, we consider these 12 DMAs to be treatment DMAs and compare them against data we collected for the evaluation in 12 control, or comparison, DMAs where no events occur, and minimal campaign advertising occurs. The data we present in this paper come from the baseline wave of data collection that occurred immediately before the launch of the This Free Life media campaign in the 12 treatment DMAs in the United States. We employed two unique strategies to recruit LGBT young adults for this study. First, we conducted in-person intercept screening interviews using tablet devices in social venues such as bars and nightclubs that we identified as popular among LGBT young adults in each of the 24 DMAs. Second, we used social media ads on Facebook and Instagram that linked to a Web screening instrument. For social media
ads, we used targeting tools and targeted ad content to recruit LGBT young adults in the 24 DMAs. In this study, we compare the cost and time efficiency of recruitment and quality of data gleaned between the two novel methods. Considering that findings from previous research indicate that data collection via social recruitment is more time-efficient than traditional methods (eg, email invitations and print ads) [36], in combination with the fact that a large amount of resources and time are required for intercept recruitment, we hypothesize that the sample will be recruited more quickly and at a lower cost via social media than intercept. Furthermore, we explore how the LGBT young adults we recruited via these methods differ by LGBT identity, demographics, cigarette use, alcohol use, social media use, and participation in LGBT culture.

**Methods**

**Participants**

Eligible participants were young adults, aged 18 to 24 years, who self-identified as LGBT, and lived in one of the 24 DMAs in the United States (N=4057, mean age 21.54, SD 1.87). We recruited participants from February 2016 to May 2016 before the launch of FDA’s *This Free Life* media campaign. The study was approved by RTI International’s institutional review board.

**Recruitment Method**

We recruited participants using either in-person intercept interviews in LGBT social venues (N=2348) or via social media (N=1709).

**Intercept Recruitment**

We intercepted and asked participants to complete a screener (ie, screening instrument) in LGBT social venues that we identified through Web searches and recommendations from local field staff. We discuss full details of intercept recruitment in the Procedure section.

**Social Media Recruitment**

We used Facebook and Instagram ads for social media recruitment. Facebook and Instagram ads run through the same platform and ad sets; thus, content and other targeting features are identical. To recruit a broad sample that represented a range of LGBT subgroups, we used three ad sets with different images and targeting criteria. The first was a male-centric ad set targeted to men whose relationship interest was in men or men and women. The second was a female-centric ad set targeted to women whose relationship interest was in women or women and men. The third ad set targeted gender minorities (eg, transgender and genderqueer) and used keywords representing transgender and other gender minority celebrities, historic figures, causes (eg, Transgender Student Rights), and outreach groups. Several of the study’s authors identified keywords for the gender minority ad set through formative research conducted during the development stages of the media campaign content with focus groups of LGBT young adults. We outline targeting strategies unique to each of the ad sets in Table 1. All ad sets were approved by RTI International’s institutional review board.

Facebook and Instagram ads consisted of a brief text description of the survey and incentive amount for qualifying participants (eg, “Breakfast on us! Take a survey of LGBT young adults and get $20 if you qualify!”), a reference to the Facebook page or Instagram account associated with the ads, and an image. Figure 1 shows sample Facebook and Instagram ads for male-centric, gender minority, and female-centric campaigns. We crafted text descriptions for all ad sets to appeal to the target audience of young adults, referencing goods and services that young adults would likely want (and realistically be able) to purchase with the US $20 gift card that they would receive if they qualified and completed the survey (eg, “Tacos on us! ...”; “Cupcakes on us! ...”; “Treat yo self! ...”; “Burgers on us! ...”; and “Lattes on us! ...”). We chose images to represent the specific target audience for each of the three ad sets, with the male-centric ads including images of male young adult couples and an LGBT pride flag, female-centric ads including images of female young adult couples and an LGBT pride flag, and gender minority ads including images of transgender young adults. We also created an Instagram account that was associated with Instagram recruitment ads. Images from all ad sets were included in the Facebook page and Instagram account for the study.

To distribute Facebook ads, Facebook requires that a Facebook page be associated with ads (see Figure 2). We created a Facebook page to use for the study and associated it with Facebook recruitment ads.

**Table 1.** Facebook and Instagram targeting criteria.

<table>
<thead>
<tr>
<th>Facebook or Instagram targeting strategy</th>
<th>Targeting criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male-centric</td>
<td>Interested in</td>
</tr>
<tr>
<td></td>
<td>• Men</td>
</tr>
<tr>
<td></td>
<td>• Men and women</td>
</tr>
<tr>
<td>Female-centric</td>
<td>Interested in</td>
</tr>
<tr>
<td></td>
<td>• Women</td>
</tr>
<tr>
<td></td>
<td>• Women and men</td>
</tr>
<tr>
<td>Gender minority</td>
<td>Keywords: Against Me!, Caitlyn Jenner, Chaz Bono, Fallon Fox, Janet Mock, Jenna Talackova, Laura Jane Grace, Laverne Cox, Lea T, Lili Elbe, National Center for Transgender Equality, transgender, Transgender Law Center, Transgender Student Rights, Transgender youth, Wendy Carlos</td>
</tr>
</tbody>
</table>
Ads were displayed on desktop and laptop computers (as sidebar or Facebook Desktop News Feed ads), smartphones (as mobile Facebook News Feed ads), on Instagram (via the mobile Instagram app), and third-party apps in which Facebook places ads.

**Dependent Variable**

The dependent variable in this study was recruitment method (in-person intercept vs social media) for number of completed surveys.

**Procedure**

**Intercept Recruitment**

We fielded the baseline intercept recruitment from February 2016 to May 2016. Trained field staff visited the potential venues to confirm the venue’s popularity with the target audience and, as appropriate, gain permission to conduct the intercept study there. Field supervisors followed up with recruited venues via email to confirm arrangements and schedules. Within each DMA, two to five local data collectors attended a 5-hour in-person training before collecting data. Once trained, groups of two to five interviewers visited the recruited venues at the agreed-upon date and time. We designated one of the interviewers as the recruiter. Interviewers intercepted potential participants at venues where the recruiter approached patrons who appeared to be in the target age range and used a standardized script to introduce themselves, describe the screening process and incentive amount, prescreen patrons for age eligibility (ie, verify that participants were younger than 25 years), and ask patrons who stated they were in the age range of 18 to 24 years to complete the 5-min, self-administered screener on a tablet. To promote data quality, the trainer accompanied the data collectors on the first 2 to 5 nights of data collection to monitor compliance with data collection protocols and provide additional on-the-job training when needed. We also used global positioning system (GPS) coordinates and timing data captured within the screeners to identify screeners of questionable authenticity (ie, screeners taken at times and in
locations that did not align with the times and locations of data collection, suggesting interviewer misrepresentation). The recruiter was responsible for maintaining tallies of the outcome of this contact (ie, refused, not aged 18-24 years, and agreed to participate).

As patrons agreed, a data collector helped the patron launch the screener to determine eligibility for participating in the main survey that included questions about age, home zip code, LGBT identity, and cigarette use. Data collectors provided each intercept respondent US $10 in cash for completing the screener and provided respondents who screened as eligible with a study information card with details about next steps. For those who screened as eligible, within 2 days an invitation was sent via SMS text message (short message service, SMS) or email (based on the participant’s stated preference) to complete the full 30-min Web survey. Participants who clicked on the Web link for this survey were first directed to a brief consent form. Those who consented completed the main survey that included questions about demographics; tobacco, alcohol, and social media use; participation in and identification with LGBT culture; and tobacco-related knowledge, attitudes, and beliefs. Those who completed the survey received a US $20 digital gift card with a US $5 bonus (total of US $25) for completing the full survey within 2 days of receiving the first invitation. Respondents who did not respond to the first invitation received up to three additional prompts, spaced every other day.

Social Media Recruitment

We conducted the male- and female-targeted social media recruitment during 1 week in March 2016 and the gender minority recruitment over 5 days from April 2016 to May 2016. We made first contact with potential participants via Facebook and Instagram ads. Participants clicked on ads that sent them to a link for the same screening instrument that intercept respondents completed. Social media participants did not receive an incentive for completing the screener. Eligible participants, identified via responses to the screener, proceeded directly to the same consent form provided to intercept participants. Consenting participants completed the same survey as intercept participants. Participants recruited via social media received a US $20 digital gift card for their participation. We did not provide the US $5 bonus to social media respondents because eligible participants proceeded directly to the main survey from the screener.

Predictor Variables

Independent variables were age; LGBT identity—lesbian (ie, cisgender lesbian or gay women), gay (ie, cisgender gay men), bisexual (ie, cisgender bisexual men and women), gender minority (ie, transgender, genderqueer, and gender-variant men and women), other sexual minority (eg, pansexual, omnisexual, and trisexual)—education; race or ethnicity; past 30-day cigarette use; past 30-day alcohol use; past-year pride event attendance; and social media use (ie, Facebook and Instagram use frequency). Only participants who are not gender minorities or other sexual minorities were grouped by their sexual identity.

Statistical Analysis

First, we compared the two recruitment strategies on the total cost and time efficiency of data collection. Data on cost of recruitment were available only as a proportion of total recruitment costs for each recruitment method; thus, our cost comparisons are limited to simple descriptive comparisons of the proportion of total cost of recruitment between intercept and social media.

To ascertain which of the two recruitment methods was more time-efficient in recruiting participants, we conducted a Poisson regression on the count of people who completed the full survey, with weeks required to recruit the sample of completed surveys for each recruitment method included as an offset variable and method of recruitment as the predictor variable [35,36]. The inclusion of weeks to survey completion as an offset variable allowed us to calculate recruitment efficiency as an incidence rate ratio (IRR) for weeks required for each recruitment method to recruit a single participant.

We then compared intercept and social media data collection on the quality of data collected and their effectiveness in identifying eligible participants. We cleaned the raw dataset to remove low-quality (ie, non-US-based internet protocol (IP) addresses and IP addresses known to be associated with malicious software or services) and duplicate responses from the social media data (ie, multiple responses from the same IP address in a small window of time and responses associated with an email address that is at least 80% similar to an email address already associated with a completed Web survey) and interviewer misrepresentation from the intercept data (ie, generation of fake responses as detected by GPS coordinates and timing data associated with completed screeners). We used $t$ tests to compare the percentage of data lost because of low-quality or duplicate responses from social media with the percentage of data lost because of interviewer misrepresentation from intercept. We used a series of unpaired sample means tests to compare the percentage of people from social media vs intercept who completed screeners, were eligible, and completed the baseline survey.

Third, we compared the characteristics of participants (see the predictor variables described previously) recruited via the two methods. We used descriptive statistics (means, frequencies, and percentages) to describe the sample characteristics for each recruitment method. We then conducted bivariate analyses to determine differences between participants recruited via intercept vs social media for each of the predictor variables. We created the final multivariate model using predictor variables that we found to be related to recruitment method in bivariate analyses (at the $P<.25$ level following methods from Hosmer and Lemeshow [41]). The final model was a multivariate logistic regression with recruitment method as the outcome variable and the following predictor variables: age, education, race or ethnicity, LGBT identity, past 30-day cigarette and alcohol use, past-year pride event attendance, and Facebook and Instagram use frequency. Analyses were run in Stata 14 (StataCorp, LLC).
Results

Intercept Recruitment Screener Completion Rate
For intercept recruitment, we approached 9552 individuals who appeared to be within the eligible age range in venues and asked them to complete the screener. Of those asked, 7375 completed the screener, resulting in a 77.21% screener completion rate among those approached.

Social Media Recruitment Advertisement Performance and Screener Completion Rate
The Facebook and Instagram ads used to recruit participants reached a total of 324,959 individual users (exposed to ads at least once): 81,312 with female-centric ads, 44,802 with male-centric ads, and 204,614 with gender minority ads. Ads resulted in 7249 total clicks, with 2225 clicks on female-centric ads (2225/81,312, 2.74% of people exposed to ads, clicked on links), 1558 clicks on male-centric ads (1558/44,802, 3.48% of people exposed to ads, clicked on links), and 3466 clicks on gender minority ads (3466/204,614, 1.69% of people exposed to ads, clicked on links). It is important to note that because gender minority participants are a particularly hard-to-reach subpopulation within the LGBT young adult population, we devoted a larger budget and more run time to gender minority ads to generate a more diverse sample.

Of social media respondents who clicked on links, 6611 completed the screener, resulting in a 91.20% (6611/7249) screener completion rate for people who clicked on ads. Due to privacy features on the ad platforms, we cannot tie link clicks from specific ad sets to completed screeners; thus, the screener completion rate could only be generated for ad sets in combination.

Cost and Time Efficiency Comparisons Between Intercept and Social Media Recruitment
Descriptive comparisons of recruitment costs between recruitment methods show that social media recruitment is less expensive than intercept recruitment, with social recruitment making up just 2.2% of total recruitment costs and intercept recruitment making up 97.8% of total recruitment costs. This substantial difference is largely because of the large number of resources required to conduct intercept recruitment, as costs include labor (for staff training and time in the field recruiting participants), mileage for traveling to and from recruitment venues, screener incentives, and miscellaneous expenses (ie, parking and cover costs for venue entry), whereas the only cost for social media recruitment is the cost of placing ads on Facebook and Instagram.

Social media recruitment is also more time-efficient than intercept recruitment, as we found that the IRR for time to survey completion was 3.31 (95% CI 3.11-3.52) times faster for social media participants than intercept participants for the full data collection period ($P<.001$). Figure 3 illustrates the number of surveys completed for each recruitment method by week of data collection. Time required for intercept recruitment includes training, travel time to and from recruitment venues, and time spent recruiting participants in venues, whereas social media recruitment time includes the total number of weeks that ads were run to recruit participants. As is the case with cost, these large differences in time efficiency are attributed to additional time required for intercept data collection.

Data Quality Comparisons Between Intercept and Social Media Recruitment
Social media recruitment was more vulnerable to data quality issues than intercept. During data cleaning, we dropped a significantly larger percentage of social media respondents because of low-quality and duplicate responses (374/4446, 8.41%) than intercept respondents dropped because of interviewer misrepresentation (15/4446, 0.34%; $P<.001$). Denominators represent the sample N before we dropped cases from the analytic sample (denominator = analytic N + N dropped for low-quality or duplicate responses + N dropped for interviewer misrepresentation).

Completed Screeners, Eligibility, and Survey Completion
Across the full sample, more than half of the people who completed screeners were eligible to participate in the main survey (7965/13986, 56.95%), and half of eligible participants (ie, young adults aged 18-24 years who self-identified as LGBT and reported living in a zip code in one of the 24 study DMAs) completed the main survey (4057/7965, 50.93%). A significantly larger percentage of participants who completed the screener via intercept (4608/7375, 62.48%) were eligible to complete the main survey than participants recruited via social media (3357/6611, 50.78%; $P<.001$). The proportion of eligible participants who completed the survey did not differ between recruitment methods. Results are presented in Table 2.

Sample Characteristics
We describe the sample in Table 3. We recruited more than half of the sample via intercept (2348/4057, 57.88%). The mean age of the sample was 22 years (SD 1.87), with participants recruited via intercept being significantly older than those recruited via social media ($P<.001$). Participants who self-identified as gay men made up the largest proportion of the overall sample (1822/4057, 44.91%), followed by lesbian or gay women (882/4057, 21.74%), bisexual men (219/4057, 5.40%) and women (639/4057, 15.75%), gender minorities (342/4057, 8.43%), and other sexual minorities (152/4057, 3.75%). We recruited a larger percentage of people who self-identified as gay men via intercept than social media ($P<.001$) and a larger percentage of people who self-identified as lesbian or gay women, gender minorities, and other sexual minorities via social media ($P<.001$). The majority of the sample reported having some college education (2049/3976, 51.53%), followed by a high school education or less (1040/3976, 26.63%), and a college degree or greater (887/3976, 22.31%). Participants who reported attending high school or less ($P<.001$) or some college ($P=.005$) were more likely to be recruited via social media than intercept, and those who reported having a college education or greater were more likely to be recruited via intercept ($P<.001$).
The sample was primarily white, non-Hispanic (1856/4057, 45.75%); followed by Hispanic (1211/4057, 29.85%), other or multiracial, non-Hispanic (587/4057, 14.47%); and black, non-Hispanic (403/4057, 9.93%). Black, non-Hispanic participants (P=.002) and Hispanic participants (P=.01) were more likely to be recruited via intercept, whereas white, non-Hispanic participants were more likely to be recruited via social media (P=.001).

On average, participants reported smoking cigarettes on 14 of the past 30 days (SD 11.73). Past 30-day smoking was higher among participants recruited via intercept (P=.02). About one-quarter of participants reported using alcohol on 3 to 5 of the past 30 days (904/3487, 25.92%), followed by 6 to 9 (849/3487, 24.35%), 10 to 19 (764/3487, 21.91%), 1 or 2 (671/3487, 19.24%), 20 to 29 (249/3487, 7.14%), and 30 of the past 30 days (50/3487, 1.43%). Participants who consumed alcohol on 1 or 2 (P<.001) or 3 to 5 of the past 30 days (P=.05) were more likely to be recruited via social media, whereas those who consumed alcohol on 10 to 19 or 20 to 29 of the past 30 days were more likely to be recruited via intercept (P<.001). The majority of participants reported past-year pride event attendance (2591/3092, 83.80%). A larger percentage of participants recruited via social media reported past-year pride event attendance (P<.001).

Social media use was high across the overall sample, with more than half of participants reporting Facebook use several times a day (2666/3943, 67.61%) and half of participants reporting Instagram use several times a day (1952/3942, 49.52%). Among those who reported using Facebook about once a day, a larger percentage were recruited via social media (P=.02). Among those who reported using Facebook less than once a day, a larger percentage were recruited via intercept (P=.006). Finally, among participants who reported using Instagram less than once a day, a larger percentage were recruited via social media (P=.02).

### Bivariate Analyses

Bivariate analyses (reported in text only) revealed that, as age increased, odds of recruitment via social media decreased (odds ratio, OR 0.73, 95% CI 0.71-0.76, P<.001). Lesbian or gay women (OR 1.80, 95% CI 1.53-2.12, P<.001), bisexual men and women (OR 1.43, 95% CI 1.22-1.69, P<.001), gender minorities (OR 2.08, 95% CI 1.65-2.62, P<.001), and other sexual minorities (OR 3.64, 95% CI 2.57-5.16, P<.001) were more likely than gay men to be recruited via social media. Participants with a high school education or less (OR 2.08, 95% CI 1.73-2.51, P<.001) and with some college education (OR 1.80, 95% CI 1.52-2.13, P<.001) were more likely than those with at least a college degree to be recruited via social media. Hispanic (OR 0.79, 95% CI 0.69-0.92, P=.002) and black, non-Hispanic participants (OR 0.66, 95% CI 0.53-0.83, P<.001) were less likely than white, non-Hispanic participants to be recruited via social media. Participants reporting past 30-day smoking (OR 0.84, 95% CI 0.74-0.95, P=.006) and drinking alcohol (OR 0.25, 95% CI 0.20-0.31, P<.001) were less likely to be recruited via social media. Participants who had attended a pride event in the past year were more likely to be recruited via social media (OR 1.48, 95% CI 1.21-1.81, P<.001), as were those who used Facebook at least once a day (OR 1.28, 95% CI 1.08-1.53, P=.005). In contrast, participants who reported using Instagram at least once a day were less likely to be recruited via social media (OR 0.85, 95% CI 0.74-0.97, P=.01).
Table 3. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total sample (N=4057)</th>
<th>Social media (N=1709)</th>
<th>Intercept (N=2348)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.54 (1.87)</td>
<td>20.94 (1.94)</td>
<td>21.98 (1.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LGBT(^a) identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay men</td>
<td>1822 (44.91)</td>
<td>630 (36.86)</td>
<td>1191 (50.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lesbian or gay women</td>
<td>882 (21.74)</td>
<td>430 (25.16)</td>
<td>453 (19.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bisexual men and women</td>
<td>858 (21.14)</td>
<td>370 (21.65)</td>
<td>488 (20.79)</td>
<td>.1</td>
</tr>
<tr>
<td>Gender minorities</td>
<td>342 (8.43)</td>
<td>179 (10.47)</td>
<td>163 (6.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other sexual minorities</td>
<td>152 (3.75)</td>
<td>100 (5.85)</td>
<td>52 (2.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1040 (26.63)</td>
<td>489 (29.76)</td>
<td>551 (23.62)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some college</td>
<td>2049 (51.53)</td>
<td>889 (54.11)</td>
<td>1160 (49.72)</td>
<td>.005</td>
</tr>
<tr>
<td>College plus</td>
<td>887 (22.31)</td>
<td>265 (16.13)</td>
<td>622 (26.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>1856 (45.75)</td>
<td>832 (48.68)</td>
<td>1024 (43.61)</td>
<td>.001</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>403 (9.93)</td>
<td>141 (8.25)</td>
<td>262 (11.16)</td>
<td>.002</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1211 (29.85)</td>
<td>475 (27.79)</td>
<td>736 (31.35)</td>
<td>.01</td>
</tr>
<tr>
<td>Other or multiracial, non-Hispanic</td>
<td>587 (14.47)</td>
<td>261 (15.27)</td>
<td>326 (13.88)</td>
<td>.23</td>
</tr>
<tr>
<td>Past 30-day cigarette use (N=1833),</td>
<td>13.54 (11.73)</td>
<td>12.73 (11.33)</td>
<td>14.07 (11.96)</td>
<td>.02</td>
</tr>
<tr>
<td>mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past 30-day alcohol use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 or 2 days</td>
<td>671 (19.24)</td>
<td>343 (26.61)</td>
<td>328 (14.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3-5 days</td>
<td>904 (25.92)</td>
<td>366 (28.39)</td>
<td>538 (24.48)</td>
<td>.05</td>
</tr>
<tr>
<td>6-9 days</td>
<td>849 (24.35)</td>
<td>302 (23.43)</td>
<td>547 (24.88)</td>
<td>.33</td>
</tr>
<tr>
<td>10-19 days</td>
<td>764 (21.91)</td>
<td>199 (15.44)</td>
<td>565 (25.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20-29 days</td>
<td>249 (7.14)</td>
<td>64 (4.97)</td>
<td>185 (8.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30 days</td>
<td>50 (1.43)</td>
<td>15 (1.16)</td>
<td>35 (1.59)</td>
<td>.28</td>
</tr>
<tr>
<td>Past-year pride event attendance, n (%)</td>
<td>2591 (83.80)</td>
<td>1113 (86.81)</td>
<td>1478 (81.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facebook use frequency, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>2666 (67.61)</td>
<td>1095 (67.97)</td>
<td>1571 (67.37)</td>
<td>.78</td>
</tr>
<tr>
<td>About once a day</td>
<td>639 (16.20)</td>
<td>287 (17.82)</td>
<td>352 (15.09)</td>
<td>.02</td>
</tr>
<tr>
<td>Less than once a day</td>
<td>638 (16.18)</td>
<td>229 (14.21)</td>
<td>409 (17.54)</td>
<td>.006</td>
</tr>
<tr>
<td>Instagram use frequency, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>1952 (49.52)</td>
<td>776 (48.17)</td>
<td>1176 (50.45)</td>
<td>.16</td>
</tr>
<tr>
<td>About once a day</td>
<td>563 (14.28)</td>
<td>215 (13.35)</td>
<td>348 (14.93)</td>
<td>.17</td>
</tr>
<tr>
<td>Less than once a day</td>
<td>1427 (36.20)</td>
<td>620 (38.49)</td>
<td>807 (34.62)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)LGBT: lesbian, gay, bisexual, and transgender.
Table 4. Multivariate logistic regressions of lesbian, gay, bisexual, and transgender (LGBT) young adults recruited via social media (vs intercept). Predictors include variables related to the recruitment methods in the bivariate analyses (P<.25). Variables for past 30-day cigarette and alcohol use are dichotomized to any past 30-day use vs no past 30-day use (reference category, REF). Social media use frequency variables are dichotomized to at least once a day vs less than once a day (REF). Analytic N=2945 (social media N=1183, intercept N=1762).

<table>
<thead>
<tr>
<th>Variable</th>
<th>AORa</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.76</td>
<td>0.72-0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LGBTb identity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay men</td>
<td>REFc</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Lesbian or gay women</td>
<td>1.88</td>
<td>1.54-2.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bisexual men and women</td>
<td>1.46</td>
<td>1.17-1.82</td>
<td>.001</td>
</tr>
<tr>
<td>Gender minorities</td>
<td>1.68</td>
<td>1.26-2.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other sexual minorities</td>
<td>2.48</td>
<td>1.62-3.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1.07</td>
<td>0.83-1.40</td>
<td>.60</td>
</tr>
<tr>
<td>Some college</td>
<td>1.27</td>
<td>1.03-1.56</td>
<td>.03</td>
</tr>
<tr>
<td>College plus</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>0.76</td>
<td>0.58-1.01</td>
<td>.05</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.73</td>
<td>0.61-0.89</td>
<td>.001</td>
</tr>
<tr>
<td>Other or multiracial, non-Hispanic</td>
<td>0.70</td>
<td>0.54-0.90</td>
<td>.006</td>
</tr>
<tr>
<td>Past 30-day cigarette use</td>
<td>0.94</td>
<td>0.80-1.10</td>
<td>.42</td>
</tr>
<tr>
<td>Past 30-day alcohol use</td>
<td>0.33</td>
<td>0.24-0.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Past-year pride event attendance</td>
<td>1.31</td>
<td>1.06-1.64</td>
<td>.02</td>
</tr>
<tr>
<td>Facebook use at least once a day</td>
<td>1.43</td>
<td>1.14-1.80</td>
<td>.002</td>
</tr>
<tr>
<td>Instagram use at least once a day</td>
<td>0.73</td>
<td>0.62-0.86</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aAOR: adjusted odds ratio.  
bLGBT: lesbian, gay, bisexual, and transgender.  
cREF: Reference category.

Logistic Regression Analyses

We present results from the final multivariate logistic regression in Table 4. As age increased, odds of recruitment via social media decreased (AOR 0.76, 95% CI 0.72-0.80, P<.001). Lesbian or gay women (AOR 1.88, 95% CI 1.54-2.29, P<.001), bisexual men and women (AOR 1.46, 95% CI 1.17-1.82, P=.001), gender minorities (AOR 1.68, 95% CI 1.26-2.25, P<.001), and other sexual minorities (AOR 2.48, 95% CI 1.62-3.80, P<.001) were more likely than gay men to be recruited via social media. Hispanic (AOR 0.73, 95% CI 0.61-0.89, P=.001); black, non-Hispanic (AOR 0.76, 95% CI 0.58-1.01, P=.05); and other or multiracial, non-Hispanic participants (AOR 0.70, 95% CI 0.54-0.90, P=.006) were less likely than white, non-Hispanic participants to be recruited via social media. Participants with some college education (AOR 1.27, 95% CI 1.03-1.56, P=.03) were more likely than those with at least a college degree to be recruited via social media. Participants reporting past 30-day alcohol use were less likely to be recruited via social media (AOR 0.33, 95% CI 0.24-0.44, P<.001). Past 30-day smoking was not related to the likelihood of being recruited via social media vs intercept. Participants who reported past-year pride event attendance were more likely to be recruited via social media (AOR 1.31, 95% CI 1.06-1.64, P<.05) as were those who used Facebook at least once a day (AOR 1.43, 95% CI 1.14-1.80, P=.002). Participants who reported using Instagram at least once a day were less likely to be recruited via social media (AOR 0.73, 95% CI 0.62-0.86, P<.001).

Discussion

Principal Findings

Overall, our findings indicate that innovative recruitment methods that reached hard-to-reach populations in the virtual and physical spaces where they spend time were an effective means of recruiting LGBT young adults for FDA’s This Free Life campaign evaluation. Social media participants were younger and less educated (ie, more likely to report some college education than having a college degree or greater) compared with participants recruited via intercept. Social media
participants were more likely to self-identify as lesbian or gay women, bisexual men or women, gender minorities, or other sexual minorities than as gay men compared with intercept participants. Social media participants were also more likely to be white, non-Hispanic than racial or ethnic minorities compared with intercept participants. Social media participants were more likely to have attended a pride event in the past year than were intercept participants. Finally, participants reporting past 30-day alcohol use were less likely to be recruited via social media than intercept.

Findings specific to age, LGBT identity, education, and alcohol consumption were not unexpected for several reasons. First, LGBT social venues and events tend to disproportionately cater to gay men in comparison with other LGBT subgroups (eg, lesbian or gay women). Many LGBT social venues are also restricted to those aged 21 years and older because they serve alcoholic beverages. Thus, attendance is not only limited to older individuals who are of legal drinking age but may also be limited to those with higher levels of education who are more likely to be able to afford drinking in bars and nightclubs. The highly specific targeting tools provided by social media platforms enabled us to recruit particularly hard-to-reach subgroups of LGBT young adults (eg, gender and other sexual minorities). In combination, our findings suggest that the unique features of the two recruitment methods complemented one another, allowing us to recruit a more balanced population of LGBT young adults. For example, the targeting tools available via social media advertising platforms allowed us to recruit a broader age range of LGBT young adults from hard-to-reach LGBT subgroups, whereas the tendency for LGBT social venues to be 21 years-and-over bars and nightclubs allowed us to recruit higher-risk LGBT young adults (ie, those who consume more alcohol and smoke more cigarettes).

One unexpected finding was that social media participants were more likely to be white, non-Hispanic than racial or ethnic minorities (ie, Hispanic, black, non-Hispanic) compared with intercept participants. It is unclear why this difference emerged given that white and non-white adults’ level of social media use is about equal [42]. White, non-Hispanic individuals have higher levels of at-home broadband internet access (82%) than black individuals (74%) [43], suggesting the possibility that a larger number of white, non-Hispanic participants recruited via social media ads completed surveys because they had a greater opportunity to click on social media ads and immediately proceed to completing the 30-min survey instrument while using social media at home. Because fewer racial or ethnic minorities have at-home broadband internet, they may have been more likely to see the social media ads while using smartphones on-the-go (ie, not at home), which may not have been an optimal time for completing the 30-min survey. It is unsurprising that this was not the case for intercept as eligible participants were emailed the survey link to complete at their convenience.

Although social media participants were more likely to use Facebook at least once a day, one counterintuitive finding was that social media participants were less likely to use Instagram at least once a day compared with intercept participants. It is important to note that, at the time of recruitment, Instagram advertising was newly available to researchers and has not yet been used extensively for participant recruitment. Although the reasons for this finding are unclear, it suggests that there may be important differences in recruitment methods that are most effective for recruiting Facebook and Instagram users. Furthermore, these differences may vary depending on frequency of use of each platform. We will explore this possibility in future research.

Beyond recruiting a diverse sample of LGBT young adults, both recruitment methods resulted in high eligibility rates among participants who completed the screening instrument. Eligibility was higher among intercept than social media participants, suggesting that intercept interviews are more likely to identify eligible members of the target population. Social media ads may reach a wider population beyond those who are LGBT, whereas more LGBT social venue attendees may be LGBT. Survey completion rates among eligible participants were similar between recruitment methods. This finding is promising for social media recruitment as a data collection method—previous research has shown that collecting data entirely via the Web leads to lower levels of participant accountability, which results from higher levels of psychological distance between researcher and participant in Web-based studies (compared with studies involving some level of face-to-face contact between researcher and participant) [44-46]. Rather than affecting completion rates, this psychological distance may instead have played out in terms of data quality. Data collected via social media were more vulnerable to low-quality and duplicate responses from participants trying to complete the survey more than once for additional incentives. In comparison, we needed to throw out only a nominal percentage of intercept surveys because of interviewer misrepresentation (ie, fake responses generated by interviewers).

Although intercept recruitment resulted in higher eligibility and had fewer data quality issues, from a practical perspective, social media recruitment was significantly more time efficient than intercept. From a proportion of recruitment costs perspective, social recruitment was also less expensive than intercept. We completed social media data collection in all markets in less than 2 weeks for the nominal cost of posting ads. In contrast, for manageability considerations, we launched intercept collection in markets on a rolling basis over the course of 7 weeks with two to five markets being launched in any given week. Due to wide variation by market in the volume of LGBT young adults present at local LGBT venues, intercept data collection lasted anywhere from 1 week to 9 weeks within each market. Slow or lengthy data collection in some markets reduced data collector morale and retention, requiring the expense of training additional local data collectors or temporarily relocating data collectors from other areas. From a cost perspective, intercept methods involve wages and other expenses associated with data collector time spent intercepting respondents and the expense of recruiting, training, and managing those data collectors. Furthermore, intercept respondents were provided with an additional US $10 cash incentive for taking the eligibility screener and a US $5 bonus for completing the main survey within 2 days of receiving the first invitation. Social media respondents were not offered additional incentives.

http://www.jmir.org/2018/6/e197/
because they completed the screener after clicking on ads, and eligible participants proceeded directly to the main survey.

Limitations

Although our research provides important insights about how samples can be recruited via innovative methods, we acknowledge several important limitations. First, samples that were recruited both via social media and intercept were convenience, nonprobability samples. Second, it is possible that participants were exposed to both recruitment methods more than once, which may have influenced their decision to participate in the study and was not measured in this study. Third, we were unable to conduct significance tests to compare costs between social media and intercept recruitment because cost data was available only as a proportion of total recruitment cost for each recruitment method. Fourth, the higher monetary incentive offered to participants recruited via intercept (ie, US $10 incentive for completing the screener and potential US $5 early survey completion bonus for main survey) was a confounding factor that may have influenced recruitment rates between methods. A final limitation was the difference in the method for approaching potential participants to complete the screening instrument via social media vs intercept. Intercept respondents were approached by data collectors to complete the screening instrument in person and may have experienced more perceived pressure to complete the screener than those recruited via social media who were shown ads and could choose whether or not to click on ads without being physically monitored by a third party.

Comparison With Prior Work

Our research marks the recruitment of one of the largest samples of LGBT young adults to date. This research provides important contributions to the literature on using novel methods to recruit hard-to-reach populations; LGBT young adults in particular. Although previous studies have used social media to recruit members of the LGBT community, such as gay men [33,38-39], gay and bisexual male youth [30], and transgender women [47], our study demonstrates that social media can be used to recruit large numbers of particularly hard-to-reach and underrepresented LGBT subgroup members (eg, lesbian or gay women, bisexual men and women, gender and other sexual minorities).

In a similar vein, our research shows that large numbers of LGBT young adults in a number of different regions of the United States can be recruited in-person in social venues. These findings provide important contributions to the existing literature that has shown that these methods can be used to recruit LGBT young adults in bars and nightclubs in a single market [23] and young adults who are at a higher risk for smoking and alcohol use in a number of markets in the United States [24-28].

Our research also shows that a large and diverse sample of LGBT young adults can be recruited using Facebook and Instagram ads. To the best of our knowledge, all of the published literature demonstrating the effectiveness of using social media for participant recruitment has focused on using Facebook to recruit LGBT samples [33,38-39,47]. Instagram ads are somewhat newly available to researchers (since September 2015) [48] and show promise for recruiting hard-to-reach populations such as young adults, who have much higher representation on Instagram (59% of adults aged 18-29 years) than adults over the age of 30 years (33% of adults aged 30-49 years, 18% of adults aged 50-64 years, and 8% of adults aged 65+ years) [49]. Indeed, Instagram ads have rapidly evolved and now offer similar capabilities as Facebook ads because they use the same platform. These capabilities make Instagram ads a seamless tool to use alongside Facebook ads for recruitment.

Finally, this study shares explicit methodological details regarding our development of social media ads and strategy. This information may be particularly useful for researchers who seek to implement these tools in their own studies. Few published studies provide this level of detail on their social media recruitment methods [32].

Conclusions

Novel methods that reach hard-to-reach populations such as LGBT young adults where they frequently spend time are effective participant recruitment strategies. We recruited LGBT young adults in LGBT social venues and via Facebook and Instagram ads. Using these methods in combination, we recruited a more diverse sample of LGBT young adults from a broader range of LGBT identities, race or ethnicities, ages, and education levels than we could have using either method in isolation. Importantly, social media ads provided enhanced access to particularly hard-to-reach subpopulations of LGBT young adults (ie, bisexual, gender, and sexual minorities) who were less easily accessed via intercept recruitment. Although social media data collection is a more efficient and inexpensive recruitment method, it is more subject to data quality issues than intercept data collection. Together, these methods enabled recruitment of one of the largest known LGBT young adult samples, suggesting their promise for recruiting hard-to-reach populations.
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Abstract

Background: Social media has begun to proliferate across medical areas and transformed how medical professionals serve and interact with their patients. It offers a new communication avenue that has the potential to engage patients and, hence, may be used to create value for both medical professionals and patients. In dentistry, even though patients and dentists frequently use social media in their personal lives, little is known about their attitudes and expectations toward using social media for professional interactions.

Objective: In this paper, we focus on the role of social media in dentistry. Specifically, we explore patients’ and dentists’ attitudes toward social media usage and their current online behaviors in this context. Furthermore, we examine potential challenges and opportunities regarding dentists’ adoption of social media practices.

Methods: This research employed a large-scale online survey of 588 patients and 532 dental professionals. We assessed the attitudes, expectations, and social media behaviors from both patients’ and dentists’ perspectives.

Results: We found that more than 55% (290/532) of dentists in our sample have accounts for their dental practice on various social media platforms. Interestingly, while 73% (374/511) of patients did not expect their dental practice to have a social media presence, and 44% (207/468) thought that establishing a friendship with their dentists is not appropriate, the findings show that 36% (164/460) of patients had searched for their dentists, and 44% (207/470) of them were happy to establish contacts with dentists on social media. Furthermore, the findings highlight that patients were interested in exploring additional information such as online reviews and the qualifications of their dentists on Facebook pages. For dentists, more than half (375/432, 83%) of them in our sample thought that social media marketing is more efficient compared to traditional marketing.

Conclusions: Our findings revealed some key challenges and opportunities to utilize social media in dentistry. For both patients and dentists, the role of social media in dental services remains vague, and both parties still share concerns about connecting with each other on social media platforms. However, there also exists a sizeable number of patients who are already comfortable to connect with their dentists on social media sites such as Facebook. The current findings show that there is an opportunity for dental practices to trade upon a more active social media presence for enhanced patient interaction and engagement.
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Introduction

Background

The rise of social media has transformed how medical professionals interact with their patients and deliver different types of health care services [1,2,3]. Dentistry has been no exception [4]. The UK dental market was valued at £5.8bn and rising [5]. As with numerous other health profession contexts, social media has been noted to play an increasingly important role in dentistry [4]. This may create various challenges because, from a professional point of view, dentists must uphold the established image, principles, and procedures [6].

However, some of the critical traits of social media, such as self-exposure and self-disclosure, make established norms inadequate or outdated to help navigate daily interactions between dentists and their patients [7]. To this day, we still lack a clear understanding of how dentists and patients think of social media usage in dentistry. To what extent do patients and dentists feel comfortable to connect with one another on social sites such as Facebook? This research explores the attitudes of dentists and patients toward social media as well as their current online behaviors to uncover key challenges and potential opportunities for using social media in this professional context.

On social media, individuals construct public or semipublic profiles that enable them to create, circulate, share, and exchange information with their connections [8,9]. In dentistry, social media has been used in training and development of dental professionals for some time [10]. Dental education, for example, has relied on online communication to help professionals to develop clinical skills [11]. Previous studies have also highlighted that social media assists dentists to share domain knowledge with each other and facilitate professional networks [12]. It allows professionals from different locations to connect with one another and to discuss important issues and obtain feedback. These activities benefit lifelong learning and professional development [13]. That said, while social media has been hailed for effective peer-to-peer exchange, the role of social media for dentist-patient exchanges has been less than clear.

Interestingly, even though the literature has advocated the use of social media for interactions between medical professionals and patients, so far, professionals have been somewhat conservative and reluctant to involve social media in their workplace [10]. This is perhaps not too surprising. Medical services are associated with professional, formal practices while social media is usually depicted as an informal and entertaining platform [14]. Besides, personal information and communication on social media are visible to the public [15]. As a result, inappropriate social media practices might threaten medical professionals’ identities and image [15,16]. This might also create concerns for patients about privacy issues such as whether dentists use their information on social media [17]. Surprisingly, to this day, little research exists on patients’ and dentists’ attitudes toward social media usage in the context of dentistry.

Lack of insights into the attitudes of dentists and patients toward using social media in dentistry may prevent dentists from taking advantage of social media activities that might benefit both dentists and patients. For instance, social media offers a space to communicate and reach out. It empowers both dentists and patients to connect with each other without much time and distance limitations [9].

As an effective and relatively inexpensive means of communication, dental professionals can use social media for marketing activities [2]. Traditionally, dental practices would primarily advertise their services using local yellow pages (ie, telephone directory of local businesses and services) or put the promotion information on a small note in the window of dental surgeries. In the recent twenty years of digital transformation, social media has offered a forum for public communication that dentists can leverage to conduct marketing activities in a timely and cost-efficient way [4,16].

Furthermore, the communication space provided by social media allows dentists to diversify the traditional dental services by, for example, disseminating dental health information or offering online consultation [12,13,17]. Importantly, dentists can play a more active and significant role to cope with some enduring challenges in dentistry such as dental anxiety, a strong negative feeling toward visiting dental surgery that prevents patients to anticipate proper treatments [16].

Acknowledging the importance of social media in marketing and service delivery in dentistry, however, we still lack a clear understanding of patients’ and dentists’ attitudes toward social media usage [4]. Broad and accelerated access to information creates challenges for dental professionals to manage professional image and their relationship with patients [10,18].

Even though the governing institutions have realized this challenge, the published guidelines on how medical professionals interact with patients on social media are broad and, thus, may not provide feasible solutions [19].

Without a grounded understanding of dentists’ and patients’ attitudes and current usage behaviors, it is difficult to develop viable guidance that can help dentists to explore and trade upon the potential opportunities that social media platforms offer. We lack extensive knowledge about social media usage among patients and dentists. Therefore, the current research aimed to complement and extend existing knowledge and to address some of these critical issues.

Objective

The objectives of this study were to address the following two critical points:

1. To explore patients’ and dentists’ attitudes toward social media usage in dentistry.
2. To discover potential opportunities and challenges for dentists to adopt social media practices.

Methods

As part of this research, we conducted a large-scale online survey of patients and dentists. The dentists we target were from a general dental council or the equivalent registration. There were no specific criteria for selecting the patients. We designed separate surveys for patients and dentists with similar themes.
The principal goal was to compare the responses of patients and dentists regarding their attitudes and behaviors related to the social media usage in dentistry.

The dentist survey consisted of 27 questions, with the estimated time to complete the survey to be around 15 minutes. The patient survey had 20 questions with some being split into sub-questions. The estimated time to finish the survey was around 12 minutes. We used the software Qualtrics survey platform because it is accessible with no requirement for the participants to register. Furthermore, it is available on multiple platforms including smartphones, tablets, and desktop computers and, thus, helped us to encourage more participation in this study.

The survey for dentists was distributed via a dentist-only Facebook group called “For Dentists, by Dentists”. This group has over 4,500 dentists as members and currently is the most active online forum for dentists in the UK. Also, the first author promoted the survey through various avenues such as professional blogs and websites such as dentistry.co.uk, where members of the “For Dentists, by Dentists” Facebook group often visit. Specifically, the survey was aimed at the dental community, which comprises all those with a General Dental Council registration. It encompasses dentists, nurses, dental technicians, and hygienists. The key aim here was to assess dentists’ participation in and attitudes about social media and to assess to what extent this participation extends to their patients.

We promoted the survey for patients mainly through social media platforms. The patient survey was distributed via Facebook, LinkedIn, and Twitter messages by the first author, with all recipients being asked to share the survey with their connections. Furthermore, in the first author’s dental practice, the survey was uploaded onto an iPad, and patients were encouraged to fill in the survey while they waited for their appointments. The principal goal here was (1) to assess patients’ expectations of the social media presence of their chosen dental practice, (2) to determine what content on a Facebook dental practice page that patients find relevant and important, and (3) to explore patients’ view toward communicating with their dentists via social media. Both surveys ran for 6 weeks with regular updates on social media at premeditated times to enhance visibility within individuals’ timelines and increase effective response rates. This study obtained ethics approval by Imperial College London.

Results

Overview

The data collection efforts resulted in 588 patients’ responses and 532 dentists’ responses. Because some respondents skipped a few questions, we highlighted the number of responses for each question when discussing the detailed results to ensure accuracy. Figure 1 summarizes some of the key insights that emerged from the data. Specifically, 77% (399/515) of patients expected their dental practice to have a website, but the majority (374/511, 73%), did not expect their dental practice to have a social media presence. That said, 44% (207/470) of patients noted to be happy to be contacted by their dentist through social media and 36% (164/460) have searched for their dentist on social media. Interestingly, while 74% (333/448) of dentists and 44% (207/468) of patients state that it is not appropriate for dentists and their patients to be friends on social media platforms, 29% (112/382) of dentists and 17% (76/460) of patients have accepted friend requests have added their dentist on social media already. We elaborate on additional vital insights in the following section.

Platform Usage by Both Patients and Dentists

Facebook was the most popular platform to use for both patients (482/492, 98%), and dentists (290/377, 77%). For patients, Twitter, Instagram, and LinkedIn were popular choices in their personal lives. For dentists, except for Facebook, it is noteworthy that 37% (138/377) of them opened a business account on Twitter and 27% (103/377) on Google+ (see Figure 1). In general, we had a balanced response regarding the gender of both patients (321/572, 56% were female) and dentists (245/532, 46% were female) in our survey. Table 1 shows the demographic and summary statistics of survey respondents. Most of the responses were over 25 years old and owned at least one personal social media account.

Patients’ Attitudes Toward Social Media Usage in Dentistry

The findings show that 47% (238/508) of patients have visited their dental surgery’s Facebook page or website. A total of 17% (76/460) searched their medical doctors or dentists on social media and added them as friends. Of patients, 19% (88/460) searched for their medical doctors and dentists on social media but did not add them as friends on social media. A total of 64% (296/460) neither searched nor added their medical doctors and dentists as friends on social media (see Table 1). Furthermore, the findings reveal that 79% (391/493) of the patients agreed dental surgeries should have an online presence of sort (see Figure 2).

Moreover, for patients, our results show that social media does not play a significant role in their decision-making process when selecting a dental practice (see Figure 3). More specifically, patients valued recommendations from friends and family, facilities and technologies, online reviews and quality of websites more than they did a dental practice’s social media presence.

Regarding dentists’ Facebook page, patients ranked qualifications as the most important content to be displayed. Besides qualifications, for some patients, positive reviews, awards, and original content were also appreciated on dentists’ Facebook pages (see Figure 4).
Figure 1. A summary of findings between dentistry and social media.
Table 1. Patient survey and dentist survey: demographics and personal social media usage.

<table>
<thead>
<tr>
<th>Survey Variables</th>
<th>Dentist Survey, n (%)</th>
<th>Patient Survey, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>287 (54%)</td>
<td>251 (44%)</td>
</tr>
<tr>
<td>Female</td>
<td>245 (46%)</td>
<td>321 (56%)</td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>9 (2%)</td>
<td>65 (11%)</td>
</tr>
<tr>
<td>26-35</td>
<td>331 (62%)</td>
<td>234 (40%)</td>
</tr>
<tr>
<td>36-45</td>
<td>130 (25%)</td>
<td>172 (29%)</td>
</tr>
<tr>
<td>46+</td>
<td>59 (11%)</td>
<td>117 (20%)</td>
</tr>
<tr>
<td><strong>Social media</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you have a personal social media account?</td>
<td>N=451</td>
<td>N=499</td>
</tr>
<tr>
<td>Yes</td>
<td>421 (93%)</td>
<td>484 (97%)</td>
</tr>
<tr>
<td>No</td>
<td>30 (7%)</td>
<td>15 (3%)</td>
</tr>
<tr>
<td><strong>Patients’ behaviors on social media</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you visited your dental surgery’s Facebook page or website?</td>
<td>N/A</td>
<td>N=508</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>238 (47%)</td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>270 (53%)</td>
</tr>
<tr>
<td>Have you ever added any of your medical doctors or dentists on social media?</td>
<td>N/A</td>
<td>N=460</td>
</tr>
<tr>
<td>Yes, searched and added</td>
<td>N/A</td>
<td>76 (17%)</td>
</tr>
<tr>
<td>Yes, but only searched</td>
<td>N/A</td>
<td>88 (19%)</td>
</tr>
<tr>
<td>Neither</td>
<td>N/A</td>
<td>296 (64%)</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*

Figure 2. Responses from patient survey prompt: A modern-day dental practice should have an online presence (N=493).
An interesting finding is that when asked about the objection to visiting a dental practice, patients showed greater pain-related anxiety caused by, for example, injection and drill, compared with financial-related anxiety (see Figure 1). There seems to be an opportunity for dentists to help alleviate patients’ concerns and anxieties. Social media might offer a useful tool in helping patients access critical and helpful information about dental solutions and access these in a convenient and non-threatening way. Next, we explore the insights we obtained from our survey with dentists.

Dentists’ Attitudes Toward Social Media as a Marketing Tool

The findings reveal that dentists hold a positive attitude toward social media as an effective tool to reach new patients (see Figure 5). Critically, the return on investment (ROI) of social media marketing was noted as higher than for traditional marketing efforts. Hence, potentially, social media can improve the financial performance of dental practices (see Figure 6).
Figure 5. Responses from patient survey prompt: How effective is a social media presence for a dental practice to engage and obtain new patients (N=432)?

Figure 6. Responses from patient survey prompt: What do you think is the return-on-investment of social media marketing when compared to conventional marketing for a dental practice (N=422)?

Discussion

Principal Findings

The use of social media as a means to facilitate communication between dentists and their patients has been somewhat limited [10]. Social media, however, may offer critical opportunities for dentists to facilitate patient-dentist relationship outside the surgery [20]. That said, we did not know much about how patients and dentists feel about direct communication with each other on social media. Before this study, we conducted a PubMed search, which resulted in a total of 179 articles with the search term of “social media and dentistry” and the conditions of “published in the recent ten years” and “full text available”. Only a few articles discuss the role of social media in dentistry, and the empirical samples of these studies are relatively small. The present research thus complements and extends the extant body of work by surveying the attitudes and preferences of 588 patients and 532 dentists. It reveals interesting and some surprising insights into attitudes toward social media and dentistry.

In line with prior work, our results show that both patients and dentists are already active on various social media platforms to some extent [4,15]. However, they share some concerns about connecting with each other as online friends. Although dental professionals see social media as an essential opportunity to improve marketing efficiency, we find that patients have unclear expectations about how social media adds value to them. Despite these challenges, we have also uncovered many key opportunities that offer critical insights for dental professionals.
Patients’ Relationship Status With Dentists on Facebook: It’s complicated

The current findings showcase that both dentists and patients remain somewhat hesitant to connect with each other as friends on social media. This finding is in line with previous work, which noted that the trait of self-disclosure might increase both parties’ concerns about their privacy [1,10]. Furthermore, social media, such as Facebook, is typically used to connect with friends and family [21]. Hence, relevant social media practices and routines have been developed outside the professional context—that is, what is appropriate to be shared on social media may not necessarily be appropriate in a more professional context [9]. That said, a surprisingly high number of patients already connect with dentists on Facebook. For instance, 44% (207/470) of patients indicated to be happy to be contacted by their dentists on social media. Thus, avenues to explore this exciting issue further do exist.

When moving from interpersonal to professional interactions, intuitively, the relationship between patient and dentist often does not equal to “friendship”. Thus, the routines on social media such as commenting on and liking each other’s posts may not be easily applied in a professional context. It may confuse patients and dentists about the type of relationships they should hold and how to interact with each other on social media. That said, without the capability to connect with patients on social media, it would be challenging for dentists to leverage social media as an effective marketing tool. Patients perhaps also miss the opportunity to have better access to their dentists and obtain relevant and timely information about dental services that can help alleviate their anxieties and fears about their next visit to the dentist.

Reaching Out to Patients Via Social Media

The findings highlight that dentists value social media as useful marketing tool. On the contrary, as the target audience, most patients do not consider social media as part of their decision-making process. However, 76/460 (17%) of patients in our sample declared that they had added their dentist on social media. Thus, while some patients do not seem to see the value of a social media presence by dental practices, there also appears to be an opportunity for dentists to trade upon a more active social media presence.

Critically, patients appear not to know why they should use social media when selecting a dental practice. Such ambiguity and mismatched attitudes present a barrier for dentists to take advantage of social media fully. Dentists need to think about and explicitly suggest how social media offers exclusive services and information for patients that are unavailable on other channels (eg, website or phone call). For example, YouTube is perceived and widely acknowledged as a convenient educational content sharing platform for dentists [22]. Dentists can communicate with their patients about what information or services patients can obtain on Facebook, Twitter or other social media platforms.

Opportunities for Dentists and Patients to Connect on Social Media

The findings indicate many opportunities for dentists and patients to connect on social media. First, dental professionals may use LinkedIn to showcase their expertise. Based on our findings, patients would like to know dental professionals’ qualifications before they visit dental practices. As one of the popular social media platforms that patients use, LinkedIn operates the world’s largest professional network [23]. It allows dentists to display their expertise including educational background, work experience, skills, and endorsements. The norms and codes of this particular platform are consistent with the professional image of dentists [24]. It also minimizes dentists’ concerns about invasions of their personal lives. Thus, LinkedIn naturally serves as a professional space that dentists can use to demonstrate their expertise and capabilities, as part of social media marketing activities.

Second, dentists may connect with patients on social media to encourage online word of mouth. As the most critical factor that impacts patients’ decision-making, recommendations from friends and family could be operated on social media platforms. Compared to offline word of mouth, recommending dental practices on social media allows patients to share more information with their peers when necessary. For example, a patient may send the website of a recommended dental practice to her peers directly and encourage them to obtain more information by visiting the website. Social media also allows various forms of word of mouth such as reviewing dental practice’s service and reposting its advertisements. Also, activities such as commenting on the posts and simply “liking” the posts increase a surgery’s awareness within its patients’ social network [21].

Third, since patients are aware of and visit the websites of their dental practices, dentists might introduce their social media account on the website. They should state the functions of each social media platform explicitly. For example, some banks guide their customers to use Twitter for online help by adding the link to their Twitter page under the tab of “Help” [25]. That is, customers see the bank’s Twitter page as a functional place to solve their questions. By introducing the functions of social media platform, patients would have a clear idea of how social media creates value for them (eg, a place for online Q&A or a place for finding helpful or encouraging daily dental health suggestions). Also, integrating social media platforms with a website also increases the chance for patients to be aware of the social media presence of their dental practice.

Limitations and Future Research

We note the following limitations of our study, which also offer promising avenues for future work. First, in the data collection process, asking some of the respondents to use a tablet to fill in the questionnaires might introduce a particular bias. For example, respondents may not be used to these devices and skip questions. That said, the answers from respondents who filled out the survey on a tablet did not differ from respondents who filled out the survey through other means in our study. Second, we did not collect qualitative data. For example, 74% (333/448) of the dentists agreed that connecting as friends on social media...
is inappropriate. Integrating a qualitative method such as in-depth interviews would allow us to explore dentist’s concerns in more detail.

Also, a qualitative method may allow us to analyze successful cases of social media usage in dentistry. It would provide some specific suggestions for dental professionals. Moreover, the analyses of our data suggest that social media usage in the context of dentistry and patients did not significantly differ for female versus male or older versus younger patients. This is intriguing and warrants further investigation. What other patient characteristics may influence attitudes toward social media usage in the context of dentistry? We invite additional research to address these relevant issues. Our research thus suggests several promising avenues for future studies.

Social media provides opportunities to tackle some issues such as after-clinic care and dental anxiety. Dental anxiety, an enduring challenge in dentistry, often causes sleeplessness, reluctance to form close interpersonal relationships and problems in workplaces [22,26,27]. It acts as a barrier for patients to actively seek necessary dental treatments [28]. Unfortunately, despite advances in technology, the prevalence of dental phobias has not been changed in the last twenty years [26]. Coping with it requires professional help, especially before clinic visits. Social media may allow dental professionals to deliver the help outside a dental practice environment. Notably, some features of social media such as gamification [29,30] and engaging website design [31] may be particularly relevant to address and inform patients about critical health-related issues and educate them, which can also help increase their trust and appreciate the level of service received [32-34]. Research studying the role of how social media may help reduce patients’ dental anxiety is a worthwhile and exciting endeavor.

Furthermore, future research may also consider the role of professional and regulatory bodies. Social media usage might threaten privacy and bring new challenges for both patients and dental professionals. For dental professionals, the principles, practices, and procedures related to social media communication are not clear [15]. For example, dentists may use social media to demonstrate their expertise by uploading clinical photographs of before and after treatment. Is it acceptable? If so, when? Moreover, unprofessional audiences may challenge dentists’ expertise and capabilities in a public place [15,35]. These potential violations need to be considered carefully and managed by professional and regulatory bodies to ensure that social media is a safe place for dental professionals in which to engage.

Currently, the General Dental Council (GDC), the regulatory body for dentistry in the UK, has published a guideline in 2013 titled “Guidance on Using Social Media”. It takes a hardline approach to its registrants [19]. For example, the document states: “maintain appropriate boundaries in the relationships you have with patients” and “you should think carefully before accepting friend requests from patients” [19]. The British Medical Association (BMA) also suggests that accepting friendship requests from patients might be inappropriate [36]. Further research may explore the type of guidance that professional and regulatory bodies should provide. That is, they should navigate dentists’ daily social media activities that not only ensure the alignment with ethical codes but also leave sufficient room for them to use social media to create value for their patients [36].

Future research may explore some of the critical skills and mindset that young professionals need to flourish in the digital era. Medical and pharmaceutical students are not always clear about the long-term repercussions associated with their online behaviors [37]. Merely listing acceptable social media practices may not work, as unfavorable outcomes can be caused for various reasons [38]. For example, users can upload photographs and thoughts on social media within seconds, without evaluating whether the message aligns with their professional image. These messages are also visible electronic footprints that might have unintended and negative consequences [15]. Social media usage may also create an environment where patients feel more comfortable to participate and proactively ask questions [39,40] or even challenge others [41]. Thus, while social media can facilitate transparency and allow people to access information conveniently [42,43], which allows service providers to be seen as more helpful and hence play a more critical role in people’s lives [44-46], true engagement online and offline remains a challenge [47,48]. Future research that studies how the current medical education may better help professionals and equip them with the skills needed to reach out to patients and manage the relationships with their patients in the context of social media is richly deserving.

Also, advances in technologies such as artificial intelligence might impact patients’ trust and behaviors significantly or even shift the extant business models for high credence services such as dentistry. Given the importance of educating one’s customer [49,50], it is critical to start to think about how young professionals can develop a technology-sensitive mindset as a long-term professional asset from their professional education and training to share critical information with and earn stronger trust form their patients. Such technology-sensitive mindset can help medical professionals navigate a hard-to-predict environment [51,52] and engage in responsible behavior while trading upon social media offerings (eg, visually pleasing profile with enticing logo) to explore new opportunities to connect with their patients more effectively [53-55]. As current research shows, people can become instantaneously attached to, and find it hard to give up, the digital services they use [56]. Future work that explores how dentists can make use of social media and other mHealth solutions to further their self-identification with their profession and pride [57] and ensure patients lead healthier lives [58] is richly deserving.

**Conclusion**

A total of 207/470 (44%) of patients noted to be happy to be contacted on social media by their dentists, while 164/460 (36%) of patients have already searched for their dentist on social media. Social media offers opportunities for dental professionals to improve the efficiency of marketing activities, and to provide additional services such as offering online diagnosis and online Q&A. However, within the professional context, the norms and procedures related to social media usage in patient-dentist communication remain vague and underdeveloped. Moreover, while 74% (333/448) of dentists agreed that social media...
friendship was not appropriate, 112/382 (29%) accepted friend requests from their patients on social media. Our study represents an important step to unpack patient and dentist expectations about, and attitudes toward, social media usage in dentistry. We hope additional work can build on some of the current findings and shed additional light on the role of social media in dentist-patient interactions and relationships.
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Abstract

Background: One of the major barriers to the dissemination and implementation of psychological treatments is the scarcity of suitably trained therapists. A highly scalable form of Web-centered therapist training, undertaken without external support, has recently been shown to have promise in promoting therapist competence.

Objective: The aim of this study was to conduct an evaluation of the acceptability and effectiveness of a scalable independent form of Web-centered training in a multinational sample of therapists and investigate the characteristics of those most likely to benefit.

Methods: A cohort of eligible therapists was recruited internationally and offered access to Web-centered training in enhanced cognitive behavioral therapy, a multicomponent, evidence-based, psychological treatment for any form of eating disorder. No external support was provided during training. Therapist competence was assessed using a validated competence measure before training and after 20 weeks.

Results: A total of 806 therapists from 33 different countries expressed interest in the study, and 765 (94.9%) completed a pretraining assessment. The median number of training modules completed was 15 out of a possible 18 (interquartile range, IQR: 4-18), and 87.9% (531/604) reported that they treated at least one patient during training as recommended. Median pretraining competence score was 7 (IQR: 5-10, range: 0-19; N=765), and following training, it was 12 (IQR: 9-15, range: 0-20; N=577). The expected change in competence scores from pretraining to postraining was 3.5 (95% CI 3.1-3.8; P<.001). After training, 52% (300/574) of therapists with complete competence data met or exceeded the competence threshold, and 45% (95% CI 41-50) of those who had not met this threshold before training did so after training. Compliance with training predicted both an increase in competence scores and meeting or exceeding the competence threshold. Expected change in competence score increased for each extra training module completed (0.19, 95% CI 0.13-0.25), and those who treated a suitable patient during training had an expected change in competence score 1.2 (95% CI 0.4-2.1) points higher than those who did not. Similarly, there was an association between meeting the competence threshold after training and the number of modules completed (odds ratio, OR=1.11, 95% CI 1.07-1.15), and treating at least one patient during training was associated with competence after training (OR=2.2, 95% CI 1.2-4.1).

Conclusions: Independent Web-centered training can successfully train large numbers of therapists dispersed across a wide geographical area. This finding is of importance because the availability of a highly scalable method of training potentially increases the number of people who might receive effective psychological treatments.
Introduction

In recent years, there has been considerable progress in developing evidence based psychological treatments. This progress has highlighted two important issues: the need to disseminate these treatments developed in controlled settings to routine clinical care [1,2] and the need to ensure that more people in need of care actually receive effective treatment [3].

Psychological treatments are difficult to disseminate [3,4] and implement widely. One of the major barriers to their dissemination and implementation is the scarcity of suitably trained therapists [5]. The currently accepted method of training typically involves attending a specialist workshop, reading relevant texts, and a subsequent period of supervision from someone expert in the treatment [6]. As this method is both labor-intensive and costly [7,8] and vulnerable to the shortage of treatment experts, it limits the number of therapists that can be trained, and therefore, the number of people who might potentially receive effective treatment.

There has been growing interest in addressing the problem of the scalability of training by using the internet to train therapists [9,10]. A recent systematic review has provided preliminary support for Web-based training methods while noting significant methodological shortcomings in many studies [11], particularly the use of outcome measures developed specifically for a particular study without the assessment and reporting of their psychometric properties [12].

Web-based training methods have a number of potential advantages. Training can be offered simultaneously to large numbers of geographically dispersed trainees with training materials that can be accessed at any time and from any place. Trainees can review and revisit material in a way that potentially reinforces learning and prevents subsequent therapist drift [13,14]. In addition, trainees can view detailed clinical illustrations of treatment interventions and complete interactive formative assessments such as knowledge tests that facilitate experiential learning. Furthermore, the training program can be updated regularly to incorporate new information. Finally, the training process can be informed by and improved upon by the collection of data on website usage.

We have developed and tested a specific form of Web-centered therapist training [15,16]. It differs from conventional training in that the training is fully automated with the expertise residing within the program rather than being provided by an outside expert. Web-centered training can be undertaken completely autonomously (independent training) or with support from a nonspecialist support worker whose role is to encourage the trainee to follow the program. An initial proof-of-concept study of the supported form of Web-centered training found that the method was feasible and acceptable to trainees across Ireland and was effective in promoting therapist competence, with 43% of trainee therapists scoring above the threshold of a validated measure of therapist competence after training [16]. This finding was replicated and extended in a randomized controlled comparison that recruited therapists across the United States and Canada and compared the independent and supported form of training [17]. Both methods of training were effective in improving therapist competence, with 45% of therapists becoming competent after training and no clear evidence of a change in competence scores between the end of training and 6-month follow-up.

This study had two aims: (1) to determine whether our previous finding concerning acceptability and efficacy of the most highly scalable form of training (independent training) could be replicated in a multinational sample of therapists who wished to be trained and (2) to investigate the characteristics of the therapists who were most likely to benefit from this form of training.

Methods

Design

A cohort of eligible therapists was offered access to the 20-week, Web-centered training program. No external support was provided during the training. Therapist competence was assessed before and after the training.

The research protocol was submitted to Oxford University Central Research Ethics Committee. As the intervention was judged to be educational rather than clinical, the committee decided that formal ethical approval was not required.

Recruitment

Participants were recruited internationally through a posting on the research group’s website offering free training in enhanced cognitive behavioral therapy (CBT-E), a multicomponent evidence-based psychological treatment for any form of eating disorder [18,19]. The posting included a link to an online description of the training and the research study. Potential participants had to be licensed mental health professionals who were prepared to take part in the research evaluating this training and who provided informed digital consent.

It was strongly recommended that participants met the following eligibility criteria: had been previously trained in delivering a short-term psychological treatment, were currently working with people with eating disorders, were willing to devote at least 9 hours to the training program, and were able to treat one or more suitable patients using CBT-E during the 20-week period of training. In the information provided to participants, it was stressed that clinical responsibility for their patients remained with their local clinical team and not with the researchers.

Participants were asked to complete a brief online questionnaire asking about their professional background, age, gender, and clinical experience. They also completed an online therapist
competence assessment measure (see below). They were subsequently sent a link to the training website together with instructions about how to use the training program. In addition, they were sent brief information about the minimum technical specifications for accessing and using the website.

Recruitment took place over 18 months from August 2016 to January 2017.

The Training Program
The CBT-E Web-centered training program has two main parts: The Course and The Library. Fuller details are provided elsewhere [16], and a summary of the content of the training is provided in Multimedia Appendix 1. Briefly, the Course is linear in nature and takes between 8 and 9 hours to complete. It is a detailed practical description of how to implement the main focused form of CBT-E given by an expert on the treatment (CGF). This description is delivered in the form of multiple brief video presentations accompanied by handouts and interspersed with formative learning exercises, video recordings of acted illustrations of the treatment, and tests of knowledge together with feedback. While working through The Course, trainees are encouraged to read relevant sections from the treatment manual [20] and treat one or more patients.

The second part of the training website, The Library, contains all the material in The Course, including the handouts, learning exercises, and clinical illustrations in indexed form. In addition, there is a large amount of supplementary material on how to use CBT-E with specific subgroups of patients including adolescents; those who are severely underweight; and those with clinical perfectionism, core low self-esteem, or marked interpersonal difficulties. Participants were granted access to The Course and core Library material from the start of training. They only had access to the supplementary Library material once they had completed the study.

Trainees were not provided with any external support while completing the training. They received reminder emails 6, 10, 14, and 18 weeks after starting, informing them of the number of weeks of training that had elapsed and the number of weeks remaining.

Assessment
Participants’ competence at delivering CBT-E, ie, their knowledge of how to deliver the treatment skilfully [7], was assessed before training and immediately following training. It was measured using a scalable online measure with sound psychometric properties that had previously been developed independently of the creation of the training website. Its development and validation are described in detail in a separate publication [21]. This included detailed blueprinting, state-of-the-art item writing, independent item review, and initial field-testing, followed by formal Rasch analysis to test for good model fit. Strict criteria of unidimensionality were met by stepwise exclusion of misfitting items until there was no individual item misfitting at P<.01. The resulting measure consists of 22 items addressing trainees’ knowledge and understanding of CBT-E and its implementation (ie, applied knowledge). The instrument generates a total score (out of a possible 22), and trainees can be classified as scoring at or above the previously established cut point. This was established using receiver operator characteristic analyses to determine the “best cut point” from the values of sensitivity and specificity calculated at increasing test score cut points. Three equivalent versions of the competence measure were developed so that different versions could be used on different assessment occasions as was done in this study. Those who score above the competence threshold (an equated score of 12 or above) have also been shown to be competent at implementing CBT-E when systematically observed and rated using a performance based measure [22].

Data Analysis
Missing values were imputed using multiple imputation (see Multimedia Appendix 2). Those with a nonmissing pretraining score, gender, and age were used for all analyses based on imputed data (N=760). Fifty imputations were created, and regression models were applied to each imputed dataset, and the estimates from each imputation were combined using Rubin’s rules [23]. Imputed values for postraining score were derived from the imputed values for change in score.

Linear regression models were used to investigate changes in score after training and logistic regression models to explore scoring above the competence cut point after training.

To examine predictors of change in score and competence levels after training, linear and logistic models were fitted adjusting for age and gender and, additionally, in each case, a second set of models were fitted adjusting for pretraining score. The variables examined, included in the models one at a time, were as follows: trainee characteristics (professional background, years of clinical experience, weekly time spent treating patients having attended a training workshop, and using English to treat patients) and training adherence (number of training modules completed, treating at least one suitable patient during training, and number of patients treated during training). The number of modules completed and treating a suitable patient were also examined together to explore the associations for each of these variables when adjusting for the other. Reported results use imputed data unless otherwise stated. Preliminary analyses explored the impact of country of recruitment on change in score and, as no effect was found, it was not included in further analyses. After exploring various distributional forms to describe the number of training modules completed, it was decided to use this variable as a linear term.

To explore attrition, univariate logistic regression models were fitted to examine associations between a binary variable for having a missing postraining test score and a range of trainee adherence variables and trainee characteristics as detailed above. All analyses were conducted in Stata 15 (StataCorp LLC), with multiple imputation performed using the smcfcs command [24].

Results
Recruitment
A total of 806 therapists expressed an interest in participating in the study and completed the consent form. Of these 765 (94.9%, 765/806) completed the pretraining assessment and
were given access to the training website. Figure 1 shows their progress through the study.

The median age of the participants was 36 years (interquartile range, IQR: 31-44; range: 22-67), and 88.7% were female (691/779). As regards professional training, those with a clinical psychology background were the overwhelming majority at 47.7% (373/782), followed by psychiatric nurses comprising 8.6% (67/782) and those from a social work background at 7.8% (61/782). The remainder came from a variety of other backgrounds including counselling, CBT therapist training, family therapy, psychiatry, nursing, and dietetics. Further details about their professional background, clinical experience, current clinical practice, and training can be seen in Table 1.

Figure 1. Flow of the participants through the study.
Table 1. Background characteristics of trainee therapists.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (N=779), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>691 (88.7)</td>
</tr>
<tr>
<td>Male</td>
<td>88 (11.3)</td>
</tr>
<tr>
<td><strong>Age in years (N=780), median (IQR&lt;sup&gt;a&lt;/sup&gt;; range)</strong></td>
<td>36 (31-44; 22-67)</td>
</tr>
<tr>
<td><strong>Professional background (N=782), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical psychologist PhD</td>
<td>99 (12.7)</td>
</tr>
<tr>
<td>Clinical psychologist PsyD</td>
<td>165 (21.1)</td>
</tr>
<tr>
<td>Clinical psychologist Masters</td>
<td>109 (13.9)</td>
</tr>
<tr>
<td>Psychiatric nurse</td>
<td>67 (8.6)</td>
</tr>
<tr>
<td>Social worker</td>
<td>61 (7.8)</td>
</tr>
<tr>
<td>Other</td>
<td>281 (35.9)</td>
</tr>
<tr>
<td><strong>Hours per week seeing patients (N=729), median (IQR; range)</strong></td>
<td>10 (4-17; 0-40)</td>
</tr>
<tr>
<td><strong>Years of clinical experience (N=718), median (IQR; range)</strong></td>
<td>6 (3-10; 0-45)</td>
</tr>
<tr>
<td><strong>Previously attended a CBT-E&lt;sup&gt;b&lt;/sup&gt; workshop (N=778), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>212 (27.3)</td>
</tr>
<tr>
<td>No</td>
<td>566 (72.8)</td>
</tr>
<tr>
<td><strong>Primary language for treating patients (N=766), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>580 (75.7)</td>
</tr>
<tr>
<td>Other</td>
<td>186 (24.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.

<sup>b</sup>CBT-E: enhanced cognitive behavioral therapy.

The trainee therapists were located in 33 different countries. The majority, 76.6% (617/806), came from English-speaking countries (United Kingdom, United States, Australia, Canada, New Zealand, and Ireland, respectively), followed by 5.8% (47/806) from the Netherlands, 4.1% (33/806) from Sweden, 3.7% (30/806) from Italy, 2.6% (21/806) from Norway, and 7.2% (58/806) from other countries.

**Training Completion**

The median number of modules of the training program completed was 15 out of a possible 18 (IQR: 4-18), and 87.9% (531/604) of the trainees reported that they treated at least one suitable patient during the training with 42.9% (259/604) reporting that they treated two or more.

**Outcome of Training**

The median pretraining competence score was 7 (IQR: 5-10, range: 0-19; N=765), and following training, it was 12 (IQR: 9-15, range: 0-20; N=577). The expected change in competence scores from pretraining to postraining was 3.5 (95% CI 3.1-3.8; P<.001). After training, 52% (300/574) of therapists with complete competence data met or exceeded the competence threshold. Of those with complete data, 45% (213/471, 95% CI 41-50%) who did not meet the competence threshold before training did so after training, and 16% (16/103, 95% CI 9-24%) who did meet it before training no longer met it after training.

**Predictors of Training Outcome**

**Change in Competence Score**

As can be seen in Table 2 age, gender, years of clinical experience, time spent treating patients each week, and professional background were not associated with changes in expected competence scores whether adjusting for pretraining score or not.

When adjusting for pretraining scores, neither prior workshop attendance nor using English to treat patients was associated with expected change in competence scores. When unadjusted for pretraining scores prior workshop attendance was associated with a reduction of 1.6 points in expected change (95% CI 0.9-2.3, P<.001) and using English to treat patients was associated with a 0.9 increase in expected change (95% CI 0.2-1.6, P=.02), suggesting that these differences were primarily due to an association with pretraining score. Similarly, when adjusting for pretraining score, the association between number of patients treated while training was not statistically significant (P=.16), although when unadjusted, there was borderline evidence supporting this association with change in score (P=.03).

There was strong evidence of an increase in expected change in competence score for each extra training module completed, whether or not adjustments were made for pretraining score (0.14 [95% CI 0.07-0.20] and 0.19 [95% CI 0.13-0.25] points
per module, respectively). Treating a suitable patient while training was associated with change in competence score when adjusting for pretraining score with those who treated such a patient having a change in score 1.2 (95% CI 0.4-2.1) points higher than those who did not. The effect sizes did not appear to change when the number of modules completed and treating a suitable patient were examined together (0.18 [95% CI 0.13-0.23, \( P < .001 \)) and 1.3 [95% CI 0.5-2.2, \( P = .001 \)], respectively; N=601 therapists with nonmissing data).

**Scoring Above the Competence Threshold**

An examination of the associations between trainee characteristics and training adherence variables and scoring above the competence threshold yielded a pattern of results similar to those for the predictors of expected change in score. Age, gender, years of clinical experience, and time spent treating patients each week were not associated with competence after training, whether adjusting for pretraining score or not (see Table 3).

When adjusting for pretraining score, there was no evidence for an association between professional background and competence (\( P = .22 \)). When unadjusted for pretraining score, professional background was associated with competence after training (\( P < .001 \)), suggesting that this may be due to differences in pretraining score by professional background. Similarly, there was no evidence of an association between prior workshop attendance or using English to treat patients and posttraining competence when adjusting for pretraining score. When unadjusted, attending a workshop increased the odds of achieving competence after training by 3.2 (95% CI 2.2-4.6), and using English decreased the odds by 0.5 (95% CI 0.4-0.8).

Again, as for the predictors of change in competence score, there was strong evidence of an association between being above the competence threshold after training and the number of modules completed with the odds ratio (OR) when adjusting for pretraining scores being very similar to that when unadjusted for pretraining score (OR=1.11, 95% CI 1.07-1.15 and OR=1.11, 95% CI 1.08-1.15, respectively; see Table 3). When adjusting for pretraining score, there was evidence that treating at least one suitable patient while training was associated with competence after training (OR=2.2, 95% CI 1.2-4.1) and only borderline evidence for an association with number of patients treated (\( P = .05 \)).
Table 2. Predictors of change in competence score after training.

<table>
<thead>
<tr>
<th>Trainee characteristic or training compliance</th>
<th>Unadjusted for pretraining score</th>
<th>Adjusted for pretraining score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Difference in expected change score (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.00 (−0.03 to 0.03)</td>
<td>.98</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>0.1 (−0.9 to 1.1)</td>
<td>.87</td>
</tr>
<tr>
<td>Clinical experience (years)</td>
<td>0.04 (−0.02 to 0.09)</td>
<td>.24</td>
</tr>
<tr>
<td>Weekly time treating patients (hours)</td>
<td>−0.03 (−0.06 to 0.01)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Professional background</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Clinical psychology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PsyD</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PhD</td>
<td>1.3 (0.2-2.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Masters</td>
<td>0.3 (−0.8 to 1.3)</td>
<td>.64</td>
</tr>
<tr>
<td>Psych nurse</td>
<td>0.3 (−1.0 to 1.6)</td>
<td>.62</td>
</tr>
<tr>
<td>Social work</td>
<td>0.4 (−0.9 to 1.7)</td>
<td>.56</td>
</tr>
<tr>
<td>Other</td>
<td>0.5 (−0.3 to 1.4)</td>
<td>.21</td>
</tr>
<tr>
<td>Treating patients using English</td>
<td>0.9 (0.2-1.6)</td>
<td>.02</td>
</tr>
</tbody>
</table>
| Number of patients treated during training (n=572)
| No patients                                 | −1.6 (−2.3 to −0.9) | <.001 | 0.2 (−0.5 to 0.9) | .54 |
| One patient                                 | −0.1 (−1.4 to 1.3) | .94 | 0.7 (−0.4 to 1.9) | .21 |
| Two or more patients                        | −0.5 (−1.8 to 0.7) | .40 | 0.9 (−0.2 to 2.0) | .10 |
| One or more part cases                      | 0.6 (−0.7 to 1.9) | .36 | 1.3 (0.1-2.4) | .03 |
| Number of training modules completed^f^     | 0.14 (0.07-0.20) | <.001 | 0.19 (0.13-0.25) | <.001 |
| Treating at least one suitable patient (n=572)^c^ | 0.4 (−0.6 to 1.4) | .43 | 1.2 (0.4-2.1) | .004 |

^aOverall P value for including professional background when unadjusted for pretraining score, P=.34 and when adjusted for pretraining score, P=.06.  
^bEffect relative to clinical psychology (PsyD).  
^cAnalyses conducted on complete cases only.  
^dOverall P value for including number of patients; P=.03 when unadjusted for pretraining score and P=.16 when adjusted.  
^eEffect relative to treating no patients.  
^fNumber of modules completed included as a linear term.

**Predictors of Training and Study Dropout**

About a quarter of therapists who completed initial study assessments (186/760, 24.5%) did not complete competence assessments after training. Not surprisingly, the number of training modules completed was strongly associated with the odds of having a missing posttraining assessment, decreasing by over 25% (OR=0.73, 95% CI 0.70-0.76; P<.001) for every extra module viewed. Pretraining competence score was also strongly associated with having a missing posttraining score, with the odds decreasing by around 10% for every extra point scored at pretraining (OR=0.89, 95% CI 0.85-0.94, P<.001). When adjusting the model to take account of the number of modules completed, the OR for the number of training modules completed remains almost identical (OR=0.73, 95% CI 0.70-0.77; P<.001), whereas the OR for pretraining score is greatly attenuated (OR=0.94, 95% CI 0.88-1.00; P=.07), suggesting that the decrease in missing posttraining scores for those with higher pretraining scores may be partially mediated through the number of modules completed. For further details of trainee background characteristics associated with missing posttraining scores, see Multimedia Appendix 3.
## Table 3. Predictors of competence after training.

<table>
<thead>
<tr>
<th>Trainee characteristic or training compliance</th>
<th>Unadjusted for pretraining score</th>
<th>Adjusted for pretraining score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.99 (0.97-1.01)</td>
<td>.23</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.96 (0.59-1.58)</td>
<td>.89</td>
</tr>
<tr>
<td>Clinical experience (years)</td>
<td>1.03 (1.00-1.06)</td>
<td>.10</td>
</tr>
<tr>
<td>Weekly time treating patients (hours)</td>
<td>1.01 (1.00-1.03)</td>
<td>.13</td>
</tr>
<tr>
<td>Professional background&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical psychology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PsyD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>0.8 (0.4-1.3)</td>
<td>.37</td>
</tr>
<tr>
<td>Masters</td>
<td>0.5 (0.3-0.9)</td>
<td>.03</td>
</tr>
<tr>
<td>Psych nurse</td>
<td>0.3 (0.1-0.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social worker</td>
<td>0.3 (0.2-0.6)</td>
<td>.001</td>
</tr>
<tr>
<td>Other</td>
<td>0.5 (0.3-0.8)</td>
<td>.002</td>
</tr>
<tr>
<td>Treating patients using English</td>
<td>0.5 (0.4-0.8)</td>
<td>.001</td>
</tr>
<tr>
<td>Previous attendance at workshop</td>
<td>3.2 (2.2-4.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of patients treated during training (n=572)&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No patients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One patient</td>
<td>1.8 (0.8-3.9)</td>
<td>.13</td>
</tr>
<tr>
<td>Two or more patients</td>
<td>3.5 (1.7-7.2)</td>
<td>.001</td>
</tr>
<tr>
<td>One or more part cases</td>
<td>2.7 (1.3-5.7)</td>
<td>.009</td>
</tr>
<tr>
<td>Number of training modules completed&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.11 (1.08-1.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treating at least one suitable patient (n=572)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.0 (1.7-5.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.

<sup>b</sup>Overall value for professional background when unadjusted for pretraining score: *P*<.001 and when adjusted for pretraining score: *P*=.22.

<sup>c</sup>Effect relative to clinical psychology (PsyD).

<sup>d</sup>Analyses conducted on complete cases only.

<sup>e</sup>Overall value for number of patients seen when unadjusted for pretraining score: *P*<.001 and when adjusted for pretraining score: *P*=.05.

<sup>f</sup>Effect relative to treating no patients.

<sup>g</sup>Number of modules completed included as a linear term.

### Discussion

#### Principal Findings

The study had two aims. The first was to determine whether earlier findings concerning the acceptability and effectiveness of a highly scalable form of Web-centered training (independent training) could be replicated in a multinational sample of therapists. This was found to be the case with the present findings replicating the earlier ones. Over 70% of the therapists enrolled in the study provided end of training competence data, the great majority of the training modules were completed, and most therapists treated a suitable patient while training in compliance with the recommendations of the program. Scores on the validated competence measure increased significantly, and 45% of the trainee therapists who had not previously been competent achieved competence scores indicative of a good level of competence. This figure is identical to that obtained in the study of therapists in the United States and Canada [17].

The second aim was to investigate the characteristics of the therapists who were most likely to benefit from this form of training. Compliance with training recommendations was a predictor of both an increase in competence score and becoming competent. There was a linear relationship between the number of training modules completed and changes in competence score,
and the likelihood of therapists scoring above the competence threshold increased with the number of modules they completed. Similarly, treating at least one patient while training was associated with both an increased change in competence score and the likelihood of scoring over the competence threshold.

It was less clear from these findings why some therapists complied with the training recommendations, thereby deriving benefit, while others did not. An examination of those who were study noncompleters seems to suggest that any efforts to improve training should focus on ways of increasing training completion in those groups at risk of not doing so. It is possible that for these groups, the addition of a more generic introduction to the treatment method to complement the focus on specific specialist skills related to providing evidence-based CBT-E might be beneficial. Such an addition might also allow the training to be extended to an even wider range of potential therapists.

**Comparisons With Other Studies**

There has been limited research on the outcome of therapist training against which to compare the present findings [8,13,25]. In general, therapist training has been relatively neglected as a research topic until recently [2,26], and Web-based training is an even more novel focus of interest [11].

Competence figures that have been reported following more conventional training in psychological treatment for depression range from 21% after attending a training workshop to 96% after extensive consultation with an expert including treatment session review and feedback [27]. A study of community clinicians receiving training in transdiagnostic cognitive behaviour therapy reported 59.5% of clinicians competent after training [28]. However, the latter training also involved extensive expert consultation and session review of a kind that is not scalable; thus, the findings are not directly comparable. Although positive changes in knowledge and skill have been reported for Web-based training, studies have employed widely varying methods, and few have employed standardized outcome measures, making it difficult to draw firm conclusions [11,12]. One study of Web-based training in transdiagnostic cognitive behavior therapy for community clinicians that used an established measure reported that 48% reached competency, but the training also included 7.5 months of face-to-face consultation with previously trained peers and 6.5 hours of expert instructor time [29]. Clearly, these findings are not directly comparable with the independent training investigated in this study.

**Study Strengths**

The study had a number of strengths. First, a large number of trainees from 33 countries were recruited and trained. Second, nearly three-quarters of those who consented to participate in the study completed competence assessments at the end of training. Third, the study used a previously validated measure of therapist competence that had an empirically established competence threshold. Fourth, the study was able to explore predictors of change in competence scores and the achievement of competence, as well as factors associated with the noncompletion of the study and training.

**Study Limitations**

The study also had certain limitations. First, it did not include a no-training control condition or a delayed training group. Thus, we cannot discount the possibility that competence scores would have increased over time without any training, but this seems unlikely especially given the strong association between module completion and competence scores. Second, despite good retention in the study, there was still a significant amount of missing data, necessitating the use of multiple imputation that relies on certain assumptions about the nature of the missing data and, in some cases, the use of analyses based on complete data only. Attrition, both in the form of participants ceasing to use an intervention and not completing study assessments, has been noted as a particular problem in internet interventions [30]. Third, as clinicians chose to undertake the training, generalization to those less motivated may not be warranted. Fourth, although we have reported competence data concerning clinicians’ ability to provide CBT-E treatment, we do not have data concerning the quality of the treatment they actually provide.

**Conclusions**

This study confirms that independent Web-centered training can successfully train a large number of therapists dispersed across a wide geographical area. This finding is of great practical importance because it indicates that this form of independent Web-centered training is able to overcome a major barrier to the dissemination and implementation of psychological treatments. The availability of a highly scalable training method potentially greatly increases the number of people who might have access to effective psychological treatments.
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Abstract

Background: Inflammatory bowel disease (IBD) affects many individuals of reproductive age. Most IBD medications are safe to use during pregnancy and breastfeeding; however, observational studies find that women with IBD have higher rates of voluntary childlessness due to fears about medication use during pregnancy. Understanding why and how individuals with IBD make decisions about medication adherence during important reproductive periods can help clinicians address patient fears about medication use.

Objective: The objective of this study was to gain a more thorough understanding of how individuals taking IBD medications during key reproductive periods make decisions about their medication use.

Methods: We collected posts from 3000 social media sites posted over a 3-year period and analyzed the posts using qualitative descriptive content analysis. The first level of analysis, open coding, identified individual concepts present in the social media posts. We subsequently created a codebook from significant or frequently occurring codes in the data. After creating the codebook, we reviewed the data and coded using our focused codes. We organized the focused codes into larger thematic categories.

Results: We identified 7 main themes in 1818 social media posts. Individuals used social media to (1) seek advice about medication use related to reproductive health (13.92%, 252/1818); (2) express beliefs about the safety of IBD therapies (7.43%, 135/1818); (3) discuss personal experiences with medication use (16.72%, 304/1818); (4) articulate fears and anxieties about the safety of IBD therapies (11.55%, 210/1818); (5) discuss physician-patient relationships (3.14%, 57/1818); (6) address concerns around conception, infertility, and IBD medications (17.38%, 316/1818); and (7) talk about IBD symptoms during and after pregnancy and breastfeeding periods (11.33%, 206/1818).

Conclusions: Beliefs around medication safety play an important role in whether individuals with IBD decide to take medications during pregnancy and breastfeeding. Having a better understanding about why patients stop or refuse to take certain medications during key reproductive periods may allow clinicians to address specific beliefs and attitudes during office visits.

(J Med Internet Res 2018;20(6):e206) doi:10.2196/jmir.9870

http://www.jmir.org/2018/6/e206/
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Introduction

Inflammatory Bowel Disease and Reproductive Health

Inflammatory bowel disease (IBD) is a chronic, relapsing, and remitting autoimmune disorder comprising Crohn disease (CD) and ulcerative colitis (UC). There are over 1.6 million Americans living with IBD and as many as 70,000 new cases are diagnosed annually [1]. IBD is frequently diagnosed in the second to fourth decades of life, with the highest incidence between 20 and 29 years of age, during peak female reproductive years [2].

Treatment of IBD patients during their reproductive years provides a unique clinical challenge for clinicians, who seek to maintain remission during conception and pregnancy while ensuring the health of the fetus. Adverse outcomes such as preterm delivery, low birth weight, and increased risk of miscarriage are all associated with the degree of disease activity at the time of conception [3,4]. Women who plan their pregnancies while in remission are less likely to experience disease flares during pregnancy and have similar fertility rates as the general population [5]. A growing body of literature now suggests that the majority of IBD medications are low risk for use during pregnancy and even during lactation [6]. Despite this, observational studies note that women—particularly those with CD—have higher rates of voluntary childlessness due to concerns surrounding medication side effects, passing the disease to their offspring, fear of infertility, and advice given by treating physicians [7,8]. Moreover, many women perceive medications to be unsafe during pregnancy [9-11]. Consequently, women are uncertain about taking medications during pregnancy and many believe that medication use should be highly restricted during pregnancy, even when discontinuing medication use might threaten the health of the mother [10]. In one study, one-third of women believed that all medication use should be halted during pregnancy, and 20% of patients surveyed said they would stop medications even if they were advised by a physician to continue medication use [12]. Of the women surveyed, 68% reported anxiety or worries related to the effects of drugs on their pregnancy [12].

Social Listening and Pharmacovigilance

Social media use is widespread in the United States. More than two thirds of Americans report using Facebook every day, and the typical American is on 3 social media platforms [13]. Additionally, millions of individuals around the world use the internet to describe and share their health care experiences while seeking a sense of community for information-seeking purposes. A study reported that 34% of Americans reported reading about someone else’s health care experience and 15% consulted online reviews of medical facilities [14]. Social listening, or examining social media and forum posts, can reveal trends in public attitudes and behaviors about various health care topics. For example, our group has used social listening to examine patient beliefs about the use of opioid medications and their gastrointestinal side effects, public opinions about the use of virtual reality in health care, and patient beliefs about biologic medications in IBD [15-17]. Researchers have used social listening methods to examine e-cigarette attitudes and posts in the United States, estimate trends in influenza epidemics, and monitor the use and misuse of antidepressants [18-22]. This approach offers unique advantages compared with traditional interviews or focus groups, including the ability to capture discussions among social media users without a moderator present. As a result, social listening may capture opinions from individuals on sensitive topics or from those who might not necessarily choose to participate in a research study [23]. Participants also create communities within social media and network forums that draw patients from many different countries; gathering such a diverse and large group of participants for a focus group or interview-based study would be both logistically challenging and prohibitively expensive.

The percentage of adults who use at least 1 social media site has increased steadily since 2006. Individuals of certain demographic groups are more likely to use and engage in social media compared with other groups. One exception is race—approximately the same proportion of black, white, and Hispanic Americans use at least one social media site [24]. However, income, gender, and education have been shown to be associated with different levels of social media use. A larger proportion of individuals making more than $75,000 per year (77%) reported using at least 1 social media site, compared with 63% of Americans making less than $30,000 per year [24]. Women are also more likely to use social media compared with men [24]. Education also plays an important role—with 79% of Americans with a college degree reporting use of at least 1 social media site compared with 60% of Americans with high school or less education [24]. Age is also an important factor. Although older Americans are increasingly using social media, a greater proportion of younger adults are on social media compared with older adults. A total of 88% of 18- to 29-year-olds in the United States report using some form of social media compared with 37% of Americans 65 years and older [13]. These numbers have some implications for social listening, with a potential bias toward capturing voices from younger individuals with higher incomes and more education, and potentially capturing more female voices.

In this analysis, we examined social media and health forum posts to explore how patients with IBD understand, discuss, and act on the perceived risks and benefits associated with taking IBD medications during conception, pregnancy, and breastfeeding outside of the physicians’ office. The objective of this study was to gain a more thorough understanding of how individuals taking IBD medications during key reproductive periods make decisions about their medications to inform clinical practitioners. Having a better understanding about why patients stop or refuse to take certain medications during key reproductive periods may allow clinicians to address specific beliefs and attitudes during office visits.

http://www.jmir.org/2018/6/e206/
Methods

Social Media Data Mining

We collaborated with researchers from Treato, a social media data mining service, to find relevant patient experience data. Treato uses Natural Language Processing computer algorithms to collect and index patient, family, and caregiver content from over 3000 websites and social media sites such as Facebook, Healingwell, and TheBump. Posts are indexed using a lexicon of over 100,000 medical terms based on the Unified Medical Language System.

To find IBD-related posts, we extracted relevant data from an e-forum and social media database, using a set of relevant keywords developed through a literature review (Textbox 1). We sought to identify posts about medication use among individuals with IBD and developed 2 category lists—the Conditions category, which included names and abbreviations for IBD, UC, and CD; and the Medications category, which included brand and generic names and abbreviations for medications indicated to treat IBD, including biologic therapies. Posts were selected for analysis if they contained a keyword from the Conditions category as well as a keyword from the Medications category. We further culled posts by using pregnancy and fertility keywords to identify discussions relevant to this study. We analyzed English language posts published online between June 27, 2012, and June 27, 2015. Textbox 1 provides the list of the keywords used.

Qualitative Content Analysis

After identifying relevant posts, we coded the resulting text corpus using ATLAS.ti (Berlin, Scientific Software Development), a qualitative coding software program. We used qualitative content analysis methods to code the data [25,26]. The coding group was composed of a multidisciplinary team, including MSK, a social science researcher; SM, a board-certified internist; ERC, a board-certified internist and gastroenterology fellow; and JLK, a research intern. The multidisciplinary composition of the team allowed for rich and varied discussions about the codes and the organization of the codes into larger thematic categories. The first level of analysis, open coding, identified individual concepts present in the social media posts. The unit of analysis was the entire post. We coded individual user’s actions and focused on what users were doing (eg, sharing personal experiences with medications, expressing fear about medications, not taking medications due to beliefs about harm). We subsequently created a codebook from significant or frequently occurring codes in the data. After creating the codebook, we reviewed the data and coded using our focused codes. Posts were assigned a code if they mentioned experiences regarding pregnancy, breastfeeding, infertility, and experiences with IBD, IBD medications, or IBD-related complications. Each major theme was constructed by aggregating several focused codes identified through the open coding process. For example, focused codes for the major theme “Fear, Anxiety, and Uncertainty” included the following: fear about transferring IBD through genetics, fear of birth defects, fear of delivery issues with IBD, fear of fertility issues with IBD, fear of risks from medications during breastfeeding, fear of risks from medications during pregnancy, fear that pregnancy would worsen IBD symptoms, and general fears and anxieties.

The data collected contained no personal identifiers, and posts included only the website where the comments were posted. Although we were not able to ascertain the gender of the user, given that most social media posts referred to personal experiences with pregnancy, we assumed that most posts were written by women. However, we did find a few exceptions where partners posted on behalf of their wives or where men posted about male fertility issues related to IBD. The social media data were considered part of the public domain. The study was reviewed and approved by the Cedars-Sinai Medical Center IRB. No individual subjects were contacted.

Textbox 1. Keyword searches used to capture social media posts related to reproductive health and inflammatory bowel disease (IBD). The asterisk indicates a search term which was broadened by finding all words that start with the same letters.

- Fertility: fertil*|sperm|embryo|fetus|infert*|invitro|in vitro
- Breastfeeding: breastfeed*|breast milk|breast*|formula*|breastmilk
- Pregnancy: preg*|birth|conception|obgyn|preterm|thebump*|conceive|conception|labor|delivery|trimester|womb*|section|section|childbirth|prenatal|morning sickness|twins|babies|newborn*| infant*|placenta*|trisomy|pg
- Birth defects: Birth defec|defect*
- Biologies: Remicade|humira|cimzia|cimzia
- Ulcerative colitis: ulcerative colitis|UC (match case)

Results

Principal Results

We identified 1818 unique posts discussing the use of medication in IBD related to fertility, pregnancy, birth outcomes, or breastfeeding. We identified 7 major themes through the open coding process, presented in Table 1. Individuals used social media to (1) seek and share information and advice about medication use during pregnancy, infertility, and breastfeeding, 13.92% (252/1818); (2) express beliefs about the safety of therapies during pregnancy and breastfeeding, 7.43% (135/1818); (3) discuss decisions around personal experiences with medication use, including changes in medications or decisions to stop using medications during pregnancy and breastfeeding, 16.72% (304/1818); (4) articulate fears and anxieties about the safety and use of therapies during pregnancy and breastfeeding, 11.55% (210/1818); (5) discuss physician-patient relationships and related issues of trust and distrust, 3.14% (57/1818) and recommendations from providers.
about medication use during pregnancy and breastfeeding 3.74% (68/1818); (6) share issues around infertility, including concerns about male infertility and IBD medications, 16.97% (309/1818); and (7) discuss issues around pregnancy and breastfeeding health, including IBD symptoms and medication side effects during pregnancy and post-pregnancy, 11.33% (206/1818).

Our analysis revealed that many factors influence the development of beliefs about IBD medications, including anxieties and fears about taking medications during pregnancy and breastfeeding, the individuals’ trust in their health care providers, beliefs about taking medications associated with infertility, and information gathered from online sources and online communities. Beliefs about IBD medications, in turn, are associated with decisions to start, stop, or change IBD medications during pregnancy, breastfeeding, and infertility treatments.

Table 1. Major themes identified in qualitative analysis of social media regarding reproductive health and Inflammatory Bowel Disease (IBD).

<table>
<thead>
<tr>
<th>Themes</th>
<th>n   (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expressing beliefs about safety</strong></td>
<td></td>
</tr>
<tr>
<td>Belief that benefits of IBD medications outweigh risks</td>
<td>32 (1.76)</td>
</tr>
<tr>
<td>Belief that IBD medication is not safe</td>
<td>35 (1.93)</td>
</tr>
<tr>
<td>Belief that IBD medication is safe</td>
<td>68 (3.74)</td>
</tr>
<tr>
<td><strong>Sharing decisions about taking, changing, or stopping IBD medications</strong></td>
<td></td>
</tr>
<tr>
<td>Changed, changing, or will change medication during pregnancy or while breast feeding</td>
<td>13 (0.72)</td>
</tr>
<tr>
<td>Took, is taking, or will take medication during pregnancy or while breast feeding</td>
<td>198 (10.89)</td>
</tr>
<tr>
<td>Stopped, stopping, or will stop medication during pregnancy or while breastfeeding</td>
<td>93 (5.12)</td>
</tr>
<tr>
<td><strong>Expressing fear, anxiety, and uncertainty</strong></td>
<td></td>
</tr>
<tr>
<td>Fear and anxiety surrounding medication and pregnancy and or breastfeeding</td>
<td>156 (8.58)</td>
</tr>
<tr>
<td>Uncertainty about use of IBD medication during pregnancy and or breastfeeding</td>
<td>54 (2.97)</td>
</tr>
<tr>
<td><strong>Receiving recommendations from providers</strong></td>
<td></td>
</tr>
<tr>
<td>Provider advised that IBD medications are safe</td>
<td>35 (1.76)</td>
</tr>
<tr>
<td>Provider advised that IBD medications are unsafe</td>
<td>23 (1.27)</td>
</tr>
<tr>
<td>Provider unsure about safety of IBD medications</td>
<td>10 (0.55)</td>
</tr>
<tr>
<td><strong>Discussing patient-physician relationships</strong></td>
<td></td>
</tr>
<tr>
<td>Poor communication and or evidence of distrust between patient and provider</td>
<td>38 (2.09)</td>
</tr>
<tr>
<td>Good communication or user expresses trust in provider</td>
<td>19 (1.05)</td>
</tr>
<tr>
<td><strong>Giving and seeking advice experiences</strong></td>
<td></td>
</tr>
<tr>
<td>Seeking advice about IBD and reproductive health</td>
<td>156 (8.58)</td>
</tr>
<tr>
<td>Giving advice about IBD and reproductive health</td>
<td>97 (5.34)</td>
</tr>
<tr>
<td><strong>Reporting health during pregnancy</strong></td>
<td></td>
</tr>
<tr>
<td>Reported healthy pregnancy</td>
<td>65 (3.58)</td>
</tr>
<tr>
<td>Reported flare-ups during pregnancy</td>
<td>65 (3.58)</td>
</tr>
<tr>
<td>Reported flare-ups postpartum</td>
<td>64 (3.58)</td>
</tr>
<tr>
<td>Onset of IBD coincided with pregnancy</td>
<td>37 (2.04)</td>
</tr>
<tr>
<td><strong>Discussing infertility</strong></td>
<td></td>
</tr>
<tr>
<td>General infertility issues</td>
<td>309 (16.97)</td>
</tr>
<tr>
<td>Male infertility</td>
<td>292 (16.06)</td>
</tr>
</tbody>
</table>

aSubtheme totals may not add up to main theme totals due to the co-occurrence of codes. Percentages are calculated using the 1818 total coded posts.

bThe unit of analysis was the social media post. The data did not include personal identifiers, so it is possible that the same individual posted multiple times on different websites.
Giving and Seeking Advice Around Inflammatory Bowel Disease and Medications

We identified 252 posts (13.92%) where individuals sought and shared advice with others on taking various types of medications, treating flare-ups, and addressing labor complications during pregnancy and breastfeeding. Many individuals expressed distress about recommendations from physicians or about information they had gathered online, particularly with regards to medication changes. For example, a woman 20 weeks into her pregnancy wrote about continuing Remicade infusions (a biologic treatment for IBD) until the 32-week mark and then discontinuing infusions and starting prednisone. She wrote:

They don’t know the full effects of Remicade and breast milk so I will not be having anymore infusions after my infusion in September...My Perinatologist said most likely the best option to control it will be Prednisone...Is Prednisone really my only/the best option until I’m done nursing?

The woman in the post above expressed uncertainty in both the medical and the scientific community and the clinicians’ recommendations. Hesitation in trusting clinical findings and the medical community as a whole recurred throughout the posts in our analysis.

Individuals also expressed anguish about the lack of definitive safety information available for newer medications, particularly biologics, and sought advice on these medications. For instance, 1 individual seeking advice about his/her partner’s treatment wrote:

Any advice or questions we should ask our doctor would be great. Humira is so new that most Dr’s don’t have a clue when we ask about complications.

The individual noted that his or her partner had received conflicting information from various providers on medications and delivering via Caesarian section and shared the frustrations with the online community.

Beliefs About Safety of Inflammatory Bowel Disease Medications

Individuals also expressed their implicit and explicit beliefs about taking IBD medications during pregnancy, breastfeeding, and infertility treatments. Despite many concerns shared about the safety of IBD medications, there were twice as many posts expressing beliefs that IBD medications are safe during pregnancy and breastfeeding (n=68, 3.74%) as compared with beliefs that IBD medications are not safe (n=35, 1.93%).

When sharing their experiences, many individuals explicitly noted that their medications were “very safe” and mentioned whether their providers agreed with their beliefs. One individual emphasized that she had consulted with 3 different clinicians when considering the safety of the IBD medications she was taking while pregnant, sharing both her personal opinion and viewpoints of clinicians in her life:

I personally felt it was quite safe to breastfeed while on mesalamine, as did my OBGYN, GI and sister [she’s an MD].

Other social media users expressed doubts or firm beliefs that IBD medications were unsafe during pregnancy, echoing other qualitative work that has found that many women are uncertain about taking any medications during pregnancy.

Some individuals expressed beliefs that conflicted with recommendations they had received from their providers. Many of these patients expressed distrust in the evidence supporting the safety of IBD medications. For example, 1 patient posted a comment about a bad experience she had heard of regarding an individual using a biologic medication during pregnancy:

Humira has not been fully studied in pregnant women. There is even a registry to have to go if you plan on being pregnant while you take humira. I know of a horror story and pregnancy and humira [I am not sure it was the humira that caused it or just bad luck.].

We also identified 32 (1.76%) posts where individuals weighed the benefits and risks of taking IBD medication and concluded that the benefits outweighed the risks of a severe flare-up during pregnancy. Avoiding flare-ups by taking IBD medications was a common narrative. One 29-year-old patient with CD discussed taking azathioprine for 8 years and staying on it throughout her pregnancy. She wrote:

If you come off aza before getting preg it is more dangerous for the baby in case you relapse whilst carrying the child and get really poorly! It’s safer for yourself to be [healthy] and well whilst pregnant. I have heard about the birth defect thing (not through professionals though) but it was highly advised that I stay on aza.

She notes the various sources of information she consulted throughout her pregnancy, including information from social networks and formal sources (ie, professionals), highlighting the fact that many individuals seek multiple sources of information about medical decisions and must weigh the validity of these sources when making medication-related decisions.

Sharing Decisions About Taking, Changing, or Stopping Inflammatory Bowel Disease Medications During Pregnancy and Breastfeeding

Many individuals reported changing or stopping medications during pregnancy and breastfeeding, either as a result of the advice of a clinician or based on personal beliefs about the safety of taking IBD medications. There were 198 posts (10.89%) where individuals specifically cited taking or planning to take IBD medications during pregnancy or breastfeeding, 93 (5.12%) posts where individuals said they stopped or planned to stop medications during pregnancy or breastfeeding, and 13 (0.72%) posts where individuals said they planned on changing or changed medications during these reproductive periods.

Individuals cited reasons such as beliefs about the safety of medications, advice from providers, or advice from fellow sufferers for their decisions. As an example, one social media user discussed her decision to avoid breastfeeding while taking Remicade, a biologic therapy for IBD:
I do not plan on breastfeeding while being on remicade. We will formula feed. But I know A LOT of people that do bf, I’m just not comfortable with it.

This individual expressed that although she understood that other people had made the decision to breastfeed while taking these medications, she preferred to take the personal risk of going off the medication to avoid any perceived risk to her baby. This example highlights a tension that many individuals expressed between caring for their own bodies and avoiding perceived harm for the baby. The desire to avoid medications during pregnancy extended to individuals who had already given birth and taken medications while pregnant but wanted to avoid all medications for the next pregnancy. In one post, a woman expressed how she took 2 different IBD medications—Azulfidine and Asacol—during her first pregnancy, which she mentions was unplanned. However, for future planned pregnancies, she describes that she would:

...go off my meds for that 9 months. I would take all types of prenata ls and omega and iron, and I would hopefully stay healthy for that baby. That would be MY choice for MY baby.

The individual posting here emphasizes her desire to use nonmedication alternatives (supplements), perceived as safer, to stay “healthy” and thus potentially be able to avoid taking medications she perceives as harmful.

Among those who cited either a personal reason or provider advice to stop taking a medication, nearly 3 times as many patients who stopped taking a medication did so as a result of personal reasons (N=25, 1.38%) versus those who stated they stopped based on the advice of a provider (N=8, 0.44%). One post exemplifies this decision-making process:

I am supposed to take Asacol HD. However I haven’t taken it with my pregnancy for my own personal reasons especially since I do feel pretty good.

Expressing Fear, Anxiety, and Uncertainty

Patients frequently expressed fear, anxiety, and uncertainty around the use of IBD medications during periods of infertility, pregnancy, and breastfeeding. A major concern was the fear of birth defects and higher risk of miscarriage due to taking any medications during pregnancy. Although many patients had received medical advice, they frequently looked to others online to validate their concerns and gather more information. For instance, an individual with UC who was 7 months pregnant wrote:

My doctor now wants me to take Asacol HD and I’m very hesitant to take any medication while pregnant for fear that it may cause some kind of issue or birth defect with my baby.

Patients were conflicted between their fears of potential harms to the baby and the benefits of taking medications during pregnancy and breastfeeding, despite reassurances from clinicians. In many cases, providers appeared to express uncertainty with regards to the safety of the medication, leading the patient to also feel a heightened degree of uncertainty. One individual wrote:

My doc said I could do Rowasa and he thought I could still nurse “with caution” and watch the baby’s weight gain and BM’s, or I would need to cease nursing and take Canasa and Lialda. I hate taking pills. I only nurse my son once per day now because I am afraid of the effects of the Rowasa on him, but hate to give up that one session.

Discussing Patient-Physician Relationships and Medication Choices

Patients discussed beliefs that their physicians expressed about the safety and appropriate use of IBD medications during pregnancy and breastfeeding. There were 35 reports (1.93%) of providers stating that IBD medications were safe during pregnancy/breastfeeding, 23 (1.27%) where patients said the provider indicated that IBD medications were unsafe during these periods, and 10 (0.55%) where patients said their provider was unsure about the safety of IBD medications during pregnancy and breastfeeding.

In this example, an individual discusses her experiences with her maternal-fetal medicine specialist, the beliefs her provider has expressed, and the relationship she has with this provider:

...My maternal-fetal medicine doctor says Humira is perfectly safe for pregnancy and breastfeeding (class B drug)...I really recommend seeing an MFM doctor if you haven’t already, even just for consultation. Mine knew a LOT about this stuff. More than my OB/GYN, and even more than my IBD specialist. It was a very reassuring experience and has allowed me to enjoy my pregnancy!

In the post above, the individual expressed how the maternal-fetal medicine doctor was the one who was able to bridge the information divide between the 2 other specialists. This experience echoes that of many individuals who posted on social media, many of whom expressed frustration that their obstetricians were not well informed on how to counsel women with IBD and how their gastroenterologists did not provide sufficient counseling during pregnancy. Many patients wrote that they were frustrated with their providers’ unwillingness to discuss pregnancy and fertility issues. One patient expressed anguish regarding her conversations with physicians about IBD medications and pregnancy:

I’m so confused. None of my docs even want to talk about pregnancy! They say, well you really want to discuss this when you’re on all these meds? Hm m, yes! Docs can be so frustrating at times. Possibly should I see an OBGYN?

We found that even when patients discussed provider recommendations, there were elements of distrust or uncertainty regarding the physicians’ advice. One individual noted:

My doctors were scaring me saying it was bad but I’ve been reading online that a lot of women actually stay on it.
Expressing Concerns About Infertility and Inflammatory Bowel Disease Medications

We identified a group of posts focused on the effects of IBD and IBD medications on infertility (n=316, 17.38%). In these posts, social media users also discussed the effect of IBD or IBD medications on infertility in general or whether these affected the effectiveness of in vitro fertilization. Although most posts were related to female infertility and IBD, we identified 19 posts (1.05%) discussing male infertility or risks of birth defects due to medications taken by male IBD patients. Several patients reported confusion or surprise that medications used to manage IBD could affect male fertility. One patient with CD taking Cimzia and prednisone with a persistent flare-up sought advice on taking methotrexate while he and his wife attempted to conceive:

...I have never done anything like this before but my wife and I need help....My wife and I are most worried about having children soon or in the future but based on my research, you should not try while on the medication. Does anyone know any info on this? Please help!

As with other posts, the individual decided to turn to social media to seek information rather than turn to a medical professional.

Communicating About General Pregnancy Health and Inflammatory Bowel Disease

Patients used social media to discuss IBD symptoms and potential causes during pregnancy. We found 202 posts (11.11%) that discussed flare-ups during and after pregnancy/during breastfeeding. Patients discussed how changes during pregnancy and breastfeeding affected their IBD symptoms: 65 posts (3.57%) discussed an IBD flare-up during pregnancy, 65 posts (3.57%) discussed complete remission during pregnancy, and 64 posts reported postpartum flare-ups. We also found 37 posts (2.04%) where patients reported that the onset of IBD coincided with their pregnancy, underscoring the importance of patient education on IBD and reproductive issues during the reproductive years.

Discussion

Principal Findings

We found that social media users often expressed significant tension between taking IBD medications for their own health and fears about potential birth defects. Our findings are in line with another research that found that individuals often overestimate the teratogenic effects of medications during pregnancy [10]. A study using traditional survey methods also found that one quarter of participants thought it was more important to tolerate flares than take medications during pregnancy and 36% expressed beliefs that IBD medications are harmful to the fetus [27]. Although we were not able to measure education in our study, other studies have found that education level and health literacy are inversely associated with beliefs about medication safety during pregnancy, with less educated women/women with lower health literacy stating beliefs that medications are harmful during pregnancy [10,28]. Additionally, other studies have also found that adherence to medications for chronic conditions is low during pregnancy and is strongly related to women’s beliefs about medication safety [29]. Our findings demonstrate that social media users indeed express that they stop taking medications for IBD during pregnancy when they are feeling better to reduce perceived risks.

Discussions with gastroenterologists about reproductive health in IBD are vital to bridge information gaps. Women with IBD are more likely to seek information about contraception and reproductive health from their gastroenterologist than from a family care physician, although most of this counseling is initiated by patients [29]. Yet, most patients seeing a gastroenterologist have no documented reproductive counseling, and 41% of general practitioners report that they never raise the issue of family planning with their IBD patients [12]. A timely discussion with a provider can alleviate some of these anxieties and help women make better decisions about managing their IBD during pregnancy. Discussion of family planning with a physician is associated with higher IBD-related pregnancy knowledge scores and lower odds of voluntary childlessness [8]. Gastroenterologists can play an important role in transmitting information about reproductive health and IBD during office visits to increase adherence to medications and reduce flare-ups.

One potential issue raised by social media users in this study may be the dearth of evidence-based information about medication safety during pregnancy, particularly for newer medications such as biologics. A 2010 study of 305 obstetricians and gynecologists found that 42% selected lack of sufficient information on medications as a significant barrier to discussing medication safety with pregnant women [30]. Increasing pregnancy registry participation could improve the quality and quantity of information available to clinicians and patients.

Strengths and Limitations

Strengths of this research include the ability to analyze the varied perspectives of hundreds of patients from all over the globe, which would be logistically unfeasible with traditional focus groups or interviews. However, there are also several limitations to this analysis. First, we cannot verify the identities of the patients posting on social media, particularly because many post using screen names. As a result, we cannot definitely confirm whether all patients have clinically verified diagnoses or are self-diagnosed. Another limitation is that not all patients are equally likely to write about their medical experiences online. As a result, we may only have the opportunity to view and analyze the experiences of a certain segment of the population.

As other researchers have found, social media use is associated with female gender, higher income, higher level of education, and younger age [13,24]. Moreover, these same factors are associated with characteristics of individuals who seek health information online [31]. Health status may be associated with online information-seeking, but the findings are conflicting—one study identified that healthier individuals are more likely to seek information online, whereas another study found that health status was not associated with seeking online information.
[31,32]. Thus, it is possible that the social media posts included in this analysis reflect a younger, more educated, and higher-income cohort, and thus, the results may be more applicable to individuals with similar backgrounds. As with traditional focus groups, another limitation is that certain individuals may be more likely to engage and participate in the conversations [33]. However, we examined more than 1800 posts from a variety of different websites, which should allow for discussions and posts from a variety of different communities and individuals, which strengthens the findings from our analyses.

Conclusions
In this study, we used social listening methods to survey how individuals with IBD think about and make decisions about medications during key reproductive periods. We aimed to understand the types of beliefs that individuals have about IBD medications and birth defects, fertility, or outcomes in children. One important finding of our study is that individuals’ needs may not be adequately addressed in clinical practice and that many patients are frustrated with their providers for failing to discuss the effects of their pharmacological regimens on fertility, pregnancy, and breastfeeding. We found that both men and women have concerns about the safety and effects of IBD therapies during reproductive periods, and that there are significant fears and anxieties about the use of these therapies that are largely not addressed during office visits. As result, individuals may turn to online groups for information and emotional support. We also found that individuals often questioned the recommendations of their clinicians and sought second opinions via online forums. However, as these online forums may not provide evidence-based or updated medical information, individuals might receive erroneous or dangerous information. Future research should examine why clinicians might be hesitant to bring up reproductive concerns during office visits for individuals with IBD. Future research might also elucidate successful strategies that individuals can use to raise these topics that foster effective shared decision making in the IBD and reproductive health settings. Improving patient-provider communication around this issue may help improve the health of individuals with IBD during important reproductive periods.
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Abstract

Background: Unrestricted by time and place, electronic health (eHealth) provides solutions for patient empowerment and value-based health care. Women in the reproductive age are particularly frequent users of internet, social media, and smartphone apps. Therefore, the pregnant patient seems to be a prime candidate for eHealth-supported health care with telemedicine for fetal and maternal conditions.

Objective: This study aims to review the current literature on eHealth developments in pregnancy to assess this new generation of perinatal care.

Methods: We conducted a systematic literature search of studies on eHealth technology in perinatal care in PubMed and EMBASE in June 2017. Studies reporting the use of eHealth during prenatal, perinatal, and postnatal care were included. Given the heterogeneity in study methods, used technologies, and outcome measurements, results were analyzed and presented in a narrative overview of the literature.

Results: The literature search provided 71 studies of interest. These studies were categorized in 6 domains: information and eHealth use, lifestyle (gestational weight gain, exercise, and smoking cessation), gestational diabetes, mental health, low- and middle-income countries, and telemonitoring and teleconsulting. Most studies in gestational diabetes and mental health show that eHealth applications are good alternatives to standard practice. Examples are interactive blood glucose management with remote care using smartphones, telephone screening for postnatal depression, and Web-based cognitive behavioral therapy. Apps and exercise programs show a direction toward less gestational weight gain, increase in step count, and increase in smoking abstinence. Multiple studies describe novel systems to enable home fetal monitoring with cardiotocography and uterine activity. However, only few studies assess outcomes in terms of fetal monitoring safety and efficacy in high-risk pregnancy. Patients and clinicians report good overall satisfaction with new strategies that enable the shift from hospital-centered to patient-centered care.

Conclusions: This review showed that eHealth interventions have a very broad, multilevel field of application focused on perinatal care in all its aspects. Most of the reviewed 71 articles were published after 2013, suggesting this novel type of care is an important topic of clinical and scientific relevance. Despite the promising preliminary results as presented, we accentuate the need for evidence for health outcomes, patient satisfaction, and the impact on costs of the possibilities of eHealth interventions in perinatal care. In general, the combination of increased patient empowerment and home pregnancy care could lead to more satisfaction and efficiency. Despite the challenges of privacy, liability, and costs, eHealth is very likely to disperse globally in the next decade, and it has the potential to deliver a revolution in perinatal care.
Introduction

Electronic Health—A New Opportunity?

Health care is facing the emergence of a new range of systems, services, and applications using electronic communication. Electronic health (eHealth) is the network of technology applications regarding health issues, including, for example, Web-based informative programs, remote monitoring, teleconsultation, and mobile device–supported care [1]. As the health care costs in developed countries continue to increase, policies for cost reduction without concessions to the quality of care are being imposed. Unrestricted by time and place, eHealth applications also provide solutions for patient empowerment and value-based health care [2]. Patient empowerment is assumed to improve patient participation in medical decision making, commitment to treatment, and thus, health outcomes [3-5]. The boost in patient engagement can be an important factor for the improvement of quality of care and patient safety [6].

Young women in their reproductive years are frequent users of internet, social media, and smartphone apps [7]. The internet is ever more utilized for the search of health information on prenatal, perinatal, and postnatal topics [8]. Furthermore, the Web is also used as a forum for the exchange of experiences and peer support [9]. Figure 1 shows multiple domains of perinatal care in which eHealth is already being used by patients and health care providers.

Protocols of professionals’ associations and institutions contain little communication regarding eHealth. No statements are made regarding eHealth in guidelines from the British Royal College of Obstetricians and Gynaecologists, the National Institute for Health and Care Excellence, and the American College of Obstetrics and Gynecology. The Dutch Association of Obstetrics and Gynecology notes that developments in eHealth should be actively implemented in obstetric healthcare to induce the shift of scheduled care to the home setting and thus lower the in-hospital care burden [10].
Objective

eHealth has the potential to fulfill a key role in the transformation of the health care system for both patients and caregivers. However, questions are raised if eHealth can deliver the quality of care that is required to remain or even improve health outcomes. It is evident that there is a need for guidance and management of quality standards. Issues of costs and reimbursement; safety of data collection; and storage, privacy, and reliability of information on websites and in apps should also be taken into account.

Our aim is to provide a comprehensive and contemporary overview of the literature on eHealth in perinatal care and assess the applicability, advantages, limitations, and future of this new generation of pregnancy care.

Methods

A systematic literature search was performed in PubMed and EMBASE in June 2017, combining various synonyms for perinatal care and telemedicine and eHealth (see Multimedia Appendix 1 for the search strategy). Studies reporting the use of eHealth during prenatal, perinatal, and postnatal care were included. Due to the rapid developments in this field and our contemporary scope, we excluded articles describing outdated technologies, for example, fax communication, phonocardiography, and home visits or home care. Screening and reviewing the abstracts and full articles was done by 2 independent authors (JH and KG). Given the heterogeneity in study methods, used technologies, and outcome measurements, results were analyzed and presented in a narrative overview of the literature.

Results

Study Selection

Literature search and reference screening provided 71 studies of interest (see Multimedia Appendix 1 for the flow diagram of selection of studies). All articles were categorized in 6 domains, which will be addressed accordingly: information and eHealth use, lifestyle (gestational weight gain, exercise, and smoking cessation), gestational diabetes, mental health, low- and middle-income countries, and telemonitoring/teleconsulting (see also Figure 1). Tables 1-3 show the overview of 71 publications in 6 domains of perinatal care in which eHealth use in patient care was described, implemented, or compared with standard care.

Information and eHealth Use in Pregnancy

In 15 studies, the characteristics of eHealth users in the perinatal period were described (Table 1). Around 88% (31/35) of participants owned a smartphone [11]. Usage of websites and pregnancy apps for medical information varies from 50% to 98% [7,11-14]. Online information-seeking behavior is common in pregnant women in general and it is not restricted to women with a special profile based on age, education, or social support [7]. Increased knowledge on pregnancy complications has also shown to reduce maternal anxiety and costly hospital visits [15,16]. Factors associated with app use in pregnancy are younger age, nulliparity, lower self-rated health, and higher education. Furthermore, 25.6% (56/219) of questioned women showed interest in a tailored pregnancy app initiated by their health care provider [7,14].

The most searched topics are fetal development, pregnancy complications, healthy lifestyle during pregnancy, generic and specific guidance/advice during pregnancy, and lactation [13,17]. Although they value the Web-based medical information as moderately reliable, 71.3%–75.1% (582/800) of the women do not discuss the information found on internet with their gynecologist [17,18]. One study reported that their lifestyle app helped women to initiate the conversation with their health care provider on this subject [19].

There is an increasing use of internet for health information, including the perinatal period. However, websites are often contradictory and this may lead to confusion [20]. eHealth may be helpful to address questions through informative websites, apps, and peer support platforms designed by health professionals. Furthermore, eHealth may provide possibilities for decision support in more complicated pregnancies [21].

Health Outcome After eHealth Intervention

The effect on health is the most important issue to address in the effective implementation of eHealth in perinatal care. Parameters for quality standards include disease outcomes, enhancing patient adherence to treatment, reducing overuse, and increasing access to care [29]. Results of the search showed that most publications focus on the improvement of lifestyle (gestational weight gain, exercise, smoking cessation), gestational diabetes monitoring, mental health, care in lower- and middle-income countries, and telemonitoring.

Lifestyle

Our search provided 13 publications describing health outcomes for eHealth interventions on lifestyle during pregnancy (Table 2). Pursuing a healthy lifestyle has proven to be beneficial for pregnancy outcomes such as preterm birth, gestational diabetes, or pre-eclampsia [30-32]. Participant motivation, reducing the dropout rate, and sustainability of long-term results are notoriously difficult in lifestyle studies. Smartphone technologies provide features to overcome these obstacles. Results from feasibility studies show good acceptability, adherence, and engagement for eHealth interventions for healthy gestational weight gain and physical activity, favoring an app over a website [33,34]. Physical activity trials with tailored text messaging (short message service, SMS) services resulted in an increase in step count up to 4 times more than in the control group. In addition, eHealth interventions resulted in better perceived health in pregnancy and lower, healthier gestational weight gain in both nonobese (7.8 kg vs 9.7 kg) and obese women (6.65 kg vs 9.74 kg) [35-37]. Dietary apps directed at healthy gestational weight gain are still in developmental and experimental phase [27,38,39].

Smoking during pregnancy increases the risk of unfavorable pregnancy outcomes. In 2010, approximately 10% of the women smoked cigarettes during pregnancy, especially younger, non-white mothers of a lower social economic status [40,41]. The 2016 review by Heminger et al summarizes the studies.
performed on SMS programs and mobile apps for smoking cessation in pregnancy [42]. Women participating in SMS cessation programs report relatively high abstinence of 38% in the first week and 54% in the second week (n=20). Biochemically confirmed abstinence rates were 12.5% in participants compared with 7.8% in controls (n=207). Smartphone apps were preferred over SMS-driven programs, as seen in over 10,000 installations of apps compared with 20-800 registrations in SMS programs.

**Gestational Diabetes**

About 5% to 7% of all pregnancies are complicated by gestational diabetes mellitus (GDM) in the United Kingdom and United States (range 1%-25%) [43]. Pregnancies with GDM are associated with perinatal complications such as caesarean section, shoulder dystocia, and neonatal hypoglycemia. Extensive glucose monitoring during pregnancy is a burden for both patients and health care budgets. eHealth in GDM care has evolved most notably of all perinatal appliances of eHealth the last 3 years [44]. We found 13 studies on this topic, including 2 systematic reviews (Table 2). Developments involve smartphone-facilitated remote blood glucose monitoring, management of medication schedules through Web-based or SMS-facilitated feedback systems, and telephone review service to support and supervise glycemic control [45-51]. Overall, studies showed a decrease in planned and unplanned visits by 50% to 66%, whereas no unfavorable differences in glycemic control, maternal, and neonatal outcomes occurred [47-49,52]. Two recent systematic reviews with meta-analysis confirm these results [53,54]. No cost-effectiveness analysis was performed due to insufficient data. There is also increasing evidence of GDM as a risk factor for type 2 diabetes later in life [55]. eHealth programs for follow-up of women with a history of GDM are being developed but need to be examined more thoroughly [45].

**Table 1.** Information and electronic health (eHealth) use in pregnancy: overview of the literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Methods</th>
<th>N</th>
<th>Technology/eHealth intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sayakhot et al [12]</td>
<td>Systematic review (with 7 cross-sectional studies)</td>
<td>3359</td>
<td>Patients’ use of internet for pregnancy information</td>
</tr>
<tr>
<td>Ledford et al [22]</td>
<td>RCTa pilot</td>
<td>150</td>
<td>App for pregnancy education and record keeping</td>
</tr>
<tr>
<td>Walker et al [15]</td>
<td>Prospective cohort</td>
<td>8</td>
<td>Website for education on placental complications</td>
</tr>
<tr>
<td>Bush et al [23]</td>
<td>Before-after cohort</td>
<td>85</td>
<td>Prenatal care app use and user engagement</td>
</tr>
<tr>
<td>Wallwiener et al [7]</td>
<td>Cross sectional</td>
<td>220</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Scaioli et al [13]</td>
<td>Cross sectional</td>
<td>1347</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Peragallo et al [24]</td>
<td>Cross sectional</td>
<td>100</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Lee et al [14]</td>
<td>Cross sectional</td>
<td>193</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Lupton et al [25]</td>
<td>Cross sectional</td>
<td>410</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Narasimhulu et al [17]</td>
<td>Cross sectional</td>
<td>586</td>
<td>Surveys and questionnaires on use of eHealth (smartphones, internet, apps) during pregnancy</td>
</tr>
<tr>
<td>Goetz et al [26]</td>
<td>Qualitative research</td>
<td>30</td>
<td>Focus groups and interviews on eHealth use and implementation (in pregnant women, men, and clinicians)</td>
</tr>
<tr>
<td>Willcox et al [27]</td>
<td>Qualitative research</td>
<td>27</td>
<td>Focus groups and interviews on eHealth use and implementation (in pregnant women, men, and clinicians)</td>
</tr>
<tr>
<td>Rodger et al [11]</td>
<td>Qualitative research</td>
<td>35</td>
<td>Focus groups and interviews on eHealth use and implementation (in pregnant women, men, and clinicians)</td>
</tr>
<tr>
<td>Mackert et al [28]</td>
<td>Qualitative research</td>
<td>32</td>
<td>Focus groups and interviews on eHealth use and implementation (in pregnant women, men, and clinicians)</td>
</tr>
<tr>
<td>Lupton et al [25]</td>
<td>Qualitative research</td>
<td>36</td>
<td>Focus groups and interviews on eHealth use and implementation (in pregnant women, men, and clinicians)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
Table 2. Health outcome of electronic health (eHealth) use in lifestyle and gestational diabetes mellitus management in pregnancy: overview of the literature.

<table>
<thead>
<tr>
<th>Study domain and reference</th>
<th>Methods</th>
<th>N</th>
<th>Technology/eHealth intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lifestyle: Gestational weight gain, exercise, smoking cessation (13 studies)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O’Brien et al [79]</td>
<td>Systematic review (with 7 studies)</td>
<td>33</td>
<td>Technology-supported diet and lifestyle interventions</td>
</tr>
<tr>
<td>Pollak et al [80]</td>
<td>RCT</td>
<td>33</td>
<td>SMS programs on healthy lifestyle</td>
</tr>
<tr>
<td>Soltani et al [35]</td>
<td>RCT</td>
<td>14</td>
<td>SMS for healthy lifestyle in women with BMI &gt;30</td>
</tr>
<tr>
<td>Graham et al [81]</td>
<td>RCT</td>
<td>1335</td>
<td>Internet-based platform to prevent excessive weight gain</td>
</tr>
<tr>
<td>Hayman et al [34]</td>
<td>RCT</td>
<td>77</td>
<td>Web-based physical activity intervention</td>
</tr>
<tr>
<td>Huberty et al [82]</td>
<td>RCT</td>
<td>80</td>
<td>SMS programs to increase physical activity</td>
</tr>
<tr>
<td>Willcox et al [37]</td>
<td>RCT</td>
<td>91</td>
<td>Healthy gestational weight gain for obese pregnancies</td>
</tr>
<tr>
<td>Knight et al [19]</td>
<td>One group pilot</td>
<td>10</td>
<td>App with information for lifestyle behavior</td>
</tr>
<tr>
<td>Waring et al [33]</td>
<td>Cross sectional</td>
<td>64</td>
<td>Survey on interest in lifestyle app or website</td>
</tr>
<tr>
<td>Choi et al [36]</td>
<td>RCT pilot</td>
<td>30</td>
<td>Activity app+pedometer wearable</td>
</tr>
<tr>
<td>Lewis et al [83]</td>
<td>Observational cohort</td>
<td>37</td>
<td>Exercise with SMS or app-based support</td>
</tr>
<tr>
<td>Guo et al [84]</td>
<td>One group pilot</td>
<td>50</td>
<td>Video program with yoga via Facebook or DVD</td>
</tr>
<tr>
<td>Heminger et al [42]</td>
<td>Systematic review (with 7 RCTs)</td>
<td>702</td>
<td>SMS or app support on smoking: quitting date, relapse, information, daily messages</td>
</tr>
<tr>
<td><strong>Gestational diabetes mellitus (13 studies)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ming et al [54]</td>
<td>Systematic review (with 7 RCTs)</td>
<td>579</td>
<td>Telemedicine for diabetes in pregnancy</td>
</tr>
<tr>
<td>Rasekaba et al [53]</td>
<td>Systematic review (with 3 RCTs)</td>
<td>243</td>
<td>Telemedicine for glucose monitoring</td>
</tr>
<tr>
<td>Kruger et al [85]</td>
<td>RCT</td>
<td>18</td>
<td>Telemedicine for glucose monitoring</td>
</tr>
<tr>
<td>Dalfra et al [86]</td>
<td>RCT</td>
<td>276</td>
<td>Telemedicine for glucose monitoring</td>
</tr>
<tr>
<td>Perez-Ferre et al [52]</td>
<td>RCT</td>
<td>100</td>
<td>Telemedicine for glucose monitoring</td>
</tr>
<tr>
<td>Wojcicki et al [87]</td>
<td>RCT</td>
<td>30</td>
<td>Telemedicine for glucose monitoring</td>
</tr>
<tr>
<td>Carral et al [49]</td>
<td>Prospective cohort</td>
<td>104</td>
<td>Web-based telemedicine system</td>
</tr>
<tr>
<td>Given et al [50]</td>
<td>Feasibility study</td>
<td>50</td>
<td>Web-based telemedicine system</td>
</tr>
<tr>
<td>Nicholson et al [88]</td>
<td>Feasibility study</td>
<td>23</td>
<td>Web-based self monitoring, diary</td>
</tr>
<tr>
<td>Mackillop et al [51]</td>
<td>Pilot study</td>
<td>48</td>
<td>Smartphone app with blood glucose meter</td>
</tr>
<tr>
<td>Ganapathy et al [89]</td>
<td>Pilot study</td>
<td>50</td>
<td>Remote blood pressure measurements</td>
</tr>
<tr>
<td>Khorshidi et al [45]</td>
<td>RCT</td>
<td>80</td>
<td>Postpartum screening after GDM (^d)</td>
</tr>
<tr>
<td>Harrison et al [90]</td>
<td>Survey+interviews</td>
<td>70</td>
<td>Acceptability of telemedicine for GDM patients</td>
</tr>
</tbody>
</table>

\( ^a \) RCT: randomized controlled trial.
\( ^b \) SMS: short message services.
\( ^c \) BMI: body mass index.
\( ^d \) GDM: gestational diabetes mellitus.
### Table 3. Health outcome of electronic health (eHealth) use in electronic mental (e-mental) health, low- and middle-income countries, and telemonitoring and teleconsultation in pregnancy: overview of the literature.

<table>
<thead>
<tr>
<th>Study domain and reference</th>
<th>Methods</th>
<th>N</th>
<th>Technology/eHealth intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>E-mental health (16 studies)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lau et al [64]</td>
<td>Systematic review (with 8 RCTs(^a))</td>
<td>1523</td>
<td>Therapist-supported internet-based cognitive behavior therapy among postpartum women</td>
</tr>
<tr>
<td>Lee et al [61]</td>
<td>Systematic review (with 4 RCTs)</td>
<td>1274</td>
<td>Cognitive behavioral therapy with internet</td>
</tr>
<tr>
<td>Ashford et al [63]</td>
<td>Systematic review (with 11 studies)</td>
<td>1537</td>
<td>Web-based perinatal mental health interventions</td>
</tr>
<tr>
<td>Milgrom et al [91]</td>
<td>RCT</td>
<td>43</td>
<td>Cognitive behavioral therapy with internet</td>
</tr>
<tr>
<td>Ngai et al [92]</td>
<td>RCT</td>
<td>397</td>
<td>Telephone-based cognitive-behavioral Therapy</td>
</tr>
<tr>
<td>Shamshiri Milani et al [93]</td>
<td>RCT</td>
<td>54</td>
<td>Telephone-based cognitive-behavioral therapy</td>
</tr>
<tr>
<td>Kingston et al [60]</td>
<td>RCT</td>
<td>636</td>
<td>Acceptability of e-screening for mental health</td>
</tr>
<tr>
<td>Fontein et al [94]</td>
<td>Before-after study</td>
<td>433</td>
<td>Website for maternal stress prevention</td>
</tr>
<tr>
<td>Jimenez-Serrano et al [59]</td>
<td>Prospective cohort</td>
<td>1880</td>
<td>App screening for postpartum depression</td>
</tr>
<tr>
<td>Posmontier et al [62]</td>
<td>Prospective cohort</td>
<td>61</td>
<td>Telephone-administered psychotherapy</td>
</tr>
<tr>
<td>Letourneau et al [65]</td>
<td>Prospective cohort</td>
<td>64</td>
<td>Telephone-based peer support intervention</td>
</tr>
<tr>
<td>Broom et al [95]</td>
<td>Observational</td>
<td>54</td>
<td>Supportive text messaging in postpartum depression</td>
</tr>
<tr>
<td>Mitchell et al [58]</td>
<td>Cross sectional</td>
<td>106</td>
<td>Telephone screening for postpartum depression</td>
</tr>
<tr>
<td>Figueiredo et al [96]</td>
<td>Cross sectional</td>
<td>90</td>
<td>Telephone screening for postpartum depression</td>
</tr>
<tr>
<td>Pugh et al [97]</td>
<td>Case study</td>
<td>1</td>
<td>Therapeutic assistance with email and SMS(^b)</td>
</tr>
<tr>
<td>Pineros-Leano et al [98]</td>
<td>Qualitative</td>
<td>25</td>
<td>Screening for postpartum depression using mobile health</td>
</tr>
<tr>
<td><strong>Low and middle income countries (2 studies)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee et al [67]; Sondaal et al [66]</td>
<td>2 systematic reviews with 18 RCTs and 18 observational studies</td>
<td>34,149</td>
<td>Mobile health interventions for prenatal, birth, and postnatal period in low- and middle-income countries</td>
</tr>
<tr>
<td><strong>Telemonitoring and teleconsulting (12 studies)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tapia-Conyer et al [75]</td>
<td>RCT</td>
<td>153</td>
<td>Wireless antepartum maternal-fetal monitoring</td>
</tr>
<tr>
<td>Pflugeisen et al [74]</td>
<td>Non-RCT</td>
<td>1058</td>
<td>Prenatal care with virtual visits and home measurements</td>
</tr>
<tr>
<td>Ivey et al [99]</td>
<td>Prospective cohort</td>
<td>155</td>
<td>Teleconsultation with tertiary center</td>
</tr>
<tr>
<td>Cuneo et al [100]</td>
<td>Prospective cohort</td>
<td>125</td>
<td>Home fetal heart monitoring for anti-SSA+ patients</td>
</tr>
<tr>
<td>Rauf et al [73]</td>
<td>Prospective cohort</td>
<td>70</td>
<td>Fetal monitoring system for induction of labor</td>
</tr>
<tr>
<td>Krishnamurti et al [101]</td>
<td>Prospective cohort</td>
<td>16</td>
<td>Smartphone app with information and symptom scores</td>
</tr>
<tr>
<td>Rhoads et al [102]</td>
<td>Non-RCT</td>
<td>50</td>
<td>Telemonitoring of postpartum hypertension</td>
</tr>
<tr>
<td>Kerner et al [77]</td>
<td>Feasibility study</td>
<td>36</td>
<td>Self-administered fetal heart rate monitoring</td>
</tr>
<tr>
<td>Marko et al [103]</td>
<td>Feasibility study</td>
<td>8</td>
<td>Remote monitored pregnancy care (blood pressure, weight)</td>
</tr>
<tr>
<td>Marko et al [76]</td>
<td>Controlled trial</td>
<td>100</td>
<td>Prenatal care with app and telemonitoring</td>
</tr>
<tr>
<td>Lanssens et al [104]</td>
<td>Retrospective cohort</td>
<td>166</td>
<td>Remote monitoring of hypertension in pregnancy</td>
</tr>
<tr>
<td>Pflugeisen et al [105]</td>
<td>Cross sectional</td>
<td>171</td>
<td>Satisfaction with virtual obstetric care</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.  
\(^b\)SMS: short message services.  
\(^c\)Anti-SSA: Anti-Sjögren’s-syndrome-related antigen A.

### Mental Health

Electronic mental health has already proven to be successful in general population mental health management [56]. In 16 studies, the applicability on screening for and treatment of postpartum depression was investigated (Table 3). The prevalence of postpartum depression is 3%-15%. These women are reluctant to seek medical attention despite the heavy burden of disease, most notably because of the fear of their child being taken away from them [57,58]. Screening with telephone (alpha coefficients of .72-.94), app (sensitivity 72% and specificity 73%), and iPads were found feasible and acceptable [58-60].
eHealth programs (eg, online sessions based on cognitive behavior therapy) effectuate significant reductions in the depression scales and on symptom scores compared with treatment as usual [61-64]. Besides this significant effect size favoring eHealth, in 1 intervention group, the depression scores reduced also more quickly compared with the waiting list comparator group [63]. Perceptions of peer and social support significantly improved, and higher support was significantly related with lower depression symptoms [65]. An antenatal, first trimester eHealth intervention on depressive symptoms showed 80% intervention response and 60% remission (n=12) [63].

Low- and Middle-Income Countries

Limited resources and poor information are still leading to preventable maternal and neonatal deaths in low- and middle-income countries. The availability of mobile phones (in Africa and South-East Asia over 69%-90%) gives rise to the implementation of eHealth interventions and remote care. For more detailed information in this distinct population where eHealth is widely used, we refer to 2 recently published systematic reviews (Table 3). In summary, the interventions did increase antenatal care attendance, facility and service utilization, skilled support at birth, and vaccination rate [66]. Most of the included studies were of poor methodological quality or did not assess health outcomes [67]. Insufficient information was provided to evaluate the impact of eHealth solutions on maternal and fetal outcomes in these countries [67].

Telemonitoring and Teleconsulting

Telemonitoring of pregnancy is perceived to be one of the most promising answers to the possibilities of eHealth in pregnancy. Several hardware and software systems involving more complex remote monitoring are described lately (Table 3). An integrated system for maternal monitoring of glucose, weight, pulse and blood pressure, and a chat feature for clinician-patient contact is now in test [68]. Yi et al developed an Android-based mobile terminal for wireless fetal monitoring and uterine contractions tracking [69]. Using this system, patients in rural areas are provided with telemonitoring without traveling or hospitalization. Several other telemonitoring devices for cardiotocography have been tested in pilot settings or prospective cohorts and found feasible [70-72]. Currently, the effects of maternal and fetal telemonitoring in high-risk pregnancies on outcome, satisfaction, and costs are under research compared with hospital admission (the HOTEL trial, registered under #NTR6076). In a pilot with remote monitoring with transabdominal fetal electrocardiography (f-ECG) after induction with dinoprostone pessaries (n=70), successful monitoring was obtained in 89% [73]. Three women were recalled to the hospital due to suspicious f-ECG, of which in 2 cases caesarean section was indicated. A Virtual Obstetric Care program with normal visits combined with teleconferencing visits for low-risk pregnancy showed no increased risks in health outcomes besides an increase in preeclampsia diagnosis [74]. Another demonstration project describes a promising system of a wirelessly enabled maternal-fetal monitoring system MiBebe, used for the improvement of perinatal care in rural regions in Mexico. In the group of 153 high-risk pregnancies, the remote monitoring in 74 patients resulted in markedly increased adherence to antenatal visits with no adverse health outcomes compared with usual care [75]. One pilot study describes an alternative prenatal care schedule, including an integrated technology platform (mobile app, wireless weight scale, and blood pressure cuff), leading to a 43% reduction in outpatient visits (8 vs 14 visits) [76]. There was an increase in satisfaction and patient engagement and no change in perinatal outcome despite the decrease in face-to-face contact [76]. Remote monitoring and consultation can potentially reduce outpatient visits for antenatal consultation as well as hospitalization for certain clinical reasons. We see this in managing gestational diabetes with glucose monitoring but also in fetal monitoring for fetal growth restriction [53,77]. A model of cost-effectiveness analysis in a tertiary hospital (Ghent, Belgium) predicted a cost-reduction of 145,822 euros per year achieved by introducing home monitoring in high-risk pregnancy [78].

Patient and Caregiver Experience

Examining patients’ satisfaction with eHealth interventions, users describe high convenience and acceptance resulting in more patient activation and education. Patients report less concerns and anxiety and are comfortable with fewer clinic visits. Satisfaction rates vary between 86% and 95% in e-mental health studies and 90% (46/51) in home-monitored induction patients, who were very glad to stay in their own homely ambience as long as possible [73,79]. On the health care providers’ point of view, adaptation of obstetricians and midwives to eHealth solutions has not been widely described. Only 1 qualitative study interviewed 12 health care providers in obstetric departments. Concerns were raised on implementation barriers and potential medico-legal risks, but if addressed properly, implementation was considered feasible. Some clinicians admitted to have insufficient familiarity and skill with eHealth limiting their engagement and comprehension of the possibilities that eHealth technologies can confer to perinatal care. Overall, these clinicians regarded telemedicine as an additional parallel service rather than integrated into the antenatal care model [27].

Discussion

Principal Findings

By providing this overview of the literature, we aimed to assess the applicability, advantages, and limitations of the use of eHealth in perinatal care. This review showed that eHealth interventions have a very broad, multilevel field of application focused on perinatal care in all its aspects. Most of the reviewed 71 articles were published after 2013, suggesting this novel type of care is an important topic of clinical and scientific relevance. Women of reproductive age seem to be interested in eHealth, as shown by their frequent use of smartphone, internet and apps, and searches for pregnancy information. Most health outcomes for perinatal eHealth interventions were generally positive, either resulting in positive effects (lifestyle, mental health) or providing multiple advantages while health outcomes were found equal (diabetes care). The implementation of telemonitoring was not studied extensively, but research
provided important effects and advantages on facilitation of new care models. Patient and care provider satisfaction with eHealth interventions rates are generally good, with rates up to 95%.

Additional Considerations

Despite the promising preliminary results as reviewed above, research in eHealth has progressed much slower than developments in the health technology industry. A great amount of the reviewed articles on this subject addressed more than health outcomes or satisfaction rates alone. Advances in (implementation of) apps and devices and patient-generated data are retained by legal and financial concerns. Possible privacy risks involve a lack of control to collection of data and the use by third parties afterwards.

In the United States, eHealth legislation, secured in the Fair Information Practice principles (part of the Health Insurance Portability and Accountability Act), is lacking protection for endpoint users: the patients. End-to-end data encryption can be used to protect the useful patient data. Combined with authentication and access control mechanisms for patients as well as care providers, eHealth technologies can further enhance final security control [106]. The development of the Telemedicine for Medicare Act of 2015 may accelerate the removal of barriers and limitations regarding use of telehealth between different states in the United States [107].

In the framework of European law, eHealth is simultaneously a health care service and an information service with corresponding legislation [108]. eHealth developers have to mind general legislation regarding privacy protection (Dir 95/46/EC, Arts 8-12), electronic identification services, e-Commerce directive (eg, online contracting), safety requirements of medical devices, and general product safety and liability requirements. In answer to the interstate developments in eHealth care, the Cross Border Directive was initiated in 2011 in the European Union (EU). The objective of the initiatives within this directive is to turn telemedicine into a standard medical service, accessible to every European patient and fully covered by the respective social security system. Difficulties arise on liability and creating uniform rules in the EU, as member states have very intrinsic differences in national rules on health care, privacy, and liability. One advice would be for each member state to provide a legal framework for telemedicine, whereas the role of the EU would be limited to regulation [108].

The costs associated with development, purchase, and maintenance of eHealth equipment have dropped in recent years due to technological advancements [107]. Primary investments to implement eHealth in perinatal care are now attributed to personnel costs for both providers and technical support. However, to deliver care with the help of eHealth can also create savings on personnel costs and clinic visits. A systematic review of economic evaluation in telehealth solutions concluded that 29 out of 39 studies (74%) reported cost-effective, economically beneficial eHealth interventions in different conditions and diseases. The conclusion highlighted the fact that many studies did not report all recommended economic outcome items, leading to inconsistent analyses [109].

The challenges for reimbursement are delaying the widespread adoption of eHealth in all ranges of sections of hospital care. Coverage is fragmented, varying at level of country, within hospitals in the same country and within different specialties of health care [29]. Health insurance companies seem to be inclined to cover only well-researched eHealth interventions with according economic evaluations. The use of low-risk, inexpensive care models can operate as opportunities to objectify possible reduction in health care costs.

Textbox 1. Advantages and disadvantages of eHealth implementation in perinatal care.

<table>
<thead>
<tr>
<th>Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient satisfaction</td>
</tr>
<tr>
<td>Patient engagement</td>
</tr>
<tr>
<td>Fewer clinic visits</td>
</tr>
<tr>
<td>Clinician satisfaction</td>
</tr>
<tr>
<td>Remote monitoring</td>
</tr>
<tr>
<td>Access to care in low- and middle-income countries</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reimbursement</td>
</tr>
<tr>
<td>Legal issues</td>
</tr>
<tr>
<td>Technical issues</td>
</tr>
</tbody>
</table>

Indistinct

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact on health outcome</td>
</tr>
<tr>
<td>Impact on costs</td>
</tr>
<tr>
<td>Limited A-level evidence</td>
</tr>
</tbody>
</table>
Successes will motivate policy makers and drive the insurance market for additional coverage. Rigorous medical evidence can act as an extra stimulant; however, the duration and costs of designs and trials need to be taken into consideration [107].

**Conclusion and Future Perspectives**

This review provided an overview of eHealth as the next-generation perinatal care. **Textbox 1** provides a condensed summary of the advantages (as described in Principal Findings) and disadvantages (as described in Additional Considerations) of the implementation of eHealth in perinatal care. If eHealth is to achieve its full potential, it should attain all domains of quality in care including safety, timeliness, effectiveness, efficiency, and patient centeredness. Cost-effectiveness assessment is needed to rationalize embracement and reimbursement. Policy makers should consider the international frameworks of legislation to support and implement this new form of care.

We accentuate that more research is needed, including economic evaluation of eHealth interventions. Growing engagement of calls for funding have responded: more large funding associations focus on the use of eHealth, warranting the qualitative impact of the studies in the application designs [110]. In addition, the potential of technology raised a nearly quadrupled amount of money in venture capital funding, from US $1.1 billion in 2011 to US $4.3 billion in 2015 [111].

Despite the challenges of privacy, liability, and costs, eHealth is very likely to disperse globally in the next decade. Some even state health care is approaching a tipping point [112]. The current shift to patient-centered care and increased patient empowerment underlines the need for revising current medical practice. eHealth has the potential to be integrated into standard care and deliver a revolution in perinatal health.
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Abstract

Background: Experimental and epidemiologic studies have shown that circadian clocks’ disruption can play an important role in the development of cancer and metabolic diseases. The cellular clocks outside the brain are effectively coordinated by the body temperature rhythm. We hypothesized that concurrent measurements of body temperature and rest-activity rhythms would assess circadian clocks coordination in individual patients, thus enabling the integration of biological rhythms into precision medicine.

Objective: The objective was to evaluate the circadian clocks’ coordination in healthy subjects and patients through simultaneous measurements of rest-activity and body temperature rhythms.

Methods: Noninvasive real-time measurements of rest-activity and chest temperature rhythms were recorded during the subject’s daily life, using a dedicated new mobile electronic health platform (PiCADo). It involved a chest sensor that jointly measured accelerations, 3D orientation, and skin surface temperature every 1-5 min and relayed them out to a mobile gateway via Bluetooth Low Energy. The gateway tele-transmitted all stored data to a server via General Packet Radio Service every 24 hours. The technical capabilities of PiCADo were validated in 55 healthy subjects and 12 cancer patients, whose rhythms were e-monitored during their daily routine for 3-30 days. Spectral analyses enabled to compute rhythm parameters values, with their 90% confidence limits, and their dynamics in each subject.

Results: All the individuals displayed a dominant circadian rhythm in activity with maxima occurring from 12:09 to 20:25. This was not the case for the dominant temperature period, which clustered around 24 hours for 51 out of 67 subjects (76%), and around 12 hours for 13 others (19%). Statistically significant sex- and age-related differences in circadian coordination were identified in the noncancerous subjects, based upon the range of variations in temperature rhythm amplitudes, maxima (acrophases), and phase relations with rest-activity. The circadian acrophase of chest temperature was located at night for the majority of people, but it occurred at daytime for 26% (14/55) of the noncancerous people and 33% (4/12) of the cancer patients, thus supporting
important intersubject differences in circadian coordination. Sex, age, and cancer significantly impacted the circadian coordination of both rhythms, based on their phase relationships.

Conclusions: Complementing rest-activity with chest temperature circadian e-monitoring revealed striking intersubject differences regarding human circadian clocks’ coordination and timing during daily routine. To further delineate the clinical importance of such finding, the PiCADo platform is currently applied for both the assessment of health effects resulting from atypical work schedules and the identification of the key determinants of circadian disruption in cancer patients.

KEYWORDS
circadian clock; eHealth; temperature rhythm; rest-activity rhythm; time series analyses; chronomodulation; biomarkers

Introduction

Background
Circadian (about-24-hour) rhythms regulate mammalian physiology, as well as cell metabolism, proliferation, and survival over the 24 hours. These rhythms play an important role in disease processes and treatment effects, which has been largely overlooked in medicine [1-3]. They are generated at single-cell level by molecular clocks, consisting of interwoven feedback loops involving transcription-translation of 15 known specific clock genes including Bmal1, Clock, Per2, and Rev-erbα [4]. The molecular clocks are coordinated at the whole organism level by the suprachiasmatic nuclei, a hypothalamic pacemaker, which also helps circadian rhythms adjust to light-dark and other environmental 24-hour cycles through the rhythmic control of rest-activity, body temperature, feeding, as well as cortisol and melatonin secretions [1-4]. Thus, both glucocorticoids and body temperature rhythms reset molecular clocks and cellular circadian rhythms in vitro and in vivo [5-8].

Rhythm studies in humans have assumed similar circadian synchronization among subjects, thus inferring the reliability of transverse sampling of different subjects at different time points over 24 hours, and using average values for describing circadian patterns in the group or the population [9]. Treatment effects could also differ according to circadian timing or chronomodulated scheduling of medications in a consistent fashion across individual subjects with a similar circadian entrainment [1,10-12]. Such standardized approaches to chronotherapy proved valid in experimental rodents of same sex, strain, and age, which were synchronized with the same alternation of 12-hours of light and darkness, especially for anticancer drugs [1,13]. This was also true for healthy subjects maintained in human physiology laboratories under controlled environmental conditions [14]. However, little is known regarding circadian rhythms in individual healthy humans or patients during their daily routine.

Intersubject variability in circadian phase has been suggested, based on chronotype questionnaires administered to large populations of presumably healthy subjects [15]. Intersubject differences in both daily timing and 24-hour pattern have also been shown in individual patients collecting up to 5 daily samples of salivary cortisol and/or melatonin determinations for up to 2 days [16-18]. The limitations resulting from such low sampling frequency were overcome through rest-activity monitoring, using a wrist watch accelerometer for a few days to a few weeks [19-21]. The rest-activity time series led to identify the dichotomy index I<0, the relative amount of activity in bed that was below the median activity out of bed, as an independent predictor of progression-free survival and overall survival among 436 patients with metastatic colorectal cancer [22]. Most importantly, the patients whose I<0 was below the median value of 97.5% had a median survival of 11.9 months, as compared with 21.6 months for those with an I<0 index over 97.5% [22]. The I<0 was also negatively associated with fatigue and appetite loss, and positively with health-related quality of life as assessed by both the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire C30 EORTC QLQ-C30 and the MD Anderson Symptom Inventory questionnaires in cancer patients with locally advanced or metastatic disease [23,24]. Furthermore, circadian rest-activity disruption, as measured with an I<0 of 97.5% or less, in patients receiving cancer chemotherapy could indeed represent an early warning signal of deterioration and emergency hospitalization [25,26]. However, I<0 values did not correlate with sex, both in healthy subjects or in cancer patients, or with efficacy of a standardized chronomodulated chemotherapy protocol in cancer patients [19,20,27], whereas the latter profoundly differed between men and women [28]. These clinical data stressed the need for the combination of rest-activity with circadian temperature biomarker to gather more reliable estimates of the circadian phase and to personalize the timing of chronotherapy.

Indeed, despite their consistent and reproducible clinical relevance, the rest-activity time series provide imprecise estimates regarding circadian phase, due to both its square-wave 24-hour pattern and the strong masking effect of the societal routine on the endogenous activity rhythm. Predominant low values of activity suggest prolonged periods of rest during nighttime, whereas frequent high intensity activity occurs during the day, with substantial within-day and day-to-day variability [29]. Nevertheless, a first fixed electronic health (eHealth) internet platform was developed within the inCASA European project—combining telemetric activity monitoring with self-rated symptoms and self-measured body weight. Testing of the platform in 31 cancer patients on chronotherapy at home demonstrated a per protocol compliance rate of ~85% over 1 month, and enabled prediction of emergency hospitalization due to treatment toxicity 3 days in advance [26].

Precise information regarding circadian phase and circadian coordination is also critical for the appropriate timing of treatment delivery to reduce adverse events and/or enhance efficacy [1,10-13,30]. Moreover, both diseases such as cancer
and treatments can disrupt the circadian timing system (CTS) and result in associated symptoms and reduced survival, especially in cancer patients [31]. To address these issues, we have designed an upper chest e-sensor that records and teletransmits activity, temperature and tri-axial orientation. This sensor is integrated into a novel eHealth platform (PiCADo). The circadian rhythms in core and skin surface temperature of men are usually 8-12 hours out of phase, with respective maxima occurring near 16:00 at day time, and near 2:00 at night [32]. The early night drop in core body temperature results from the vasodilatation of the skin vessels and associated rise in skin surface temperature [33]. Such temperature changes are critical for triggering the onset of sleep [34]. The site of temperature measurements for achieving continuous and noninvasive, yet reliable, assessment of human body temperature rhythms in real life has been a challenge over the past decades. The use of a rectal probe has been discouraged as a result of the risk of rectal perforation [35]. Auxillary and wrist skin surface temperature records were shown to be largely contaminated by changes in environmental temperature [36-39]. The recent availability of an oral temperature pill has enabled the continuous recording of internal body temperature, yet only for durations that match the gastro-intestinal transit time, ie, ~24-48 hours [40,41].

Previous work by others highlighted the reduced influence of environmental temperature changes on skin surface temperature measurements taken at the upper-anterior chest wall [42,43]. We confirmed these findings through combining infrared technology with continuous recording of patch temperature sensors [44,45]. We further developed dedicated statistical methods to compute dynamic changes in rhythm parameters by combining the inference methods for obtaining interval estimates based on spectral bootstrap with time-varying spectral estimation [46,47].

**Objectives**

Here, we assessed—for the first time—the performance and relevance of the PiCADo platform for capturing inter- and intrasubject variabilities in the CTS both during daily routine and in real time. We hypothesized that the combination of rest-activity and temperature monitoring would identify large interindividual differences in circadian coordination. The latter would notably support the personalized adaptation of the optimal timing of medications to jointly minimize treatment morbidities and enhance efficacy.

**Methods**

**Study Design**

The main objective was to determine whether any inter- and intrasubject differences in human circadian coordination could be captured in real time through remote and noninvasive real-time monitoring during the subjects’ usual routine. Such a goal represented a critical step toward the personalization of treatment timing according to individual circadian rhythms, especially for cancer therapies. A new mobile eHealth platform (PiCADo) was designed on purpose. The PiCADo specifications were defined within several multidisciplinary and multisuser focus groups involving nurses, medical oncologists, general practitioners, biomedical and informatics engineers, socio-anthropologists, and chronobiologists, and through analyzing elderly people’s responses in living labs. Three parameters—activity, temperature, and position—are measured using a single CE-marked chest sensor emitter (Movisens, Karlsruhe, Germany) and a pocket-sized CE-marked gateway (Eeleo, Montrouge, France), which could gather further information from other Bluetooth (BT)- and Bluetooth Low Energy (BLE)-connected devices, and send them to a server via the general packet radio service (GPRS) at the required frequency, which may be tuned down as low as every hour, in case of measurements of preset emergency values (Figure 1). This latter function was not activated here. Thus, the PiCADo platform consisted of a chest sensor that measured skin surface temperature every 5 min, the number of accelerations, and the orientation in 3 dimensions every min. All data were teletransmitted via BLE to a pocket-sized gateway, which also could gather data measured by other connected Bluetooth and BLE devices, such as a weight scale. The gateway sent all data to a server every 24 hours. Three cohorts of people were involved, each with different specifications regarding observation span (4 days vs 7-30 days), sensor-carrying method (patch vs dedicated vest or bra), and health condition (healthy vs cancer). Subjects in cohorts 1 and 2 had to be 21 years or older, display no active disease, and not work at night. The study was planned without any intervention. Subjects were advised to remove the sensor for around 20 min once per day to avoid contact with water during showering. The study was conducted according to the Helsinki Declaration [48]. All the subjects enthusiastically volunteered and provided informed consent for carrying and testing the platform system.

**Data Management**

All anonymous electronic data were transferred from the gateway at home to the server according to the GPRS communication protocol. Once on the server, the data were stored based on HL7 standards (international standards for transfer of clinical and administrative data). Data were downloaded from the server to the computer of our biomedical engineer, who was the only person having access to the server. Data were saved on a secure storage server according to the national Data Protection and Freedom of Information Acts guidance. Data transmission was inspected at least twice per week during the monitoring sessions to insure the proper functioning. Data were retrieved and processed at the end of the monitoring.

**Statistical Methods**

**Treatment of Missing Data and Data Preprocessing**

Times at which subjects removed the sensor were identified retrospectively by noting a string of zero Position and Activity counts, jointly with corresponding temperature measurements decreasing toward room temperature values. These intervals were marked as missing values. To perform spectral analysis, the raw activity and temperature data were aggregated over hourly intervals and corresponding median values were computed. The hourly interval length provided a good resolution of the periodogram at frequencies of interest, especially those corresponding to the circadian range. The endpoints of the hourly aggregated data were connected using linear interpolation.
in case of recording gaps ≤7 hours. For gaps >7 hours, as it did occur for 7 subjects, the recordings of the whole corresponding 24 hours were ignored for purposes of the analyses.

**Estimation of Circadian Parameters**

The Spectrum-Resampling (SR) algorithm [46] was applied to estimate the circadian parameters of interest, namely, period, amplitude, and phase of the first and second largest peaks in the spectra for both rest-activity and temperature time series. This method first identified the most important frequencies and their corresponding periods from the estimated spectrum, then fitted a Fourier-type regression model to the data, to obtain the corresponding amplitudes and phases. The SR method provided a bootstrap framework, where all circadian parameters were estimated as the median of the bootstrap samples, and their 90% central confidence intervals were approximated by the corresponding percentiles of the bootstrap samples. To analyze the intrasubject variability over time, the same methodology of spectral analysis was performed over moving windows of 3 days each, with a 1-hour shift per spectral estimate [49]. We note that the window length should be at least 2-3 days, as at least 2 full cycles are needed to estimate the period length.

**Regression Analysis**

Multivariate regression analysis was applied to test for the effects of covariates such as sex, age, weight, and cohort. As response variable Y, we considered a selection of estimated circadian parameters that summarized the behavior of the biomarkers for each subject, including (1) the amplitude of the main period of temperature, which was obtained from spectral estimation; (2) the amplitude of activity, during prolonged (usually daily) activity spans, as approximated by the interquartile range (IQR) or amplitude of 50% central values of observed values; (3) the spectral gravity center (or mean period) of temperature; and (4) the spectral gravity center (or mean period) of rest-activity. Possible explanatory variables were sex, age, weight, and amplitude of daily activity as given by the IQR of daily activity counts, cohort, and the following interaction terms: sex*age, sex*weight, and sex*IQR of daily activity. Model selection was performed stepwise (as implemented in R function and based on Akaike’s information criterion) [50]. Significance of explanatory variables was tested by t tests of the corresponding coefficients—where a significant effect was concluded for P values smaller than .05. As 0 and 1, respectively, encoded for females and males, a sex-specific effect was computed in a straightforward way in that a sex-specific influence of a covariate was concluded, if the coefficient corresponding to the interaction term sex*covariate was significant in the regression.

**Figure 1.** eHealth domedicine platform technology. The chest sensor embedded into the vest shirt with an open area for infrared temperature measurements is shown in the upper left corner. The epoch length of the data points as well as length of time intervals between teletransmission events are indicated within each circle for each variable. Teletransmissions involve Bluetooth Low Energy (BLE) from sensor to gateway and General Packet Radio Service (GPRS) from gateway to server, from which data can be retrieved continuously.
### Results

#### Subject Characteristics and Study Conduct

The PiCaDo Domomedicine platform was tested by 69 people. Assessable time series of the 3 variables were obtained for 67 of 69 subjects (97%) over a median duration of 6 days (1st-3rd quartiles, IQ, 4.0 to 12.1), ranging from 3 to 29.7 days. A total of 30 males and 37 females, aged 21 to 83 years, participated in 1 of 3 cohorts of subjects (Figure 2; Table 1).

All subjects were asked to keep their usual daily routines, besides carrying the sensor day and night for the whole monitoring duration, and keeping the gateway within a distance of 2 m. The sensor was initially patched onto the upper left anterior thorax of 28 healthy subjects in Cohort 1, using Tegaderm (10x12 cm, 1626W, 3M\(^T\), Diegem, Belgium) for a median duration of 4 days. To avoid the use of the potentially irritating patches for longer durations, a dedicated vest and bra were designed, which could properly lodge the sensor (Thuasne Medical, Saint Etienne, France). This system was tested by 27 healthy subjects in 2 countries for durations ranging from 3.6 to 28.3 days (Cohort 2). The platform was used by 18 subjects in the United Kingdom for a median duration of 7 days (Cohort 2.1), and by 9 subjects in France, jointly with a BLE weight scale, for a median duration of 19 days (Cohort 2.2; Table 1).

To probe the platform for a prolonged use in patients with cancer, the sensor, cloth, and gateway system was further assessed in 12 patients with advanced or metastatic cancer for a median duration of 18.5 days (Cohort 3, see characteristics in Multimedia Appendix 1).

#### Inter- and Intrasubject Differences Captured by Time Series Analyses

Time series were preprocessed to account for missing data (see Material and Methods). Using the spectrum resampling method, period, amplitude, and acrophase corresponding to the largest (fundamental) and, if significant, second-largest peak in the spectrum were estimated, along with their respective 90% Confidence Limits, for each subject over the whole time span [46]. Time-varying features of the spectrum were also estimated, through the application of the same method to 3-day windows, which were moved along each time series with 1-hour shifts. The clinically relevant Dichotomy Index I<0 was further computed, over consecutive 3-day spans, with 24-hour shifts [26,51]. Strikingly different circadian patterns, rhythm parameters, and I<0 values were identified among the 55 healthy subjects (Figures 3 and 4). Although the rest-activity pattern remained consistent from 1 day to the next in the 55 healthy subjects, the temperature pattern varied from day to day in 16 of them, as revealed by changes over time in the dominant periods and the amplitude-acrophase vectors (Figure 4, subjects 3 and 4). Thus, our methodology revealed and quantified day-to-day changes in circadian parameters, thereby enabling the determination of circadian variability both within and between subjects during real-life conditions.
Table 1. Subjects and records characteristics. Median and distribution of data for all quantitative variables. M/F refers to male/female.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Total N (M/F)</th>
<th>Age, years (range) [25-75% IQ]</th>
<th>Weight, kg (range) [25-75% IQ]</th>
<th>Height, cm (range) [25-75% IQ]</th>
<th>BMI, kg/m² (range) [25-75% IQ]</th>
<th># of subjects with partial record (cause)</th>
<th>Valid time series duration, days (range) [25-75% IQ]</th>
<th>Missing data, days (%) (range) [25-75% IQ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28 (11/17)</td>
<td>40 (25-66) (44-93)</td>
<td>-</td>
<td>73 (32.7-49.5) (61-77.5)</td>
<td>0.8 (0.1-0.8)</td>
<td>0</td>
<td>4.0 (3.0-4.8)</td>
<td>0 (0.8)</td>
</tr>
<tr>
<td>2.1</td>
<td>26 (8/10)</td>
<td>26 (21-75) (46-93)</td>
<td>73 (24-32.3) (66.7-78)</td>
<td>172 (156-183)</td>
<td>7.0 (3.6-12.4)</td>
<td>1 (charger dysfunction)</td>
<td>24 (19-28)</td>
<td>0.1 (1.5)</td>
</tr>
<tr>
<td>2.2</td>
<td>9 (4/5)</td>
<td>34 (25-57) (54-83)</td>
<td>71 (27-38) (65-72)</td>
<td>169 (155-195)</td>
<td>3 (subject-related)b</td>
<td>24 (18-31)</td>
<td>3 (subject-related)b</td>
<td>19.0 (4.9-28.3)</td>
</tr>
<tr>
<td>2</td>
<td>27 (12/15)</td>
<td>27 (21-75) (46-93)</td>
<td>70 (24.5-37.5) (65-77)</td>
<td>171 (155-195)</td>
<td>2 (technical failures)</td>
<td>24.3 (17.9-31.2)</td>
<td>3 subject-related</td>
<td>7.4 (3.6-28.3)</td>
</tr>
<tr>
<td>3</td>
<td>12 (7/5)</td>
<td>61 (47-83) (45-80)</td>
<td>66 (54-66.5) (60-72)</td>
<td>170 (152-185)</td>
<td>5 (subject-related)c</td>
<td>22.8 (18.5-26.1)</td>
<td>2 (technical failures)</td>
<td>20.3 (4.7-29.7)</td>
</tr>
</tbody>
</table>

aIQ: interquartile.
bForgetfulness after charging (N=1), travel abroad starting before end of recording span (N=1), wrong charging procedure applied (N=1).
cWrong charging procedure applied (N=2); poor tolerability of adjusted sensor-dedicated cloth due to no current use of bra (N=1), or treatment-related itching (N=1); need for more feedback and support (N=1).

Figure 3. Inter- and intrasubject variability in circadian patterns illustrated by chronograms of rest-activity (a) and thoracic skin surface temperature (b) of 2 healthy subjects. Panel 1 (left): time series from a 57-year-old female researcher, with usual respective times of awakening and retiring at 8:30 and 22:30; mean rest-activity I/O of 99.7%, with intrasubject coefficient of variation of 0.2%. Panel 2 (right): time series from a 27-year-old female student, usually awakening at 8:40 and retiring at 01:00; mean I/O of 99.2%, with a coefficient of variation of 1.2%.
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Figure 4. Inter- and intrasubject variability in circadian acrophases and amplitudes of rest-activity (left panels), temperature (middle panels), and circadian coordination (right panels). Illustrative examples through polar plots in 4 healthy subjects, whose 3-day time series shifted by 6 hours (subjects 1 and 4) or 1 hour (subjects 2 and 3), have been analyzed using the sampling-resampling spectrum analysis. The length of each vector represents the amplitude of the dominant period and its direction points toward the timing of the corresponding acrophase.
Figure 5. Intersubject variabilities in main rhythm parameters of healthy subjects (left columns) and cancer patients (right column). Median, interquartiles, range, and individual values of dominant periods and corresponding amplitudes and acrophases of temperature (green) and rest-activity (blue), based on spectral analysis of time series over the whole time span. The bottom row depicts the distribution of the dichotomy index I<0 of the rest-activity pattern in Class A or B healthy subjects, as well as in cancer patients.
Subjects Classification According to Temperature Periods and Circadian Coordination

Results of the spectral analyses over the complete time series of the 28 subjects in Cohort 1 were very similar to those of the 27 subjects in Cohort 2 (see Multimedia Appendices 2 and 3). For instance, a dominant circadian rhythm in rest-activity was identified for all subjects, yet with a dominant circadian rhythm in skin surface temperature for 68% (19/28) of the subjects in Cohort 1 and 74% (20/27) of those in Cohort 2; the dominant temperature period was about 12 hour (circa-hemidian) for 25% (7/28) and 22% (6/27) of the subjects in Cohorts 1 and 2, respectively. Atypical patterns were found for 2 and 1 subjects, respectively.

Both cohorts of healthy subjects were pooled, so as to further examine the relations between summary statistics of the temperature and activity variables and their spectral properties, as well as the relevance of available covariates, such as sex, age, and weight in the 55 healthy subjects. The differences between the acrophases of both rhythms on each tested timespan were taken as estimates of circadian coordination.

Large intersubject differences characterized the median values of both activity, whose median was 39.8 movements per min [IQ, 19.3 to 54.7], and skin surface temperature, whose median was 35.2°C [34.7 to 35.8]. The rest-activity rhythm displayed a dominant 24-hour period for all 55 subjects. In contrast, the skin surface temperature displayed a dominant period in the circadian range for 39/55 subjects (71%), and in the circahemidian range for 13/55 subjects (27%). Three out of 55 subjects (5%) displayed atypical patterns, one for both variables, due to trans meridian travel; one with a dominant temperature period of 6 hours; and one with an unstable temperature pattern. We categorized the subjects as belonging to Class A (circadian rhythms in both variables), Class B (circadian activity and circahemidian temperature) or Class C (atypical rest-activity and/or temperature patterns, not shown; Figure 5). For Class A, the median circadian acrophases were located at 14:40 for activity (with individual acrophases ranging over 7 hours 44 min, from 12:41 to 20:25), and at 3:33 at night for skin surface temperature, yet with intersubject differences spread over 24 hours. Thus, the skin surface temperature acrophase occurred at night (22:01 to 7:00) for 31 subjects and during day-time (7:01 to 22:00) for 8 subjects in Class A (P<.001 from exact Fisher test). As a result, the median time interval between both rhythm acrophases was 11 hours 47 min, yet it had a wide range from 7 min to 12 hours among the 39 Class A subjects.

Figure 6. Sex and sex-age dependencies of circadian amplitude (upper row) and spectrum gravity center of temperature time series (lower row) in 55 healthy subjects. (a) Box plot of temperature amplitudes of the estimated main harmonic for females (left, N=32) and males (right, N=23); (b) Sex-specific effect of age on temperature amplitude shown by estimated regression line with 95% confidence bands. The vertical dashes along the horizontal axes show corresponding age of each subject. (c) Box plot of the estimated gravity center of temperature spectra for females (left, N=32) and males (right, N=23). (d) Sex-specific effect of age on the gravity center of temperature spectra shown by estimated regression line with 95% confidence bands.
Sex and Age Moderation of Temperature but Not Activity Rhythms

Statistically significant pairwise Spearman correlations with |r| ≥ 0.4 were identified for median values and their corresponding dominant rhythm amplitudes for both activity (r = .77) and temperature (r = .49). Sex jointly with age had a selective influence on the rhythmic organization of temperature, but not that of rest-activity in the 55 healthy subjects. This was statistically validated by multivariate regression analysis of amplitude and spectral gravity center (or “mean period”) of temperature, as response variables, with age and sex as covariates (Figure 6). Females displayed larger temperature amplitude than males (two-sample t test, \( P = .005 \); Figure 6). Females also had larger values than males in the estimated gravity center of their temperature spectrum (two-sample t test, \( P = .03 \)). Overall, the results indicated that females tended to mostly display dominant 24-hour rhythm periods with large amplitudes, whereas 12-hour rhythms tended to predominate in males (Figure 6). The interaction between sex and both temperature rhythm parameters was mostly apparent beyond 35 years. Regression analysis showed that sex, age, and the interaction term sex*age had a significant effect on temperature amplitude (with P values=.04, <.001 and .002, respectively)
and on the gravity center of the temperature spectra (with P values of .03, .004, and .003, respectively; Figure 6).

**Circadian Coordination in Cancer Patients**

A total of 7 male and 5 female patients tested the platform for a median of 19 days, ranging from 4 to 29 days. All the patients had previously received 1 or more chemotherapy protocols for metastatic gastrointestinal cancer, including colorectal (N=5), pancreatic (N=3), liver (N=2), stomach (N=1), or anal (N=1) cancer. Moreover, 5 patients had co-morbidities (see Multimedia Appendix 1). Six patients received chronomodulated infusions, including 2 courses at home, while being telemonitored. Circadian patterns in rest-activity and thoracic temperature were identified in all the patients’ records, as shown by dominant 24-hour periods. Figure 7 depicts examples of circadian patterns in 2 cancer patients, a 53-year-old male (patient 1) on conventional chemotherapy with oxaliplatin-5-fluorouracil-leucovorin delivered during hospitalization for liver metastases from stomach cancer, on days 1 and 2 of the recording, and a 78-year-old male (patient 2) with lung and lymph node metastases from rectal cancer, whose treatment involved intravenous panitumumab and chronomodulated chemotherapy with irinotecan, oxaliplatin, 5-fluorouracil, and leucovorin at home, using a 4-channel programmable-in-time pump, from day 6 to day 9 of the recording. Usual awaking and retiring times were 7:50 and 21:50, respectively, for patient 1 and 7:15 and 23:00, respectively, for patient 2. Despite all patients belonging to Class A, large interpatient variations were found regarding the circadian amplitudes in both rest-activity (range 29.3 to 68.6 accelerations per minute) and temperature (0.17°C to 1.33°C). Individual rest-activity acrophases varied within a 5-hour range, occurring between 12:09 and 16:52. In contrast, the circadian acrophases of temperature were located between 22:01 and 07:00 at night for 8 patients, and at daytime for another 4 patients. Intersubject variations were also revealed with dichotomy index I<sub>O</sub>, whose individual median values ranged from 88.2% to 99.7%, with rather low estimated intrasubject coefficients of variations of 0.3% to 6.4%. Interestingly, the circadian acrophase of temperature was located at daytime for 3 of 6 patients with an I<sub>O</sub> under 97.5%, but at nighttime for 5 of 6 patients, whose I<sub>O</sub> was over 97.5% (P<.001 from exact Fisher test).

**Relations Between I<sub>O</sub> and Chest Temperature Timing Among the Study Population**

An I<sub>O</sub> of 97.5% or less was found in 9 of the 51 subjects, with a 24-hour temperature rhythm (18% of Class A), and in 1 of the 13 subjects, with a 12-hour temperature pattern (8% of Class B). We did not consider further the 3 Class C subjects (1 with a high I<sub>O</sub>, and 2 with a low one). Interestingly, the average circadian acrophase of chest temperature was localized at daytime, ie, between 7:01 and 22:00 for 6 of the 54 subjects with a high I<sub>O</sub> value (11%), as compared with 6 of the 10 subjects whose I<sub>O</sub> was low (60%); P<.001 from exact Fisher test). Indeed, having a high I<sub>O</sub> enabled the accurate prediction of a chest temperature occurring at night, whereas no reliable prediction of temperature rhythm timing could be made in the subjects whose I<sub>O</sub> was low (see Multimedia Appendix 4).

**Discussion**

**Effective Mobile eHealth Platform**

A mobile eHealth platform (PiCADo) consisting of a BLE chest sensor and a pocket-sized BT/BLE/GPRS gateway effectively measured body accelerations, 3D orientation, and upper chest temperature every 1.5 min for prolonged timespans, teletransmitting them to a central server every 24 hours. This interval hat can be reduced to 1 hour. In 67 healthy people or cancer patients, this technology revealed large interindividual differences in circadian coordination that was captured in real time during their daily routine. The multidimensional platform and its capabilities to combine electronic patient-reported outcomes (PROs) with circadian rhythm monitoring and body weight measures meet the expectations of the American Society for Clinical Oncology, regarding the future of eHealth technologies in cancer medicine [52]. Thus, the weekly transmission of electronic PROs significantly improved overall survival in 2 randomized trials conducted in cancer patients, indicating this information might elicit initially unplanned interventions and/or modify patient’s engagement with an oncologic benefit equivalent to that of the addition of an active drug [53,54]. The PiCADo platform provides a novel framework for the further integration of circadian rhythms and other parameters into proactive timely care interventions and the ready assessment of their efficacy. Such technology enables a novel systems approach for a coordinated medical and care logistics fit for the management of chronic disease and cancer patients, so called Domomedicine [26,55].

**Technology and Compliance**

The reliability and acceptance of the PiCADo platform is illustrated from the records obtained in the subjects from 2 countries, including 55 healthy ones and 12 cancer patients at home or during their usual activities, for prespecified durations of 4 up to 30 days. Indeed, valid time series were extracted from the server, and amenable to longitudinal statistical analyses. These results are in line with those obtained previously in 31 cancer patients through a fixed internet platform within the inCASA European project [26]. The current PiCADo platform was developed to bypass the limitations of the inCASA platform, through mobile technology, and multirhythm monitoring, including skin temperature. Its specifications aimed at the broad integration of circadian rhythms into medicine, as a potential new information for triggering progress in the proactive management of cancer and chronic diseases.

Further real-life tests (not shown here) indicated the reliability of combining such rhythm telemonitoring with other physiologic or patient-reported outcomes parameters, such as body weight or self-rated symptoms, through additional BLE-connected devices.

**Circadian Coordination of Healthy People or Cancer Patients During Their Daily Routine**

This study has highlighted the consistency of the 24-hour patterns in both rest-activity and thoracic skin surface temperature from one day to the next both in healthy and cancerous patients. However, marked intersubject differences
were found regarding the dominant period, the spectrum central gravity, and the amplitude and acrophase location of temperature. More specifically, nearly 1/4 of the healthy subjects had a prominent 12-hour rather than 24-hour periodic temperature rhythm. Sex and age, but not weight, were influential on the temperature rhythms, as discussed below. Among the 39 healthy subjects with a predominantly circadian chest temperature rhythm, the acrophase was located at night, as expected [33,56,57], for 79% (31/39), or at daytime for 20% (8/39). Indeed, it is known that skin surface temperature usually increases at night, thus resulting in heat dissipation and the core body temperature drop that has been associated to sleep triggering [57]. In contrast, intersubject variability was limited for rest-activity, with all the 67 subjects displaying a dominant circadian rhythm, and 97% (65/67) of them having an acrophase of activity located in the afternoon or early evening. Consistently, only 5 of 55 healthy subjects had a dichotomy index I<0 between 97.5% and 95.5%, a rate in good agreement with a prior study using wrist actigraphy in 182 young subjects [27]. Half of the 12 cancer patients had an I<0 ranging between 97.5% and 88.7%, ie, the same rate as that previously reported using wrist actigraphy in 436 cancer patients [22,27]. This suggests that there is consistency of both recording methods regarding I<0 estimation. There were statistically significant relations between temperature period and amplitude on the one hand, and sex, age, and I<0 on the other hand; however, no such correlations were found for the circadian rest-activity parameters derived from the spectrum. Moreover, the circadian acrophase of thoracic temperature occurred at nighttime, thus indicating physiologic circadian coordination, for 48 of the 54 subjects (89%) whose I<0 exceeded 97.5%, whereas it was located at daytime for 6 of the 10 subjects (60%) with a lower I<0. These findings suggest that low I<0 values could reflect nonphysiologic circadian coordination. Hence, temperature monitoring significantly increased the information already provided by rest-activity regarding CTS function, as suspected in pilot studies [44,45].

Sex and Age as Important Determinants of Circadian Coordination and Timing

Here, women aged >35 years tended to have robust 24-hour rhythms in their temperature, with larger amplitudes as compared with those in males. This apparent difference between circadian rhythms in temperature and activity has a neuroanatomic basis, which has been demonstrated in rodents [58]. Thus, the rest-activity and temperature rhythms were shown to be generated by the neurons located in the caudal [59] and subparaventricular zone of the suprachiasmatic nuclei [60,61], respectively. As body temperature is an important driver of both the resetting and the coordination of peripheral clocks [8], its rhythm could play a critical role for the circadian timing of medications [13]. The larger amplitude of the circadian rhythm in temperature shown here for women supports the hypothesis that circadian timing of medications is even more critical in women as compared with men. Moreover, larger circadian amplitudes have also been found in females, compared with males, for cortisol secretion, another key driver of peripheral clocks and clock-controlled metabolism and cell-cycle determinants of drug effects [5,62]. Two separate clinical trials uncovered that the optimal timing of a multidrug chronomodulated chemotherapy protocol could lag 6 hours behind in women as compared with men with the same cancer type [63,64]. Such differences in circadian amplitudes and time lag between males and females were similar in cancer patients and in mouse models [65,66]. The sex-related differences in CTS that were discovered here could explain why the same multidrug cancer chronotherapy protocol improved response rate, progression-free survival, and overall survival in men, but not in women with metastatic colorectal cancer, independently of all other prognostic factors within a meta-analysis of 3 randomized international clinical trials involving 842 patients [28].

Study Limitations and Current Perspectives

The main limitations of our study beyond the technological possibilities of the eHealth platform was its exploratory nature, with unbalanced sex and age distribution, as well as a limited number of cancer patients. We did not assess chronotype via an established questionaire [67], or working hours, although the temperature and activity records provided an objective and quantitative phase assessment [68,69]. Other indicators of circadian function, such as cortisol or melatonin rhythms or Dim Light Melatonin Onset [70], were not determined, nor did we investigate clock genes polymorphisms [71]. Indeed, genetic variants of human clock genes have been shown to be associated with phenotypic differences, which could allegedly impact disease processes, including cancer [72]. Moreover, the various biomarker rhythms of circadian function can be differentially altered by disease processes [73].

Comparison With Prior Work

However, the technology supporting the platform here presented allows to fully integrate the new information brought about by circadian rhythms, jointly with repeated self-assessed symptoms and other measurable parameters. The PiCADo platform represents an answer to the limitations of the current hospital-centered care system, which was designed for responding to acute medical events, rather than for managing the long-term medical care required for cancer and other chronic diseases [74-76]. The latter illnesses not only represent the vast bulk of health care payload in Western countries, but also their management is suboptimal, given the current hospital logistics constraints [77,78]. This is especially true, as disease and treatment response dynamics vary from patient to patient, with most events occurring at home and remaining unnoticed, while impacting daily life, and eventually cumulating and leading to emergency hospitalizations. In the previous inCASA study, we showed the reliability of a fixed internet platform for the remote monitoring of self-rated symptoms, body weight, and rest-activity rhythm in cancer patients, and the rather good patient compliance. Moreover, such remote monitoring provided early warning signals of patient deterioration at home that resulted in emergency hospitalization 3 days later. Circadian disruption played a prominent role in the determination of such early warning signaling [26]. Here, we aimed at improving circadian timing disorders detection through combining rest-activity and temperature monitoring, while being also able to integrate self-rated symptoms and body weight measurements.
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using a mobile, rather than fixed platform. We now believe that such PiCAdo eHealth platform could shift the current hospital-centered system of care toward a patient-centered system promoting biomedical progress. This would involve the safe delivery of care and support treatments at home or during the patient’s daily activities, through adjusting cancer therapies to circadian rhythms, ie, chronotherapy [26,79-81]. PiCAdo further provides an ongoing monitoring system of the patient’s well-being through developing forecasting analytical methodology integrating multiple sources (patient-reported outcomes, circadian rhythms in activity and temperature, physiological measures).

Conclusions
We have shown that such a mobile eHealth circadian platform allows automatic and noninvasive monitoring of precise circadian parameters in nonhospitalized healthy subjects and cancer patients. Preliminary analyses point to large and unsuspected intersubject variabilities, which may be of great importance when administering treatments and preventing emergency situations. Hence, it deserves further testing as a tool for the real-time assessment of the CTS of humans of both sexes in various conditions, where 2 types of studies are currently in progress or about to start, respectively, in France and in the United Kingdom. The platform is being used for the determination of the impact of the occupational schedule on circadian function in the CIRCADIEM study, whereas the service rendered by this circadian eHealth platform is to be investigated further in cancer patients in the IDEAs study. Clearly, such system now needs assessment over months and in large patient cohorts within a prospective clinical trial. eHealth circadian monitoring may indeed be of preventive and curative interest in a number of situations involving chronic conditions [82].
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Abstract

Background: The number of published studies and systematic reviews examining different telehealth interventions targeting patients and their effects on patients’ well-being and quality of life have grown in recent decades. However, the use of telemedicine tools aimed at the family members and caregivers of adult cancer patients is less defined.

Objective: We aimed to conduct a systematic review to provide a more complete picture regarding telemedicine tools for informal caregivers (usually family members or close friends) implemented in all phases of cancer care. More specifically, the review aimed to better describe the study samples’ characteristics, to analyze measured outcomes and the specific questionnaires used to assess them, and to describe in depth the implemented interventions and their formats. Finally, we examined the role of telehealth, and usability and feasibility trends in supporting patients’ caregivers.

Methods: We systematically searched the literature in the following databases: Web of Science, Cochrane Library, PubMed, Scopus, CINAHL, MEDLINE, EMBASE, Google Scholar, and PsycINFO. Inclusion criteria were being written in English, published in peer-reviewed journals, describing a telehealth-implemented intervention, and focusing on caregivers of adult cancer patients at any stage of the disease. We selected studies published up to November 2017. We critically appraised included articles using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses and graded the quality of evidence by outcome using the Centre for Evidence-Based Medicine framework.

Results: We included 24 studies in the final selection. In 21 of the 24 studies, the patient-caregiver dyad was analyzed, and the study population dealt with different types of cancer at different stages. Included studies considered the caregiver’s condition from both an individual and a relational point of view. Along with psychosocial variables, some studies monitored engagement and user satisfaction regarding Web-based platforms or telehealth interventions. All studies reported significant improvements in some of the investigated areas, but they often showed small effect sizes. Two types of telehealth intervention formats were used: Web-based platforms and telephone calls. Some of the included studies referred to the same project, but on study samples with different cancer diagnoses or with new versions of previously developed interventions.

Conclusions: Reported outcomes seem to suggest that we are in an exploratory phase. More detailed and targeted research hypotheses are still needed. Clarifying caregivers’ needs related to telehealth tools and better defining outcome measures may yield more significant results.

(J Med Internet Res 2018;20(6):e223) doi:10.2196/jmir.9812
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Introduction

Telemedicine Overview
Information and communication technology (ICT) has in recent decades become essential in supporting information provision, sharing data, overcoming face-to-face boundaries, and meeting people’s needs [1]. In the medical field, transferring information through telecommunication networks easily provides an opportunity for innovation, and helps in managing resources and increasing health care quality.

The use of medical information exchanged from one site to another via electronic communications to improve a patient’s clinical health status is defined as telemedicine [2]. It includes a variety of applications that allow the transfer of eHealth data. eHealth systems allow many different hospital facilities to cooperate to improve health care services, patient engagement, monitoring, and management, and to provide prompt access to expert advice and patient information, regardless of where patients are or where information is collected. From this perspective, ICT may support the global drive to achieve consistent, integrated, sustainable, high-quality, and cost-efficient health care [3,4]. Web-based interventions present innovative methods for using and improving public health services with easily accessible, up-to-date, and tailored information, education programs, self-management training and monitoring, and family-physician communication [5-11].

To date, eHealth interventions have mostly been implemented to support the self-management of “the big five” diseases identified by the World Health Organization, namely diabetes mellitus, cardiovascular and chronic respiratory diseases, cancer, and stroke [12]. A scoping review showed how people affected by chronic conditions used ICT especially for self-management, thus enhancing patient engagement. The broadest category where ICT interventions were implemented was cancer care, with specific focus on shared management activities among patients and their providers [13].

Telemedicine for Caregivers of Cancer Patients
Alongside the development of telehealth interventions aimed at cancer patients, attention is increasingly being directed toward telemedicine tools aimed at satisfying the needs of caregivers.

Caregivers are usually family members or close friends whose efforts to care for their loved ones have a considerable physical and psychological impact on them. Family members are often considered fundamental in the process of care, especially for those diseases that require continuous or extended treatments. Demographic and health trends among the European population are increasing the need for reorganizing and delivering better and more cost-effective health services [14], not only for patients but also for caregivers. Caregiver care has thus become a core topic of contemporary scientific research because it can be related to prevention: if more attention and assistance is given to caregivers, they will experience fewer physical and psychological impairments, thereby having less of an impact on the health care system from an economic or a social perspective [15,16]. Literature reviews and meta-analyses confirm the association between greater mental burden and poorer physical and mental well-being: responsibilities and stressful experiences related to the caregiving role can lead to depression, anxiety, worry, and loneliness [17-22]. Similarly, the greater mental burden and emotional distress caregivers experience can result in fatigue, sleep impairment, and unhealthy behaviors [23-26]. Several studies have demonstrated highly distressing conditions among caregivers, affecting them not only psychologically but also physiologically. Depression, anxiety, or poor sleep quality can cause a decline in immunocompetence and can be associated with the onset of cardiovascular disease or earlier death [27-29]. The physical and psychological impairments of caregivers are well documented in the field of oncology: poorer physical health of cancer patients is significantly associated with a deterioration of physical health among family members [30], as well as with symptoms of depression or anxiety [31,32]. Providing cancer care for years or resuming care before the patient’s death can also be related to the emergence of arthritis, heart diseases, and chronic back pain in the caregiver [33]. These studies have shown how cancer caregiving is highly demanding and emotionally burdensome, leading to the need for information to manage patients’ symptoms or improve knowledge in medical procedures. Longacre [34] classified caregivers’ information needs into personal psychosocial care, the provision of direct care, and care management. She pointed out that meeting those needs positively interacts with caregivers’ perception of managing emotional and physical stress. Another systematic review [35] showed how needs were unmet mostly in terms of diagnosis- and prognosis-related information, information about the impact on the family or partner, information on practical issues, coping information, and medical information. Caregivers also asked for support for their psychological condition and their fears concerning the patient’s disease progression or recurrence [36].

The possibility of creating new direct and interactive interventions—directed not only at patients, but also at caregivers—places greater attention on eHealth tools in the context of long-term diseases.

Caregivers, as well as patients, are increasingly using apps and Web-based interventions to cope with their uncertainty and need for information. Caregivers need to be informed about and prepared for patient symptoms or side effects, and they want better knowledge to counter their fears of inadequacy, for example [37,38].

Even though much has been done concerning patient empowerment, more attention needs to be paid to the effects and support of telemedicine on family caregivers and on how promising eHealth programs are in responding to their needs [39,40]. Despite caregivers’ requests for provision of support and information competence, a recent meta-review on the effects of eHealth for cancer patients and caregivers concluded that there is indeed a paucity of systematic reviews on this topic and that Web-based interventions focused on family members are still an unexplored area [41].

The number of published studies and systematic reviews examining many types and effects of Web-based interventions targeting patients have increased in recent decades [42-44].
However, less is known about telehealth interventions aimed at the cancer patient’s family members. Scoping reviews have been conducted only on Web-based interventions or on the effects of eHealth tools for cancer patients and their informal caregivers [41,45,46], while others had a broader focus on all implemented telehealth tools for family caregivers, but not specifically involved in cancer care [39]. Therefore, the need for obtaining a more complete picture of implemented telemedicine tools for caregivers in all phases of cancer care is emerging.

Objectives
This systematic review aimed to describe the main characteristics of previously developed telehealth tools for family members of cancer patients. More specifically, the objectives of the study were to better describe the samples’ characteristics, to specify the measured outcomes and the specific questionnaires used to assess them, and to describe in depth the implemented interventions and their formats. Alongside the implementation of telemedicine systems for caregivers, we hoped to identify the main considered outcomes, to analyze the role of eHealth technology, and to discuss the usability and feasibility trends in supporting patient caregivers.

Methods
We conducted a systematic review of studies on telehealth-based intervention for caregivers of cancer patients at any stage of the disease.

Search Strategy
We systematically searched the following databases: Web of Science, Cochrane Library, PubMed, Scopus, CINAHL, MEDLINE, EMBASE, Google Scholar, and PsycINFO. We used various combinations of database-specific controlled vocabularies (subject headings), supplemented by keywords, and title and abstract terms for the concepts and synonyms relating to telemedicine, telehealth, Web-based intervention, eHealth, mHealth, carers, caregivers, family, and cancer. We examined bibliographies and reference lists of relevant articles and identified citing articles using Web of Science. No time restrictions were applied. English language restriction was applied. Multimedia Appendix 1 reports the full search strategies we used.

Selection Strategy
One of the authors (SWRE), a qualified medical librarian, conducted the systematic literature search. Two other authors (CR and CM) selected articles for full review based on the inclusion and exclusion criteria and assessed their eligibility. Agreement was reached on the final selection of included studies. For study inclusion in this systematic review, we applied the following selection criteria: (1) written in English, (2) published in peer-reviewed journals, (3) including a telehealth-implemented intervention (4) involving human participants, and (5) focusing on caregivers of adult patients at any cancer stage. We excluded studies that did not involve human participants or did not have an experimental study design (eg, commentary, review, or expert opinions). We selected studies published up to November 2017.

Review Strategy and Data Extraction
The initial search resulted in 655 articles. We also searched the reference lists of relevant articles to identify other articles. We excluded 413 articles based on a review of titles and keywords. Subsequently, we excluded 170 articles based on their abstracts because they did not meet the inclusion criteria. After eliminating 48 duplicates, we included 24 studies in the final selection.

We applied the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. Figure 1 shows the PRISMA flowchart.

To evaluate the strength of the studies’ findings, we also scored each article for the level of evidence according to the Centre for Evidence-Based Medicine framework: 1a: meta-analyses; 1b: individual randomized controlled trials (RCTs); 1c: non-RCTs; 2a: systematic reviews of cohort studies; 2b: individual cohort studies; 2c: outcomes research; 3a: systematic reviews of case-control studies; 3b: individual case-control studies; 4: case series; and 5: expert opinions without explicit critical appraisal [47].

We used a standardized form for data extracted from the included articles, outlining the year of publication, authors, study country, aim, sample characteristics, study design, type of intervention, measured outcomes, assessment, and principal results.

We grouped the included studies into 3 subcategories according to which kind of intervention was implemented: eHealth intervention, telephone sessions, or both. We divided the measured outcomes into clinical and usability subgroups, then split clinical outcomes into psychosocial (in turn divided into the caregiver’s individual and dyadic dimensions) and behavioral factors. Figure 2 shows the categorization of the measured outcomes.
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart.
Figure 2. Categorization of measured outcomes in the 24 reviewed articles.

Results

Study Designs
Study designs comprised 19 RCTs (1b) and 5 feasibility studies (1c). Of the RCTs, 16 had 2 arms, whereas the remaining 3 had 3 arms; 7 did not include a no-treatment control group. All RCTs provided follow-up assessment at 3 and 6 months at least.

Caregiver Characteristics
A total of 3301 caregivers of cancer patients were enrolled, with the number of family caregivers in each study ranging from 6 to 481 (see Multimedia Appendix 2 [48-71]). Of the 24 studies, only 1 did not provide sufficient data on their sample’s sex and age statistics (N=12) [48]. Of the 3289 remaining family members, 70.75% (2327/3289) were female and 56 years old on average. In 21 of the 24 studies, the patient-caregiver dyad was analyzed; interventions were delivered to both patients and caregivers, and outcomes were measured in both populations. In 3 studies, caregivers were the only target sample and patients variables were not considered [49-51]. A total of 3 studies focused the intervention only on women, 2 studies examined partners [52,53], and 1 included caregivers with different relationships to patients [54]. In many studies, patients identified not only their partners as their main caregivers (2590/3301, 78.46%), but also adult children, siblings, parents, or friends. Dyads dealt with different types of cancer at different stages; among the included studies, lung and gastrointestinal cancers were the most considered, followed by genitourinary and breast tumors, and hematological neoplasms (see Figure 3).
studies, 8 focused on advanced cancers [48,51,54-59] and 2 on early-stage tumors [60,61]; the other trials included patients with all stages of the disease.

Study attrition rate varied from 3% to 64%. The main reasons for withdrawal were patient death, lack of interest, and medical condition (eg, progression of the disease).

Most of the studies were conducted in the United States (see Multimedia Appendix 2), except for 3 studies carried out in Australia [50,62], 1 in Sweden [63], and 1 in Canada [48].

**Measured Outcomes**

Clinical and usability outcomes were measured in 7 studies [48,50,58,63-66]; in the remaining studies, only the first cluster was included. The caregiver’s well-being was assessed considering various psychosocial and behavioral variables, except for 2 studies that used a single outcome measure. Kinney et al [49] studied only change in colonoscopy prevention behavior, and Clark et al [67] assessed quality of life among caregivers of patients with advanced cancer undergoing radiotherapy treatment (see Multimedia Appendix 2). Other studies evaluated several outcomes, ranging from 2 [55,57] to 12 [59].

The 2 most-assessed behavioral outcomes were coping resources and symptom management. Coping resources were assessed either by the Brief COPE questionnaire [54,58] or by combining multiple questionnaires: the Lewis Mutuality and Interpersonal Sensitivity Scale, the Brief version of the Social Support Scale, and the Lewis Cancer Self-efficacy Scale [52,59,68]. Symptom management, on the other hand, was assessed only by qualitative analysis on audio-recorded interviews [65,69].

We created 2 categories of psychosocial outcome measures: one cluster included the caregiver’s individual dimensions, and the other cluster was related more to dyadic interactions (eg, relationship with partner, perception of patient’s health condition). In the first category, the most examined constructs were quality of life [50,52,54,56,59,62,66-68] and distress [50,52,53,59,61,62,64,68,70,71]. Quality of life was assessed with the Functional Assessment of Cancer Therapy-General (FACT-G; n=4), the Short Form Survey 36-item and 12-item versions (n=1), the Caregiver Quality of Life Scale-Cancer (n=2), the European Organisation for Research and Treatment of Cancer Quality of Life Core Questionnaire (EORTC QLQ-C30; n=1), and the Medical Outcomes Study 12-item Short Form Survey (n=1). Questionnaires used to measure the distress or stress condition were the Profile of Mood States (n=2), the General Symptom Distress Scale (n=2), the 77-item Omega Screening Questionnaire (n=2), the Distress Thermometer (n=1), the Brief Symptom Inventory 18 (n=1), the Perceived Stress Scale (PSS; n=1), and the Posttraumatic Stress Disorder Symptom Scale to measure cancer-specific distress (n=1). In addition, the caregiver’s depression [50,56,57,60,64,70], social support [58,59,64,66,68,70], and self-efficacy [52,59,61,68,69] were taken into account in almost one-third of the trials. Anxiety [69,70], hopelessness [52,54,59], fatigue [61,64,70], cancer knowledge [52,54,59,68], spiritual well-being [60,64,70], and uncertainty [52,54,59,65] were also measured in several studies (see Multimedia Appendix 2).

The second cluster, concerning the caregiver’s relationship with the patient, evaluated perceived support such as difficulties encountered in communicating with the patient about the disease and the caregiver’s perception of the patient’s symptom management [51,55,69]. The Edmonton Symptom Assessment Scale was the main tool used to assess these variables.

Along with clinical variables, some studies monitored engagement and user satisfaction regarding the Web-based platforms or telehealth interventions. User satisfaction and device usability were explored through open-ended questions [60,65,66], single-item questions such as “How comfortable are you using the internet?” [58], or semistructured interviews [48,50,63] that were audio recorded, transcribed verbatim, and coded with latent content analysis.

**Figure 3.** Cancer diagnoses considered in the 24 reviewed articles.
All studies reported significant improvements in some of the investigated areas, but they often showed small effect sizes. Even though statistically significant outcomes differed among the included studies, some of them were significant in more than 1 study measuring that specific outcome. These improved outcomes were caregiver self-efficacy, quality of life, distress, depression, appraisal of caregiving, and perceived social support. Caregiver self-efficacy, both in managing one’s own emotions and in helping patients to control symptoms, was measured in 5 studies [52, 59, 61, 68, 69] and was always statistically significant. A total of 5 studies reported significant differences in quality of life: 3 showed significant effects in all dimensions of quality of life [52, 64, 68]; 2 studies showed significant effects in spiritual and social well-being [59, 64]; and 1 study [60] showed significant outcomes in social well-being. Emotional distress or stress symptoms were significantly different between pre- and posttreatment assessments in 5 of the considered studies [50, 52, 64, 68, 71], while both depressive symptoms [55, 57, 64] and perceived social support [62, 64, 66] improved in 3 trials. Furthermore, the included articles reported significant, though smaller, effects in other measured outcomes: after completing the interventions, family members also experienced less anxiety, less sense of disruptiveness, hopelessness, and uncertainty, less burden, and negative appraisal of caregiving.

**Technology Use and Intervention Format**

Different telehealth interventions were conducted in the analyzed studies. Multimedia Appendix 3 provides a full description of the interventions delivered in each study.

In 12 studies, an intervention was developed for a sole cancer type [49, 51-54, 58, 60, 61, 64, 66, 69, 70]; the other studies implemented telemedicine tools for a multifaceted sample including patients with different cancer diagnoses [48, 50, 55-57, 59, 62, 63, 65, 67, 68].

A total of 2 studies, 2 conducted with a qualitative methodology [65] and 2 with a mixed-methods methodology [48], were scheduled for a one-time-only data collection, unlike all other trials, in which at least two follow-ups were planned after study completion.

The included studies used various telehealth intervention formats: some studies involved the development of a Web-based platform, while others used scheduled telephone calls to improve the dyads’ psychosocial condition. More precisely, 8 studies [50, 51, 55, 58, 63, 65, 66, 68] implemented eHealth interventions aimed at exploring caregiver coping strategies, emotional well-being, and patient symptom management. Schover et al [53] combined the eHealth system with telephone sessions. All other studies used only telephone calls with supplemented written material to support patients and caregivers in their process of care (see Figure 4).

Of the 20 studies that provided for the presence of a practitioner to conduct part of the described interventions, 8 were conducted by trained nurses [48, 52, 54, 56, 59, 61, 62, 65], 4 were carried out by social workers [60, 64, 69, 70], and 3 were conducted at a distance by caregivers using Web-based platforms [51, 55, 58]. In 3 RCTs the intervention was delivered by clinical psychologists [53, 62, 71], and in another trial a genetic counsellor conducted the telehealth risk communication to promote colonoscopy screening [49]. Another 2 studies provided psychosocial support via a multidisciplinary team including a chaplain, counsellor, dietician, physiotherapist, and physician [63], or a clinical psychologist, psychiatrist, advanced practice nurse, hospital chaplain, clinical social worker, psychiatrist, and physical therapist [67]. Master’s-level nurses, clinical social workers, and psychologists were trained, and sometimes allocated to multidisciplinary teams, to help caregivers in their process of patient care. All participants in both the experimental and the control groups received the telehealth intervention, except in 7 studies, where the control group received only usual care [49, 52, 54, 59, 62, 66, 67].

Some of the included studies referred to the same project but referred to population samples with a different cancer diagnosis or with new versions of previously developed interventions. Dionne-Odom et al [56, 57] published 2 articles on patients with advanced cancer and their caregivers under the third Educate, Nurture, Advise Before Life Ends project; and 3 studies [51, 55, 58] were conducted within the Comprehensive Health...
Enhancement Support System program. The family involvement, optimistic attitude, coping effectiveness, uncertainty reduction, and symptom management (FOCUS) Program comprised 5 studies [52,54,59,65,68], and Badger et al conducted 3 RCT studies on breast [60,70] and prostate [64] cancer patients and their partners to examine the effectiveness of 2 different telephone interventions.

Discussion

Principal Findings

We systematically reviewed 24 studies implementing telehealth tools for caregivers of cancer patients. Interventions used telephone calls or eHealth systems aimed at improving the physical and mental well-being of the study populations to satisfy different user needs. In this systematic review, only one-third of the studies used eHealth systems to investigate psychosocial outcomes. All the studies using Web platforms were published after 2011, except for 1 article published in 2002 [66], reflecting the rapid development of eHealth technology over the last few years. Most of the included studies instead implemented a supportive or educational intervention based on scheduled telephone calls and the distribution of written material. Badger et al [60] investigated users’ preferences for telephone, videophone, or face-to-face methods: dyads agreed that the telephone intervention (69% of patients and 73% of caregivers) was the most reliable and easy-to-use system, compared with a videophone intervention, which in turn was preferred to face-to-face interaction. Only 1 study [53] used both an eHealth system and telephone sessions, even though they were not compared, but formed part of the same intervention. The proportion of participants favoring telephone-delivered interventions over eHealth interventions suggests that the implementation of Web-based platforms in health care systems is still in development and that further research is needed.

Web-based interventions facilitate participant enrollment and data collection from patients, reduce the risk of missing items, overcome geographic and mobility problems, and are more cost effective, but researchers have less control over participants [72-75].

Telephone-based interventions, on the other hand, include personalized therapist guidance. This can positively influence patient outcomes and proactively support potential crises by virtue of a more individualized and tailored intervention than that delivered by telehealth programs [76]. These telephone sessions may also contribute to enhancing the sense of independence and autonomy for patients and caregivers [77]. However, published studies directly comparing internet-based versus telephone intervention are lacking. The use of Web-based platforms may thus reflect the shift in social and cultural trends related to the use of ICT rather than an actual evidence-based advantage of Web-based over telephone interventions [78].

In addition to the variability in telehealth interventions, there was also a consistent variability in the considered outcome measures used in the studies. In 24 articles, 30 different caregiver outcomes were measured to evaluate the interventions, with most being psychosocial variables. These psychosocial constructs were measured using a variety of questionnaires. For instance, studies considering quality of life as an outcome used either the 12-item Short Form Survey, the FACT-G, or the EORTC QLQ-C30 as a measurement tool. This finding is consistent with other studies assessing the effects of supportive telehealth interventions on psychosocial variables: Agboola et al [79] found a nonuniformity in measured outcomes and questionnaires assessing quality of life, depression, and pain management in patients with cancer.

Considering this, it could be interesting to identify the main tools and variables on which to focus. This would enable us to better define the theoretical framework within which the study programs are developed and to analyze results, and thus to disentangle explanatory relations between different variables. According to a literature review on telehealth interventions [80], a precise structure linking all aspects of the intervention or of the outcomes is rarely used, and most of the projects lack a theoretical framework. Nevertheless, even in the general literature (beyond that relating to telehealth interventions), there are unfortunately only a few studies that assessed correlations or mediated effects between different constructs (eg, quality of life, depression, and self-efficacy) that are related to caregivers’ needs (eg, information provision, social support, and self-management education) [81,82].

In most of the projects, telehealth tools were considered as a given: most of the studies focused on the efficacy of the tool to promote caregivers’ well-being, overshadowing the usability and feasibility of the eHealth programs. The accessibility and usability of the technology have not often been assessed, and only 6 of the 24 studies assessed user satisfaction or Web-based program usage patterns [48,50,58,60,63,65,66]. The lack of investigation in this area may prevent a correct evaluation of and improvement in the effectiveness of the implemented telehealth tools. In fact, without assessing all the included aspects of the effectiveness concept (user satisfaction, usefulness, interaction quality, and ease of use), it would be more difficult to understand whether it is the specific tool that does not function or whether it could even be telehealth interventions in general [83,84].

Different aspects of each intervention may benefit to a greater or lesser extent from using an eHealth delivery. For instance, using eHealth may enable screening for aspects of caregivers’ well-being, which may otherwise remain unconsidered due to lack of resources or due to inefficiency in standard care flows.

In accordance with other literature reviews and meta-analyses [41,85], our review found that family members who used telehealth tools reported a perception of increased social support [58,60,64,68] and a less negative appraisal of illness and caregiving [52,54,68], even though the overall effect sizes were small. These findings meet Kent and colleagues’ research recommendations to improve the assessment of the prevalence and burden of informal cancer caregiving [86], emphasizing the need to direct attention toward the most vulnerable caregivers of cancer patients, such as those socially isolated, living in rural areas, or with low socioeconomic status. Social isolation and low appraisal of caregiving, along with depression, financial
stress, and lack of choice in being a caregiver, are important risk factors of caregiver strain, affecting their perception of burden [87,88]. Therefore, understanding the impact of caregiving and developing tailored interventions to provide assistance to caregivers can satisfy important unmet needs and reduce caregivers’ psychological and emotional burden [89].

In some cases, different studies of the same project reported conflicting results on psychological outcomes. For instance, Badger et al [60] found significant improvements in perceived social well-being in the telephone and videophone interpersonal counselling group, but not in the health education group. This contrasts with 2 years previously, when they reported greater improvements in the health education group than in the videophone counselling group [64] in the same variable. This variability may be related to the enrollment of individuals in different disease stages, undergoing different treatments, or having different psychological and social characteristics, with these differences applying to both the patient and the caregiver. It is known that different aspects of the disease or of the treatment may imply different caregiving burdens [41], as well as different psychological or relational issues [90-94]. Individuals may be more or less able to manage the demands related to caregiving, depending on, for example, their socioeconomic status, literacy level, personality traits, resilience, and contingent factors [95,96]. It follows that it may be necessary to compare the same intervention across different caregiver populations and, further, to personalize the intervention depending on aspects that turn out to be significant in determining the outcome(s).

While usability testing and psychological variables have been sufficiently, though not equally, considered, studies are lacking that assess the specific dimension related to changes in the caregivers’ perception of their role. More precisely, studies did not include specific measures to detect differences in the caregivers’ appraisal of patient management after using telehealth interventions. For example, it is difficult to disentangle whether and to what extent changes in caregivers’ self-efficacy were directly related to use of the tool, since most of the studies had no control group. So far, the design of the studies has not allowed for evaluation of whether the use of the tools (dose, frequency, or satisfaction) was a mediator of the outcome (eg, self-efficacy).

It is clear that telehealth implies not only the mere use of electronic services to store medical data, but also a more complex framework. This includes practitioners’ education, patients’ and caregivers’ empowerment, efficiency, equity, quality of service provision, and promotion of shared decision processes at local, national, and global health care levels [97]. It would be interesting to reconsider future directions: reported outcomes seem to suggest that we are in an exploratory phase. There is still a need to construct more detailed and targeted research hypotheses. The lack of theoretical frameworks leads to the implementation of broad yet possibly weak interventions, targeting many different constructs or aspects, and thus may lead to nonsignificant results or to small effect sizes. Clarifying caregivers’ needs related to telehealth tools and better defining outcome measures may allow us to obtain more significant results.

**Conclusion**

It is crucial to identify unmet family needs or priority clusters and to take into account the relation to cost-effectiveness trends. There is a paucity of studies assessing the economic value of psychosocial interventions with standardized methods [98,99]. Future studies can provide further cost-related information to support decision-making processes and the planning of new large-scale care services. To achieve value-based health care, it is important to devise cost-effective study designs and to implement the most appropriate data collection methods and procedures in order for the results to be generalizable across different populations and contexts [100].
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Abstract

Background: The objectives of South Africa’s electronic health (eHealth) strategy recognize the value proposition that telemedicine practices hold for rural and urban referrals, but a lack of accepted and formalized scale-up has impeded realization of benefits. While both synchronous and asynchronous teledermatology exist, these remain localized and not scaled-up. Skin pathology is often the first sign of an HIV/AIDS infection, which remains a major cause of morbidity and mortality in South Africa. It is essential to replace the current inefficient dermatology referral process with a swift, organized, and efficacious one.

Objective: The objective of this study is to present an evidenced-based teledermatology scale-up framework (TDSF) and implementation roadmap (TDSF-IR).

Methods: A qualitative method with a design science research process model was used which consisted of 5 phases: (1) Awareness, which confirmed the need for an evidence-based TDSF and supporting TDSF-IR; (2) Suggestion, where a proposal was delivered on how to develop a TDSF and TDSF-IR; (3) Development, where we identified recommended design requirements and used these to identify and critique existing teledermatology or related scale-up frameworks; (4) Evaluation and validation, where we assessed outputs of the development phase against the design requirements and validated by confirming the veracity of the TDSF and TDSF-IR (validation involved 4 key senior teledermatology stakeholders using a questionnaire with a 5-point Likert scale); and (5) Conclusion, where validation results were used to finalize and communicate the TDSF and TDSF-IR to users.

Results: The study identified 5 TDSF components: eHealth building blocks, eHealth strategic objectives and budget, scale-up continuum periods, scale-up drivers, and scale-up phases. In addition, 36 subcomponents were identified. Each was further characterized and described to enable design of the final evidence-based TDSF. An implementation roadmap (TDSF-IR) was also prepared as a guide for an implementer with step-by-step instructions for application of the TDSF. For the validation study of the TDSF and supporting TDSF-IR, 4 purposively selected key senior teledermatology management stakeholders were asked if they found it useful as a guide to assist the South African public health system with teledermatology scale-up. The mean (SD) of Likert-scale rating was 4.0 (0.53) where 4=Agree and 33 of 36 responses were either agree or strongly agree.

Conclusions: This study developed a TDSF and supporting roadmap (TDSF-IR) that are evidence-based. The proposed approach and described tools could be adapted to assist with ensuring scale-up and sustainability for other eHealth practices in other locations.
Introduction

The objectives of the eHealth strategy in South Africa recognize the value proposition of telemedicine to address the shortage of specialists in rural hospitals and to improve access to health care [1]. Teledermatology, due to its visual nature, is one of the most common uses of telemedicine [2] and has previously been found to be effective in enhancing access to dermatologists [3]. Similar to other developing countries, South Africa would benefit from sustainable scale-up of its existing teledermatology activities and services, given the high prevalence of significant skin lesions in HIV/AIDS [4,5] and the shortage of dermatologists [6].

Scale-up and sustainability of telemedicine initiatives are long-standing issues, and the recent Momentum document on implementing successful telemedicine programs describes these issues [7]. A recent review of teledermatology activities in South Africa has documented both asynchronous and synchronous teledermatology services, some of which have run for over 10 years, but have not yet been scaled up [8]. These circumstances are impeding the realization of the potential benefits of teledermatology services [1,8,9], such as timely triage, diagnosis, and treatment initiation [10] of dermatological manifestations.

A previous study identified the minimum design requirements to inform a conceptual teledermatology scale-up framework (TDSF) using key stakeholder interviews, literature review, program observations, and expert opinion [11]. The minimum requirements were grouped into 4 themes (framework organization, eHealth building blocks, eHealth planning, and eHealth action), which were further separated into 12 categories with 30 requirements [11]. Another study reported that no TDSF existed, and that no eHealth-related scale-up framework met all the design requirements [12].

Despite the recent launch of a teledermatology toolkit [13] and adoption model [14], a gap remains for a conceptual framework supported with an implementation roadmap to assist public health systems with the process of sustainable scaling-up of successful pilots into routine health care. Therefore, there is a need to develop and validate a TDSF, and a roadmap (namely, the TDSF-IR) for its implementation, with measurable scale-up objectives which are aligned to public health system objectives. The framework and roadmap should be objectives realization management-driven, health sector aligned, holistic, and meet the defined TDSF design requirements.

For clarity, some terms need to be defined or described. In the context of this paper, a framework provides a network of interlinked concepts, assumptions, expectations, beliefs, and theories that, together, provide a comprehensive understanding of a phenomenon or phenomena [15], and it lays out key factors, constructs, or variables and relationships among them [16]. Applied to scale-up, and in contrast to spontaneous adoption of innovations, a framework systematically guides the planning and implementing processes, leading to sustained practice [17]. The term scale-up has been defined by the World Health Organization as “deliberate efforts to increase the impact of successfully tested health innovations so as to benefit more people and to foster policy and program development on a lasting basis” [17].

A roadmap (in this study, the TDSF implementation roadmap or TDSF-IR) provides a structured method to guide use of the framework, with step-by-step instructions to ensure a logical flow of inputs and deliverables to achieve the framework’s objectives. Objectives realization management is a means to ensure that the intended top-down national eHealth goals and objectives are met whilst embracing bottom-up provincial strategic goals and objectives. An objectives realization management-driven approach ensures that the intended public eHealth sector goals and objectives are implemented and sustained by using an evidence-based TDSF and roadmap.

This paper is the culmination of studies looking at scale-up of teledermatology in one of the nine Provinces of South Africa and may serve as a model for other developing world implementations. The paper proposes a TDSF and TDSF-IR and describes their final development, validation, and refinement.

Methods

The design science research process model was adopted [18]. This model consists of 5 phases to solve the research problems and develop knowledge, namely Awareness, Suggestion, Development, Evaluation, and Conclusion (Figure 1). The process is both iterative and compounding, with output from prior phases providing input to succeeding phases, and each phase progressively informing the next, with the conclusion phase completing the process.

The “Awareness” and “Suggestion” phases were complimentary and identified and proposed approaches to resolve the research needs [18]. Evidence for these two phases was gathered through literature review and critique of existing scale-up frameworks. Teledermatology stakeholder interviews, teledermatology program observation, and expert opinion.

During the “Development Phase,” the proposed approaches were used to create specific solutions to meet the needs. This phase consisted of 3 major steps: design and development of a TDSF, design and development of a TDSF-IR, and development of a validation pack.
TDSF Design and Development was based on the previously established design requirements, which were interpreted and organized to define components and subcomponents for the TDSF. Interpretation involved unpacking the themes, categories, and requirement descriptions (including their reasoning and sources) to establish meaning. Thereafter they were organized by determining relationships and dependencies between the components to inform sequencing. In turn, TDSF-IR Design and Development involved creation of a tool to enable implementation of the TDSF. The TDSF-IR was developed by logically describing the organization and processes for implementing components and subcomponents of the TDSF, with estimated durations for completion. Circumscription [19] was used to channel the awareness of new constraints back into the “Awareness of Problem” phase.

The “Evaluation Phase” gave results from piloting the validation-pack with the international expert review panel, before applying the revised pack to key senior teledermatology stakeholders.

The validation-pack comprised a questionnaire and demonstration material to allow the utility of the TDSF and TDSF-IR to be assessed and presented. The questionnaire collected data about respondents’ experience in eHealth or telemedicine or teledermatology (Expert≥5 years, Intermediate=2-5 years, Beginner≤2 years), their roles (Advisory, Implementer, User, Manager, Research), 9 validation statements using a 5-point Likert scale (5=Agree strongly, 4=Agree, 3=Unable to assess, 2=Disagree, 1=Disagree strongly), a comments field for every validation statement, and a general comments section at the end (see the Validation questionnaire in Multimedia Appendix 1). The demonstration material consisted of a slide show depicting the TDSF components and their organization during application of the TDSF.

Piloting of the validation-pack used 2 international eHealth experts. The experts were from Canada and Australia and are active in international eHealth research, implementation, and academic fields. The pilot entailed using the validation pack (demonstration material and questionnaire) in one-to-one sessions (1 hour), followed by questions and answers. The experts completed and returned the questionnaires electronically. Based on the experts’ feedback, the validation-pack was revised.

The revised validation-pack was then presented to all 4 key senior teledermatology stakeholders who represented clinical and academic dermatology management and practice, as well as eHealth research. They were selected based on their current teledermatology management roles and their participation in the data collection phase. Except for the eHealth researcher, the key stakeholders represented the current teledermatology management team from the KwaZulu-Natal Department of Health and the Department of Dermatology at the University of KwaZulu-Natal. The management team had also participated in semi-structured interviews that identified the TDSF design requirements from an earlier study [11].

Each step of the development phase was also evaluated to ensure the outputs met the associated need. Evaluation entailed verification and validation of the developed artifacts. To verify the design of the TDSF each design requirement was checked to confirm it was mapped to a TDSF component and subcomponent. To verify the TDSF-IR, the step-by-step instructions were reviewed to confirm correct mapping to TDSF action steps and sequencing of deliverables for implementation. Utility of the TDSF and TDSF-IR to assist the KwaZulu-Natal public health management with teledermatology scale-up was determined by using the validation-pack described above.

The final “Conclusion Phase” ensured the artifacts were consolidated into their final form (in accordance with feedback obtained from the evaluation phase), that all contributions were identified, and that the results were clearly communicated.
Results

Overview

The entire process from conception to completion is reflected in Figure 2. Steps numbered 1, 2, and 3 have been previously published [8,11,12] but are included in Figure 2 for completeness. Only results for Steps 4 onwards are described below, that is, those gained through the iterative and reflective process used within the context of the design science research process model and giving rise to specific content.

The results for the developed artifacts are presented in 3 subsections: TDSF, TDSF-IR, and validation of TDSF and TDSF-IR.

Teledermatology Scale-Up Framework

The design requirements were interpreted to define 5 components (eHealth scale-up building blocks, eHealth strategic objectives and budget, scale-up continuum, scale-up drivers, and scale-up phases). In addition, 36 subcomponents were identified: 10 within “eHealth scale-up building blocks,” 4 within “Scale-up continuum,” 6 within “Scale-up drivers,” and 13 within “Scale-up activities,” embedded in the 3 “Scale-up phases” (Figure 3).

Teledermatology Scale-Up Building Blocks

Results of performing Step 4 of the Development Phase also included recognition of the need for 10 context specific eHealth scale-up building blocks to form a solid foundation for sustainable scaling. These building blocks are the presence of the following factors listed below:

1. National and provincial government operational objectives and budget
2. Political mandate and leadership
3. Legal and regulatory settings
4. Standards (eg, South Africa’s National Health Normative Standards for Interoperability)
5. Stakeholder management [20]
6. Public private partnerships (PPP)
7. eHealth Performance Indicators
8. eHealth Governance (ie, ICT and Health)
9. Architecture (eg, Health Patient Record System [1])
10. Project and program management capabilities

eHealth Strategic Objectives and Budget

The need for official politically— and financially—approved mandates is crucial for scale-up of proven pilot programs.
**Figure 3.** Illustration of how the design requirements fit within the conceptualized Teledermatology Scale-Up Framework (TDSF) and how the scale-up drivers assist with ensuring sustainable scale-up by realizing the teledermatology benefits at each scale-up phase along the continuum, all grounded by critical eHealth building blocks. PPP: Public-Private Partnerships.

**Scale-Up Continuum**

The continuum is comprised of 4 periods of evolution extending from “Ad-hoc” actions to “Formalized” actions where governance is influential, to a “Realized” period where specified objectives and benefits are seen, to ultimately the “Managed” period where the entire scale-up process and associated risks are managed (Table 1).

**Scale-Up Drivers**

Ongoing iterative and reflective analysis during Step 4 resulted in identification of 6 scale-up drivers to assist with ensuring sustainable scale-up. These were: intentional alignment, context sensitive, targeted integration, indicator impact, influential communication, and iterative process. These drivers are described in more detail in Table 2. While scale-up activities were related to each specific scale-up phase, the drivers also coincidentally impacted all phases and assisted with moving the process along the scale-up continuum (Figure 3). For example, the pre-scale-up phase activity “Stakeholder management” also had activity associated with each driver (Table 2).

**Scale-Up Phases**

The interpretation process performed during TDSF design and development resulted in the inclusion of 3 scale-up phases (pre-scale-up, scale-up, and post-scale-up). Pre-scale-up activities focused on the definition of scale-up objectives and need activities, scale-up activities focused on scale-up realization and finalization, and post-scale-up activities focused on sustaining scale-up activities. This resulted in organization of the components and subcomponents according to prerequisites to ensure sequential phasing of scale-up activities.

Table 1. Description of the scale-up continuum.

<table>
<thead>
<tr>
<th>Scale-up continuum periods</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad-hoc</td>
<td>Scale-up planning, implementation, management, and communication is happening on an as-needed basis and is not formally planned, approved and implemented as per TDSF(^a) scale-up phases, activities and steps</td>
</tr>
<tr>
<td>Formalized</td>
<td>Scale-up governance processes and structures are planned, approved, communicated, monitored, and controlled as per TDSF pre-scale-up phase, activities and steps</td>
</tr>
<tr>
<td>Realized</td>
<td>Scale-up is formalized and functional; agreed health objectives and indicator benefits are realized; and risks are known and actively managed through implementation of plans, communication, monitoring and are controlled as per TDSF scale-up phase, activities, and steps</td>
</tr>
<tr>
<td>Managed</td>
<td>Scale-up is formalized, realized, communicated, monitored and controlled as per TDSF post-scale-up phase, activities, and steps</td>
</tr>
</tbody>
</table>

\(^a\)TDSF: teledermatology scale-up framework.
Table 2. Scale-up drivers and their purpose, areas of application, and (using “Stakeholder management” as an example) relevant activity.

<table>
<thead>
<tr>
<th>Drivers</th>
<th>Purpose</th>
<th>Areas</th>
<th>“Stakeholder Management” Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intentional alignment</td>
<td>To intentionally support the overall goals and objectives of the health sector</td>
<td>Strategic and Tactical (Operational)</td>
<td>Identify and document the teledermatology stakeholders for public and private sector</td>
</tr>
<tr>
<td>Context sensitive</td>
<td>To ensure that the proposed action is appropriate for the health care system and ICT(^a) capabilities</td>
<td>Context</td>
<td>Determine the teledermatology stakeholder requirements for key stakeholders (patients, health care system, ICT governance, and architecture)</td>
</tr>
<tr>
<td>Targeted integration</td>
<td>To ensure that proposed actions can leverage on existing eHealth(^b) interventions</td>
<td>Alignment with existing initiatives</td>
<td>Identify and document existing eHealth stakeholders and assess teledermatology value contribution opportunities to existing relationships</td>
</tr>
<tr>
<td>Indicator impact</td>
<td>To ensure that outcomes are measurable, recognised and aligned with health indicators</td>
<td>Sustainability, contribute to bottom line, economic, social and environment</td>
<td>Determine teledermatology’s contribution to the need to increase access to equitable, effective, and efficient health care</td>
</tr>
<tr>
<td>Influential communication</td>
<td>To ensure that intent, progress, and contributions are communicated to the right people at the right time</td>
<td>Communicate to all levels of stakeholders at regular intervals</td>
<td>Regularly communicate with key stakeholders such as Department of Health and Health Professions Council the impact and status of teledermatology and request feedback on enabling environment</td>
</tr>
<tr>
<td>Iterative process</td>
<td>To ensure that feedback is used to refine and enhance scale-up process along the continuum.</td>
<td>Continuous measure; refine feedback loops to encourage maturity</td>
<td>Assess scale-up status and take recommended action to progress in scale-up continuum</td>
</tr>
</tbody>
</table>

\(^a\)ICT: information and communications technology.
\(^b\)eHealth: electronic health.

**Teledermatology Scale-Up Framework Implementation Roadmap**

The Step 5 Development Phase also resulted in formulation of the content for the TDSF-IR that supports TDSF implementation. The content of the TDSF-IR provides a step-by-step guide to ensure that implementation of the TDSF is executed in a logical sequence (Figure 4).

The sequence was the result of analyzing the dependencies of deliverables (outputs) of one TDSF scale-up activity to provide inputs to the subsequent activity. The 13 TDSF scale-up activities are:

1. Define scale-up need
2. Define scale-up stakeholders
3. Confirm scale-up compliance
4. Develop scale-up strategy
5. Develop detailed scale-up plans
6. Mobilize scale-up resources
7. Implement scale-up plans
8. Manage scale-up benefits
9. Manage scale-up risks
10. Confirm scale-up readiness
11. Finalize scale-up
12. Manage scale-up sustainability
13. Monitor and control scale-up

Within the TDSF-IR activities were mapped to an action plan with 8 fields: activity, inputs (what is needed to start the action), ownership (roles and responsibilities), action (what needs to be done), steps (how to get things done), rules and regulations (policies, standards, procedures and structures), timing (estimated duration in years), and deliverables. The TDSF-IR ensures that the relationship and sequencing of TDSF activities support the implementation process and that deliverables of one activity feed into the next, for example TDSF activities 1, 2, and 3 in Figure 4 provide deliverables (teledermatology scale-up business case, eHealth stakeholder map, and eHealth compliance register) that feed into activity 4.

**Validation of Teledermatology Scale-Up Framework and Teledermatology Scale-Up Framework Implementation Roadmap**

The experts recommended the TDSF be more context sensitive to ensure that the needs of South Africa’s public health and key teledermatology stakeholders are clearly addressed. This feedback from the experts was incorporated into the TDSF, and the demonstration process was revised to demonstrate the application of the TDSF to KwaZulu-Natal by using district specific health objectives and indicators. No other changes to the TDSF or TDSF-IR design were required.

The mean (SD) score for the 9 questions in the validation study was 4.0 (0.53) and 33 of 36 responses were either agree or strongly agree. One respondent did not feel that the TDSF could meet the requirements of the KwaZulu-Natal Department of Health, but stated that “I believe that the TDSF can meet the scale-up requirements of KwaZulu-Natal Department of Health” and that:

*If properly implemented, TDSF would be able to guide such activities, but I am not sure that the framework on its own can do so. There is a whole eco-system that may impact on various aspect(s) of the framework’s realization.*
Figure 4. Outline of Teledermatology Scale-Up Framework Implementation Roadmap (TDSF-IR) depicting the relationships and sequencing of TDSF activities through the 3 phases from pre-scale-up to scale-up and post-scale-up. Numbers refer to the 13 TDSF scale-up activities: (1) Define scale-up need, (2) Define scale-up stakeholders, (3) Confirm scale-up compliance, (4) Develop scale-up strategy, (5) Develop detailed scale-up plans, (6) Mobilize scale-up resources, (7) Implement scale-up plans, (8) Manage scale-up benefits, (9) Manage scale-up risks, (10) Confirm scale-up readiness, (11) Finalize scale-up, (12) Manage scale-up sustainability, and (13) Monitor and control scale-up.

The eHealth researcher was unable to assess two questions and was uncertain whether the KwaZulu-Natal Department of Health management would understand the TDSF and whether the Department of Health would be able to leverage on existing eHealth equipment.

Some concerns were raised on the “need to provide more staff dedicated to run the telehealth aspect and training for the Medical Officers and Interns in the respective hospitals” (key stakeholder). It was considered that aspects of staffing are addressed under several components: the pre-scale-up phase (scale-up strategy [resources], eHealth governance [resources]), the scale-up phase (detail planning [change management], mobilization of resources), and the post-scale-up phase (operational plan; building blocks; operational objectives and budget), and no adjustment was made.

Discussion

Principal Findings

Using a design science research process model [18] this study addressed the need to use locally identified design requirements to develop an evidenced-based TDSF and supporting TDSF-IR. Each was centered on an objective realization management approach from needs definition through planning, implementation, and finalization, to sustaining scale-up.

The eHealth related scale-up frameworks identified earlier did not meet all the design requirements of the KwaZulu-Natal public health sector [12]. The American Academy of Dermatology [13] launched a toolkit that provides guidance and recommendations for implementers, and Ernst & Young developed a telemedicine adoption model [14,21]. However, neither provided a conceptual framework nor supporting implementation roadmap to assist public health management to ensure sustainable scale-up of successful pilots into routine health care.

While limitations exist (eg, with so few people involved in teledermatology the sample size was restricted and the KwaZulu-Natal Department of Health lacks a telemedicine strategy limiting implementation possibilities), several aspects of the overall design are considered key. The eHealth scale-up building blocks form the foundation of the framework. The building blocks are a prerequisite for sustainable scaling [17] although a risk management approach [22] could be adopted for the absence of any one block. Also, the scale-up phases allow for a phased scaling compared to a big-bang approach where all the activities need to be completed in one implementation cycle. A phased approach to scaling is supported [23] as previously recommended for the TDSF [11]. The scale-up drivers provide the momentum and energy required to push the scaling process. The drivers are designed to guide the implementer through systematic scaling. Finally, the scale-up continuum periods are different from the typical maturity model approach with the intention that scale-up is a process with the goal of integrating teledermatology into routine practice in a sustainable manner. The Health Information System continuum [24] of the WHO compares well with the scale-up continuum although being more applicable for a wider eHealth strategic planning level.

The benefits that a scaled-up teledermatology service holds can now be realized through use of the TDSF and TDSF-IR. Furthermore, the uncommon approach to assist with ensuring sustainable teledermatology scale-up with objectives realization
management could potentially assist public health to realize the country's National Health Insurance goals towards achieving universal health coverage [25].

The proposed evidenced-based conceptual TDSF and supporting TDSF-IR could be considered for future eHealth scale-up framework development and scale-up implementation. The TDSF is based on realizing the objectives defined in strategic plans of South Africa's National and Provincial eHealth strategic plans (personal communication by Walters LEM, Mars M, Scott RE. An exploration of the use of benefits realisation management in teledermatology related scale-up framework development; 2018).

Conclusions
A TDSF and TDSF-IR were developed, based on evidence obtained from key stakeholders, program observations, the literature, and the author's experience, and validated with eHealth management (clinical, academic, research, and general) that rated the TDSF and TDSF-IR as useful to assist the KwaZulu-Natal sector with sustainable teledermatology scaling. These artifacts address a gap in published literature for an evidenced-based teledermatology scale-up framework and supporting implementation roadmap.

The proposed approach and resultant TDSF and TDSF-IR could potentially be adapted to assist with ensuring sustainable scale-up for other eHealth practices in other locations. Future studies could implement the TDSF and TDSF-IR in the real world and use feedback to refine the artifacts.
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Abstract

Background: Cardiac rehabilitation (CR) is an essential part of contemporary coronary heart disease management. However, patients exiting a center-based CR program have difficulty retaining its benefits.

Objective: We aimed to evaluate the added benefit of a home-based CR program with telemonitoring guidance on physical fitness in patients with coronary artery disease (CAD) completing a phase II ambulatory CR program and to compare the effectiveness of this program in a prolonged center-based CR intervention by means of a randomized controlled trial.

Methods: Between February 2014 and August 2016, 90 CAD patients (unblinded, mean age 61.2 years, SD 7.6; 80/90, 89.0% males; mean height 1.73 m, SD 0.7; mean weight 82.9 kg, SD 13; mean body mass index 27.5 kg/m², SD 3.4) who successfully completed a 3-month ambulatory CR program were randomly allocated to one of three groups: home-based (30), center-based (30), or control group (30) on a 1:1:1 basis. Home-based patients received a home-based exercise intervention with telemonitoring guidance consisting of weekly emails or phone calls; center-based patients continued the standard in-hospital CR, and control group patients received the usual care including the advice to remain physically active. All the patients underwent cardiopulmonary exercise testing for assessment of their peak oxygen uptake (VO₂ P) at baseline and after a 12-week intervention period. Secondary outcomes included physical activity behavior, anthropometric characteristics, traditional cardiovascular risk factors, and quality of life.

Results: Following 12 weeks of intervention, the increase in VO₂ P was larger in the center-based (P=.03) and home-based (P=.04) groups than in the control group. In addition, oxygen uptake at the first (P-interaction=.03) and second (P-interaction=.03) ventilatory thresholds increased significantly more in the home-based group than in the center-based group. No significant changes were observed in the secondary outcomes.

Conclusions: Adding a home-based exercise program with telemonitoring guidance following completion of a phase II ambulatory CR program results in further improvement of physical fitness and is equally as effective as prolonging a center-based CR in patients with CAD.

Trial Registration: ClinicalTrials.gov NCT02047942; https://clinicaltrials.gov/ct2/show/NCT02047942 (Archived by WebCite at http://www.webcitation.org/70CBkSURj)

(J Med Internet Res 2018;20(6):e225) doi:10.2196/jmir.9943
Introduction

Cardiovascular diseases (CVD) remain the leading contributor to global premature mortality and morbidity. In Europe, more than 4 million people die from CVD every year, with more than 1.4 million dying before the age of 75 years [1]. Today, secondary prevention of CVD, including coronary artery disease (CAD), by means of cardiac rehabilitation (CR) is considered a class IA recommendation by the European Society of Cardiology, American Heart Association, and American College of Cardiology [2]. CR is now recognized as an essential part of contemporary CAD management that has significantly contributed to the observed reduction in cardiovascular mortality and disability by facilitating the adoption of and adherence to healthy behaviors and promoting an active lifestyle [3]. However, the majority of patients fail to achieve secondary prevention targets in the long term [4]. Many patients receiving center-based CR adopt healthier lifestyles but relapse into old habits when returning to everyday life. After completion of a structured, supervised, exercise-based CR program without any extended support or follow-up, the assumption, of both the participant and CR staff, is that the patient will be able to self-maintain these appropriate health behaviors and optimal CVD risk profile. Unfortunately, studies have shown that patients exiting center-based CR have difficulty retaining the positive benefits derived from their participation [5]. Moreover, previous reports indicate decreased exercise adherence and increased body weight and serum lipid levels as early as 6 months after CR [4,6].

Consequently, there is a need for innovative CR methods to increase long-term adherence to a physically active lifestyle that will result in more sustained effects on health-related physical fitness and cardiovascular health, thus, reducing morbidity and mortality [7]. One attractive strategy is the use of home-based exercise training in combination with telemonitoring guidance. Home-based programs may overcome barriers associated with participation in a center-based exercise program, and they have been shown to provide comparable long-term effects on mortality, recurrent event risk, and cardiovascular risk factors in patients with CVD [8]. This has been attributed partly to the fact that home-based interventions focus more on the development of self-regulatory techniques that create empowerment and perceived control, resulting in longer lasting effects on physical activity improvements [9]. That is, individuals who develop their own physical activity plans are more likely to adhere to these plans than those who have a structured exercise plan imposed on them [9]. The use of information and communication technology to augment home-based programs also enables the provision of additional feedback, education, and counseling [8].

A recent meta-analysis by Buckingham et al [10] found no significant differences in the short-term (<12 months) or long-term (>12 months) patient outcomes including exercise capacity, modifiable risk factors (blood pressure, blood lipid concentrations, and smoking), health-related quality of life (HRQoL), and cardiac events (mortality, coronary revascularization, and hospital readmissions) among patients participating in home-based or center-based phase II CR. However, there is little evidence about the added benefits of a home-based exercise program for patients being discharged from center-based CR compared with advice only.

In this paper, we report on the secondary objective of the TeleRehabilitation in Coronary Heart disease (TRiCH) study. We aimed to investigate the short-term effect of an HR CR program with telemonitoring guidance on physical fitness and other secondary outcomes in CHD patients following completion of a center-based CR program. We also aimed to compare the effectiveness of this program with that of a prolonged center-based CR program by means of a randomized controlled trial (NCT02047942). The longer-term results of the TRiCH study will be published in a second report.

Methods

Study Design

We conducted a randomized controlled trial using a three-arm, parallel group design among 90 low-to-moderate risk CAD patients completing a phase II CR program at the University Hospital Leuven (Belgium). The study protocol was approved by the medical ethical committee of the UZ Leuven/KU Leuven. The protocol has been described in detail elsewhere [7].

Patient Population and Randomization

Patients were recruited between February 2014 and August 2016 at the University Hospital Leuven (Belgium). The eligible patients included men and women (aged between 40 and 75 years) with angiographically-documented CAD or previous myocardial infarction, on optimal medical treatment for the last 6 weeks, who successfully completed a supervised ambulatory CR program and who had access to a computer with Internet connection. The exclusion criteria included known clinically significant ventricular arrhythmia or exercise-induced arrhythmia at screening, myocardial ischemia, other cardiac diseases (valve disease with significant hemodynamic consequences, hypertrophic cardiomyopathy, etc), significant illness for the last 6 weeks, co-morbidity that might represent a significant influence on 1-year prognosis (eg, cancer), and co-morbidity that limits exercise testing and/or training. The criteria for ischemia on the electrocardiogram during exercise included horizontal or downsloping ST depression ≥1 mm at 80 ms after the J-point or any ST depression >1 mm at 80 ms after the J-point [11]. The eligible patients were contacted in the last weeks of their in-hospital ambulatory CR program (phase II) and were provided verbal information about the TRiCH study. Agreeing patients subsequently received written information and were asked to provide written informed consent according to the principles of Good Clinical Practice and the Declaration of Helsinki.
Procedures
All the agreeing patients who had completed 40 sessions of their ambulatory CR program (phase II) were included and were subsequently randomized in a 1:1:1 ratio to one of three groups: home-based group, center-based group, or a usual care control group by means of a web-based random number generator.

The home-based CR group received training for the first three sessions under the supervision of the investigator. During this period, the patients received an individualized aerobic exercise prescription recommending at least 150 min of exercise per week (preferably 6-7 days/week) at an individually determined target heart rate corresponding to a moderate intensity (i.e., 70%-80% of heart rate reserve [HRR]) in their home environment during the 12-week intervention. Furthermore, this group received instructions on how to use the heart rate monitor (Garmin Forerunner 210, Wichita USA) and how to upload their exercise data to the Garmin platform [12]. This application was used to review the training data by both the patient and the investigator [13]. Patients received feedback via phone or email once a week according to their preferences. These contact moments were used for the following purposes: 1) to check for adverse events and injuries, 2) to provide feedback on performed exercise during the preceding week, 3) to discuss the exercise program regarding duration and intensity, and 4) to discuss adherence and barriers to adherence if necessary.

Patients randomized to center-based CR continued their exercise program at the outpatient clinic of UZ Leuven under the direct supervision of physiotherapists. The patients were asked to perform three exercise sessions per week totaling approximately 150 min of endurance exercise. Each training session consisted of predominantly endurance training (2×7 min of cycling, 2×7 min of treadmill walking/running, 7 min of arm ergometry or rowing, and 2×7 min of dynamic calisthenics) and was followed by relaxation. The endurance exercise workload was individually controlled by heart rate monitoring, which was performed by palpation by the physiotherapist during the last minute of each round of exercise. Exercise load was adjusted to maintain target heart rate (70%-80% of the HRR). Patients randomized to the control group received usual care including the standard advice to remain physically active.

Primary Outcome Measure
Primary outcome was change in the exercise capacity following the intervention. Exercise capacity (defined as the maximum amount of physical exertion that a patient could sustain) [14] was determined at baseline and at the end of the intervention using a maximally graded test on a bicycle with breath-by-breath respiratory gas analysis (Ergometrics 800S, Ergometrics, Bitz, Baden-Württemberg, Germany). Peak exercise capacity was defined as the 30-s average oxygen uptake (VO₂) at the highest workload [7]. Ventilatory thresholds (V Ts), peak respiratory exchange ratio, and peak heart rate were also established [7].

Secondary Outcome Measures
Secondary outcomes included daily physical activity, measured using a Sensewear Mini Armband (BodyMedia, Inc., Pittsburgh, PA, USA). Steps, sedentary time (duration of sedentary activity at an intensity of ≤1.5 metabolic equivalents of task [METs], min), active energy expenditure (physical activity at an intensity of ≥3 METs, kcal), and duration of moderate and vigorous physical activity (≥3 METs, min) were used in the analyses [15]. Oxygen uptake on-kinetics were established at least 48 h after the maximal exercise test and was calculated algebraically and expressed as mean response time [7]. Sitting-rising test (SRT), handgrip strength (JAMAR grip strength dynamometer), and quadriceps maximal isometric knee extension strength and endurance (Biodex Medical Systems Inc., 840-000 System 4, New York, USA) were obtained along with traditional cardiovascular risk factors such as anthropometric measures (body mass index, waist and hip circumference) and biochemical parameters of a fasting blood sample (glucose, total cholesterol, low-density lipoprotein [LDL] cholesterol, high-density lipoprotein [HDL] cholesterol, and triglycerides). Additionally, homeostasis assessment model (HOMA) [16] index was calculated using the following formula: fasting plasma glucose (mmol/L) times fasting serum insulin (mU/L) divided by 22.5. Low HOMA-IR values indicated high insulin sensitivity, whereas high HOMA-IR values indicated low insulin sensitivity (insulin resistance). For this study, patients with HOMA-IR ≥ 3.8 were considered to be insulin resistant [17]. Finally, HRQoL was obtained by means of the standard version of the Short Form 36 [7].

Analysis
All data were expressed as mean (SD) or median, range, or percentages (for categorical variables). Statistical analyses were performed using SPSS (version 20; SPSS for windows; SPSS Inc., Chicago, IL). Shapiro–Wilk test was used to assess normality. At baseline, the groups were compared using one-way analysis of variance or chi-square tests. For follow-up data, a linear mixed modeling method was used to evaluate time, group, and time × group interaction effects. The analysis was complemented with a matrix syntax code including a least significant difference post-hoc test when a significant time × group interaction identified a group that significantly differed over time. An intention-to-treat analysis was performed on the primary outcome (peak oxygen uptake, VO₂ P), and on-treatment analysis was used for secondary outcomes. Spearman correlation coefficients (p) were calculated between VO₂ P and active energy expenditure and physical activity duration at 12 weeks. A probability level of P ≤ 0.05 was considered significant.

Results
A total of 90 CAD patients agreed to participate and were randomized to home-based group (n=30), center-based group (n=30), and control group group (n=30). Figure 1 shows the flow of patients throughout the study. Six patients, (4 men: control group, n=4; home-based, n=2) dropped out during the 3-month intervention period. Reasons for dropout included loss of interest (control group, n=2; home-based, n=2) and a new cardiac intervention (ie, percutaneous coronary intervention) (control group, n=2). No serious adverse events related to exercise occurred in any of the groups.
The basic characteristics of the study population are described in Table 1. The mean age of the participants was 61.4 (SD 7.3) years (range: 42-73 years). A total of 10 (11.1%) women participated in the study, and patients were on average slightly overweight, 27.5 (SD 3.4 kg/m²). Overall, exercise capacity was normal, 101.1% (SD 21.1) compared with reference values [18]. Baseline characteristics were comparable between the groups regarding physical characteristics, reason for referral, and pharmacological therapy.
Primary Outcome Measure

Changes in cardiorespiratory parameters are described in Table 2. As can be appreciated from peak respiratory exchange ratios (RER), participants in all three groups exerted a similar maximal effort at baseline and follow-up. The pattern of change in VO$_2$P differed significantly over time among the three groups (group × time interaction, $P=.04$), with a larger improvement following home-based ($P=.03$) and center-based ($P=.04$) interventions than control group interventions. Group × time interactions were also established for O$_2$ uptake at the first ventilatory threshold (VT$_1$; $P$-interaction=.03) and the second ventilatory threshold (VT$_2$; $P$-interaction=.03), with larger improvements in the home-based group than in the control group.

Secondary Outcome Measures

Changes in daily physical activity are shown in Table 3. Physical activity behavior remained constant after the intervention ($P$-time=.73). Of all the patients, 97.0% (84/90) met the international guidelines of 150 min or more of moderate physical activity per week [19]. In addition, a significant increase in sedentary time in the center-based group ($P$-interaction=.02) was found. No significant correlation of change in VO$_2$P with change in active energy expenditure (Spearman $p=-.14$; $P=.40$) or change in physical activity duration ($p=.09$; $P=.44$) was found. However, a significant correlation of VO$_2$P with physical activity duration ($p=.53$; $P<.001$) at 12 weeks as well as with active energy expenditure ($p=.37$; $P<.001$) was found.

Table 1. Baseline characteristics of patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Home-based (n=30)</th>
<th>Center-based (n=30)</th>
<th>Control (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.6 (13)</td>
<td>61.9 (7.3)</td>
<td>61.7 (7.7)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>4 (13)</td>
<td>3 (10)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>% of Predicted peakVO$_2$ a, mean (SD)</td>
<td>99.9 (23.1)</td>
<td>99.3 (20.1)</td>
<td>105.2 (20.2)</td>
</tr>
<tr>
<td><strong>Reason for referral, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CABG b</td>
<td>18 (60)</td>
<td>18 (60)</td>
<td>20 (67)</td>
</tr>
<tr>
<td>PCI c</td>
<td>12 (40)</td>
<td>12 (40)</td>
<td>10 (33)</td>
</tr>
<tr>
<td><strong>Cardiovascular risk factors, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familial predisposition</td>
<td>12 (40)</td>
<td>8 (27)</td>
<td>13 (43)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>14 (47)</td>
<td>11 (37)</td>
<td>17 (57)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>12 (40)</td>
<td>8 (27)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>15 (50)</td>
<td>17 (57)</td>
<td>19 (63)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never-smoker</td>
<td>11 (37)</td>
<td>14 (47)</td>
<td>15 (50)</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>16 (53)</td>
<td>15 (50)</td>
<td>15 (50)</td>
</tr>
<tr>
<td>Current-smoker</td>
<td>3 (10)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anti-hypertensive d</td>
<td>23 (77)</td>
<td>27 (90)</td>
<td>24 (80)</td>
</tr>
<tr>
<td>Beta Blockers</td>
<td>21 (70)</td>
<td>23 (77)</td>
<td>25 (83)</td>
</tr>
<tr>
<td>Statins</td>
<td>28 (93)</td>
<td>29 (97)</td>
<td>28 (93)</td>
</tr>
<tr>
<td>Aspirin</td>
<td>29 (97)</td>
<td>27 (90)</td>
<td>29 (97)</td>
</tr>
<tr>
<td>Anti-thrombotic</td>
<td>19 (63)</td>
<td>18 (60)</td>
<td>23 (77)</td>
</tr>
<tr>
<td>Anti-arrhythmic</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hypoglycemic</td>
<td>4 (13)</td>
<td>8 (27)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Vasodilators</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>2 (7)</td>
</tr>
</tbody>
</table>

aVO$_2$: oxygen uptake.
bCABG: coronary artery bypass graft.
cPCI: percutaneous coronary intervention.
dAnti-hypertensive medication: warfarine and clopidogrel.
Table 2. Changes in cardiorespiratory parameters at baseline and 3-month follow-up.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Control (n=26), mean (SD)</th>
<th>Center-based (n=30), mean (SD)</th>
<th>Home-based (n=28), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
<td><strong>Baseline</strong></td>
<td><strong>3-Month</strong></td>
<td><strong>Baseline</strong></td>
<td><strong>3-Month</strong></td>
</tr>
<tr>
<td>VO(_2) peak(^{a}) (\text{mL}\cdot\text{kg}^{-1}\cdot\text{min}^{-1})</td>
<td>26.7 (6.55)</td>
<td>25.4 (7.32)</td>
<td>26.7 (7.90)</td>
<td>26.6 (4.97)</td>
</tr>
<tr>
<td>VT1(^{a}) (\text{mL}\cdot\text{kg}^{-1}\cdot\text{min}^{-1})</td>
<td>19.5 (1.07)</td>
<td>19.5 (1.04)</td>
<td>20.4 (1.04)</td>
<td>19.9 (1.08)</td>
</tr>
<tr>
<td>VT2(^{a}) (\text{mL}\cdot\text{kg}^{-1}\cdot\text{min}^{-1})</td>
<td>24.9 (5.25)</td>
<td>22.7 (6.95)</td>
<td>24.2 (7.13)</td>
<td>24.7 (5.08)</td>
</tr>
<tr>
<td>Duration (s)</td>
<td>570 (136)</td>
<td>549 (133)</td>
<td>552 (157)</td>
<td>600 (126)</td>
</tr>
<tr>
<td>Peak heart rate (bpm)</td>
<td>140 (18.8)</td>
<td>141 (21.5)</td>
<td>140 (21.1)</td>
<td>144 (18.9)</td>
</tr>
<tr>
<td>Peak load (watts)</td>
<td>198 (49)</td>
<td>191 (50)</td>
<td>191 (54)</td>
<td>206 (41)</td>
</tr>
<tr>
<td>Peak RER(^{d})</td>
<td>1.24 (0.89)</td>
<td>1.23 (0.80)</td>
<td>1.24 (0.10)</td>
<td>1.20 (0.8)</td>
</tr>
<tr>
<td>Borg scale</td>
<td>15.8 (1.16)</td>
<td>16.2 (1.04)</td>
<td>16 (1.17)</td>
<td>15.9 (1.05)</td>
</tr>
</tbody>
</table>

\(^{a}\)VT1: first ventilatory threshold.  
\(^{b}\)P\(-interaction<.05.  
\(^{c}\)VT2: second ventilatory threshold.  
\(^{d}\)RER: respiratory exchange ratios.

Table 3. Changes in daily physical activity at baseline and 3-month follow-up.

<table>
<thead>
<tr>
<th>Physical activity</th>
<th>Home-based (n=24), mean (range)</th>
<th>Center-based (n=28), mean (range)</th>
<th>Control (n=26), mean (range)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical activity</strong></td>
<td><strong>Baseline</strong></td>
<td><strong>3-Month</strong></td>
<td><strong>Baseline</strong></td>
<td><strong>3-Month</strong></td>
</tr>
<tr>
<td>Steps per day</td>
<td>7896 (2018-12554)</td>
<td>6469 (473-12828)</td>
<td>7608 (2474-13281)</td>
<td>7065 (489-14785)</td>
</tr>
<tr>
<td>Sedentary time (≤1.5 METs; min/day)</td>
<td>1039 (688-1260)</td>
<td>1005 (122-1290)</td>
<td>1094 (857-1254)</td>
<td>1100 (825-1355)</td>
</tr>
<tr>
<td>Active energy expenditure (&gt;3METs; kcal)</td>
<td>1336 (351-3217)</td>
<td>1137 (484-2539)</td>
<td>1244 (549-2745)</td>
<td>1223 (401-2253)</td>
</tr>
<tr>
<td>Physical activity duration (&gt;3METs; min/day)</td>
<td>145 (34-299)</td>
<td>146 (28-417)</td>
<td>134 (29-366)</td>
<td>114 (30-311)</td>
</tr>
<tr>
<td>Moderate physical activity duration (3-6 METs; min/day)</td>
<td>136 (34-238)</td>
<td>140 (28-391)</td>
<td>128 (27-348)</td>
<td>109 (29-303)</td>
</tr>
<tr>
<td>Vigorous physical activity duration (&gt;6 METs; min/day)</td>
<td>8 (0-33)</td>
<td>6 (0-26)</td>
<td>6 (0-24)</td>
<td>5 (0-20)</td>
</tr>
</tbody>
</table>

\(^{a}\)METs: metabolic equivalents of task.  
\(^{b}\)P\(-interaction <.05.

As shown in table Table 4, isometric handgrip strength (HG), isometric quadriceps strength, and endurance, as well as exercise-onset oxygen uptake on-kinetics remained stable during the follow-up period. Additionally, cardiovascular risk factors (Figure 2) and anthropometrics (Table 5) were similar between the groups at baseline and remained stable during the follow-up period, except for an increase in HOMA index (P\(-time=.05), which was not different between the groups. Finally, there were no significant changes in the overall score for HRQoL (P\(-interaction=.57) as well as the physical (P\(-interaction=.50) and mental (P\(-interaction=.85) composite scores. Table 6 shows HRQoL from baseline and follow-up evaluations.

Training Data

Patients in the home-based group completed an average of 2.5 sessions per week (range: 12-60 sessions for 12 weeks), whereas those in the center-based group completed an average of 2.0 sessions per week (range: 4-36 sessions for 12 weeks). Patients in the home-based group exercised for an average 164 min per week at an average intensity of 46.8% of HRR (76.7 min within the prescribed zone). Patients in the center-based group exercised for an average 90 min per week at an average intensity of 61.2% of HRR.
Table 4. Changes in muscle strength and exercise-onset oxygen uptake (VO$_2$) kinetics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Home-based (n=23), mean (SD)</th>
<th>Center-based (n=29), mean (SD)</th>
<th>Control (n=19), mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline 3-Month</td>
<td>Baseline 3-Month</td>
<td>Baseline 3-Month</td>
<td></td>
</tr>
<tr>
<td><strong>Muscle strength</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handgrip strength (kg)</td>
<td>43.1 (10.5)</td>
<td>44.7 (12.3)</td>
<td>40.2 (8.6)</td>
<td>.99</td>
</tr>
<tr>
<td>Isometric quadriceps extension (60° Nm)</td>
<td>151.8 (28)</td>
<td>164.1 (37)</td>
<td>150.5 (44.9)</td>
<td>.23</td>
</tr>
<tr>
<td>Extension total work (J)</td>
<td>1614 (680)</td>
<td>1976 (718)</td>
<td>1758 (756)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Exercise-Onset VO$_2$^ kinetics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average MRT$^a$ (s)</td>
<td>45.5 (16.2)</td>
<td>39.8 (9.3)</td>
<td>38.7 (8.1)</td>
<td>.98</td>
</tr>
</tbody>
</table>

$^a$MRT: mean response time.

Figure 2. Cardiovascular risk factors. No significant changes were found in cardiovascular risk factors for total cholesterol ($P$-interaction=.82), HDL-cholesterol ($P$-interaction=.69), LDL-cholesterol ($P$-interaction=.79), triglycerides ($P$-interaction=.27), fasting glucose ($P$-interaction=.71), HOMA index ($P$-interaction=.93). Dark gray column: home-based group, White column: center-based group, Light grey column: control group. HDL: high-density lipoprotein; HOMA: homeostasis assessment; LDL: low-density lipoprotein.
Table 5. Outcomes at baseline and 3-month follow-up regarding anthropometric parameters.

<table>
<thead>
<tr>
<th>Anthropometrics</th>
<th>Home-based (n=28), mean (SD)</th>
<th>Center-based (n=30), mean (SD)</th>
<th>Control (n=26), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>3-Month</td>
<td>Baseline</td>
<td>3-Month</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>80.4 (10.3)</td>
<td>79.8 (10.3)</td>
<td>82.9 (15.3)</td>
<td>82.4 (15)</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>26.6 (2.5)</td>
<td>26.4 (2.5)</td>
<td>27.8 (4)</td>
<td>27.6 (4.1)</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>26.8 (5.7)</td>
<td>26.5 (6.1)</td>
<td>29.5 (5.5)</td>
<td>28.4 (6.4)</td>
</tr>
<tr>
<td>Waist Circumference (cm)</td>
<td>96.8 (8.8)</td>
<td>95.2 (8.2)</td>
<td>98.7 (11.2)</td>
<td>99 (11.4)</td>
</tr>
<tr>
<td>Hip circumference (cm)</td>
<td>101.1 (5.9)</td>
<td>101 (5.4)</td>
<td>102.6 (7.4)</td>
<td>102.7 (7.6)</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>125.3 (15.6)</td>
<td>124.1 (13.9)</td>
<td>127.4 (15)</td>
<td>124.1 (13.8)</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>75.4 (9.5)</td>
<td>75.8 (9)</td>
<td>76 (8.3)</td>
<td>74.7 (8.2)</td>
</tr>
<tr>
<td>Heart rate at rest (bpm)</td>
<td>56.8 (9.1)</td>
<td>56.4 (7.4)</td>
<td>57.1 (8.2)</td>
<td>57.7 (10.1)</td>
</tr>
</tbody>
</table>

Table 6. Changes in health-related quality of life (HRQoL).

<table>
<thead>
<tr>
<th>HRQoL measures</th>
<th>Home-based (n=28), mean (SD)</th>
<th>Center-based (n=30), mean (SD)</th>
<th>Control (n=26), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>3-Month</td>
<td>Baseline</td>
<td>3-Month</td>
</tr>
<tr>
<td>Physical Function</td>
<td>90 (10.7)</td>
<td>91.9 (7.6)</td>
<td>85.3 (15.6)</td>
<td>87.4 (13.6)</td>
</tr>
<tr>
<td>Role-physical function</td>
<td>83.6 (27.3)</td>
<td>87.5 (28.4)</td>
<td>74.2 (36.6)</td>
<td>83.9 (31.3)</td>
</tr>
<tr>
<td>Bodily pain</td>
<td>84.2 (13.7)</td>
<td>80.9 (17.7)</td>
<td>82.5 (19.2)</td>
<td>83.8 (23.3)</td>
</tr>
<tr>
<td>General health</td>
<td>74.2 (13.1)</td>
<td>75.2 (18.7)</td>
<td>75.7 (13.6)</td>
<td>72.4 (22.9)</td>
</tr>
<tr>
<td>Vitality</td>
<td>72.8 (13.9)</td>
<td>71 (13.4)</td>
<td>69.3 (15.6)</td>
<td>74.6 (15.4)</td>
</tr>
<tr>
<td>Social function</td>
<td>87.6 (16.7)</td>
<td>90.6 (16.5)</td>
<td>86.6 (17.3)</td>
<td>89.1 (15.7)</td>
</tr>
<tr>
<td>Role-emotional function</td>
<td>84.6 (27)</td>
<td>86.8 (22.8)</td>
<td>84.5 (33.3)</td>
<td>86.8 (29.1)</td>
</tr>
<tr>
<td>Mental health</td>
<td>78.6 (15.6)</td>
<td>77.5 (17.6)</td>
<td>79.3 (13.3)</td>
<td>81.4 (15)</td>
</tr>
<tr>
<td>Physical Composite Score</td>
<td>80.9 (12.3)</td>
<td>81.3 (13.1)</td>
<td>77.2 (15.2)</td>
<td>80.8 (16.3)</td>
</tr>
<tr>
<td>Mental Composite Score</td>
<td>79.8 (13.7)</td>
<td>80.2 (13.5)</td>
<td>77.5 (18)</td>
<td>81.3 (15.5)</td>
</tr>
<tr>
<td>SF-36&lt;sup&gt;a&lt;/sup&gt;</td>
<td>82.2 (13.3)</td>
<td>82.6 (13)</td>
<td>79.8 (16.1)</td>
<td>82.6 (15.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SF-36: Short Form 36. Scores of the domains of the SF-36: 0=worst and 100=best score.

Discussion

The significant finding of our randomized controlled study is that a 3-month home-based rehabilitative intervention with telemonitoring guidance results in further improvement of exercise capacity (VO<sub>2</sub>P) in CAD patients who had recently completed a phase II ambulatory program, and a home-based program is as effective as a prolonged center-based CR. The observed improvements of 1.30 mL·kg<sup>−1</sup>·min<sup>−1</sup> and 1.10 mL·kg<sup>−1</sup>·min<sup>−1</sup> in VO<sub>2</sub>P of center-based and home-based groups, respectively, are likely to be clinically relevant. It has been shown in earlier studies that a 1 mL·kg<sup>−1</sup>·min<sup>−1</sup> increase in exercise capacity is associated with a 10% reduction in cardiovascular mortality [20]. Thus, our results support the added value of a structured continued rehabilitation program.

There are only few studies in the literature that have investigated the effectiveness of a home-based, telemonitored, phase III CR program starting immediately after completion of a phase II center-based CR program. A small proof-of-concept study by Brubaker et al [5] randomly assigned 31 patients to home-based, center-based, or standard care. In line with our results, they found that the home-based program was as effective as the center-based program at improving and maintaining oxygen consumption among patients 9 months after exiting a CR program. In the Telerehab III trial [21], 140 patients were randomized to a telerehabilitation program in addition to conventional CR or conventional CR alone. This study also reported that a 6-month patient-specific comprehensive telerehabilitation program initiated 6 weeks after the start of ambulatory rehabilitation leads to a bigger improvement in VO<sub>2</sub>P and confirmed our results of lack of an additional weight loss, blood pressure reduction, lipid profile improvement, and glycemic control.

In the last decade, several meta-analyses have been published demonstrating the effectiveness of home-based programs for...
CAD patients implemented as a phase II CR program [22-24]. Although the increase in VO$_2$ P of 4%-5% in our phase III center-based and home-based groups is less than what has been seen in previous phase II programs, this is still of clinical relevance, as the purpose of phase III (maintenance phase) CR is to preserve, or if possible, enhance the health benefits gained in phase II. Our results further show that although patients in the home-based group exercised only 75 min per week at the prescribed intensity and the average intensity was below the recommended thresholds, patients were still able to further increase their exercise capacity compared with those in the control group who receive only advice on how to maintain a physically active lifestyle. This is in line with meta-analytic results of Swain and Franklin [25], demonstrating that in healthy individuals with a mean baseline VO$_{2\text{max}}$<40 mL·kg$^{-1}$·min$^{-1}$, there is no clear minimal intensity threshold to increase their aerobic capacity and that patients already show improvements when exercising at an intensity of 40% of HRR. Yet, there is abundant evidence that larger effects on health and fitness are established when individuals exercise at higher intensities and larger duration [26].

Regarding physical activity, Ayabe et al [27], reported that 6500-8500 steps/day should be considered as the minimal and optimal goal of physical activity for secondary prevention of CVD. With the number of steps ranging between 7612 (home-based) and 7700 (center-based), the patients in the home-based and center-based groups were within this target zone, whereas those in the control group (5566) did not seem to reach this goal. However, we were not able to promote an additional increase in the number of daily steps. These results are in line with previous studies that have demonstrated how exercise interventions focused on physical fitness improvement in cardiac patients do not influence the improvement of physical activity [21,28,29].

We observed, however, a small but significant increase in sedentary time in the center-based group. Evidence suggests that those participating in exercise-focused interventions are not likely to reduce their sedentary time by a meaningful amount [30]. King et al [31] explained this behavior as a compensatory effect for exercise. That is, the simple fact of enrolling in a supervised exercise program might reduce physical activity expenditure in order to save energy or recover from the exercise training, consequently, increasing the sedentary time [32]. Growing evidence suggest that prolonged sedentary behavior can affect cardiovascular and all-cause mortality risk independent of physical activity [33]. Probably, recommendations on sedentary behavior can be included in CR programs, given the current state of the evidence [30].

Small improvements in weight reduction and body composition as well as in blood pressure were observed post-intervention, although this did not reach significance. This is consistent with the findings in the TeleRehab III trial [21]. According to Frederix et al, digital health interventions seem to be able to improve cardiovascular risk factors in primary prevention, but not in secondary prevention, programs [21]. Furthermore, we hypothesize that when the pharmacological management of the groups is close to optimal, like in our patients, the incremental benefit of secondary prevention programs over usual care is very small [34].

One of the main objectives of CR is to optimize patients’ physical functionality as a means to improve quality of life. In our study, no effects of our interventions on different HRQoL domains could be found. Contrary to our results, Smith et al [35] found clinically significant improvements in HRQoL in their home-based group compared with their hospital-based group after a 6-month intervention. The authors considered that 6 months of CR, regardless of location, was associated with improvements in physical HRQoL. Thus, it is possible that with a longer intervention for both the groups, some differences could have been obtained in our study.

One area that is not commonly considered with CR is the functional status or abilities of the patient. The typical patient in CR is over the age of 60 and presents with multiple cardiovascular risk factors, such as inactivity and obesity, and is recovering from a recent cardiac event. All these factors can lead to deficits in balance, mobility, and function. Sumide et al, found that musculoskeletal fitness and flexibility, measured by SRT, was a significant predictor of mortality in 51- to 80-year-old participants [36]. In this study, no significant difference was seen in SRT between the groups ($P=0.36$). Our results are in line with those of Oerkild et al [37]. Regarding components of muscular fitness, Mroszczyk et al [38] and Thomaes et al [39] found increased HG strength in patients following 3 months of a (predominantly aerobic exercise training) CR program. In our study, however, no changes were observed after 12 weeks of intervention. It is possible that the largest gains in HG strength appear during phase II of CR, while our intervention targeted phase III patients. In addition, we found no significant difference in knee extension strength or resistance after 3 months of home-based or center-based training, which may be explained by the focus on aerobic training during the intervention. These results are also consistent with those of previous studies [40,41]. Conraads et al collected muscle strength data in 75 CAD patients before and after 12 weeks of an aerobic interval training or continuous training CR program, finding that muscle strength did not improve. The authors considered as a possible cause the use of statins that has been associated with negative side effects on the muscles. In our study, 94% (79/84) of the patients are treated with statins, although insufficient evidence exists to prove that statins really affect muscle strength [42]. Currently, there is very limited evidence regarding the effects of telerehabilitation on muscle strength, and more research is needed [43].

Finally, while short-term changes are of interest, it is important to establish whether the benefits are maintained over time; thus, further research should focus on the long-term effects of home-based CR with telemonitoring guidance.

**Limitations**

Our study should be interpreted within the context of its limitations. First, next to physical activity training, CR includes other important core components such as nutritional counseling, risk factor management, and psychosocial management.
Although physical activity training comprises 30%-50% (up to >70%) of all CR activities, it should be acknowledged that this study evaluates the effect of physical activity telemonitoring rather than telerehabilitation [3]. Second, heart rate monitors were used only in the home-based group as we opted to not change the traditional center-based program where heart rate is measured by palpation by physiotherapists. We were not able to precisely define the exact number of minutes patients spend within the prescribed training zone.

Another limitation of this study is the lack of blinding of test personnel. However, as the main outcome measure was VO$_2$ P, the effort of the participants can be objectively quantified by means of RER and subjectively by means of the Borg scale [44]. The study, as in most randomized controlled trials, has missing outcome data. Regarding muscle strength, 19 values were completely missing at random due to technical problems, and regarding physical activity, the data was incomplete and, thus, excluded for 12 patients.

**Conclusion**

The results of our study show that home-based CR with telemonitoring guidance can be an effective alternative to center-based CR for further improving exercise capacity following phase II CR in CHD patients.
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Abstract

Background: Video mediated meetings with patients were introduced in outpatient care at a hospital in Sweden. New behaviours and tasks emerged due to changes of roles, work processes and responsibilities. The study investigates effects of digital transformation, in this case how video visits in outpatient care change work processes and introduces new tasks, in order to further improve the concept of video visits.

Objective: Through real-time, social interactional features of preparing for and conducting video visits, the study examines clinicians’ perceived limitations and disturbances, and how the conditions between patients and clinicians may change when using video visits instead of face-to-face meetings in outpatient care.

Methods: Qualitative methods have been used including 14 observations of video visits at two different clinics and 14 followup interviews with clinicians. Transcriptions of interviews and field notes were thematically analysed, discussed and synthesised into themes.

Results: Disturbances and limitations related to the technology were related to time; a flexibility to schedule the meeting unbound of place, frustrations when the other part was late for the scheduled meeting, and that more experienced users of video visits usually waited longer before logging in. They were also related to sound; problems getting the sound to work satisfactory during the video visits, and problems with the image. Disturbances and limitations related to the surroundings were related to both the patient’s and the clinician’s environment; the principle of video technology in itself may affect the experience and the content of the consultation, and the surrounding chosen changes the conditions for and reduces the participants’ field of view.

Conclusions: We could see 1) a transformation of roles and responsibilities when turning from face-to-face meetings to video visits, 2) that video visits add new circumstances, with a risk of introducing disturbances and limitations, that in turn affects the content of the meeting, 3) that avoiding negative disturbances during a video visit, requires a sensibility from the clinician’s side as well as a trust in the patient’s judgement, 4) that both expected and unexpected disturbances and limitations during a video visit affect the clinician’s behaviour, feelings, the content of the meeting and how the clinician’s relate to the different components of the concept, and 5) that there is a change of roles introduced when conducting video visits, eg, the clinician taking the first line support if both (s)he and the patient encounter problems with the technology.

(J Med Internet Res 2018;20(6):e221) doi:10.2196/jmir.9866
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**Introduction**

Over the last few decades, telemedicine has evolved as a solution for the healthcare sector to meet the challenges of an increasing patient population [1,2]. One telemedicine solution is video-mediated meetings or consultations (hereafter called video visits) between patients (including relatives) and clinicians. Video visits provide a new way of conducting clinical meetings, potentially reducing costs and providing services for patients living in remote or rural areas [1,3]. There is no doubt that video visits can be beneficial for different stakeholders from different perspectives [1,3], but the implementation of telemedicine also causes changes in the organization of work; tasks and processes; and identities, roles, and authority, potentially affecting the power relationships among the participants; and participants' expectations of the meeting (cf [4-7]). Recent research has shown that video visits in outpatient care settings appear to be safe, effective, and convenient; however, there are complex challenges related to their adoption by clinicians [8]. Implementation of new technology in consultations can be met with skepticism by clinicians. Some view technology as something that interferes with good clinical practice and the exercise of professional judgment [1]. In comparison to home visits, video visits carry advantages for clinicians, such as being cost- and time-efficient [9]. Satisfaction with video technology has been explored in surveys [9], but problems with technology are seldom explored in-depth [1]. Experiences regarding the implementation of video visits have not been examined very well [3], but recent research addresses the question of implementation and has generated five key recommendations concerning how technology should be introduced: iterative introduction with the involvement of staff, time for reflection with staff and patients, relations with the information and communication technology (ICT) department to establish roles and processes, understanding patients' conditions, and flexibility of use to fit patients' needs [8]. If video visits are going to be beneficial at the macro level, they need to attract users (ie, clinicians and patients) at the micro level by considering professional dimensions and meeting the users' needs. Hence, the users' interplay, expectations, experiences, and perceived benefits should be accounted for during concept development.

The technology used, together with its principles and procedures employed when conducting video visits, can produce limitations and add disturbances that may, positively or negatively, affect how the meeting is conducted and its outcome. A video visit implies a geographical separation between clinician and patient (cf [10]) with a new location added to the healthcare consultation. Introducing non-clinical settings may affect those involved, the consultation, and the outcome of the meeting because a healthcare environment manifests social orders [5]. Also, medical spaces and physical settings facilitate the maintenance of professional and patient roles. Hence, video visits introduce new spaces that may challenge or reinforce the established performances, relations, and hierarchies [5]. Petersson [11] highlighted how telehealth “allows health professionals to unfold new spaces of visibility,” since it provides a link between the patient’s setting and healthcare institution. However, research on telemedicine seldom includes the place, as it appears to be considered irrelevant in the discourse of telemedicine [10]. The impact of the patient’s environment and surroundings, when conducting video visits, appears to have been less thoroughly explored, even though there is evidence that the place matters [10-13]. For example, even though the complex communication of a video visit can be affected by the environment [13], the video visit concept seldom includes recommendations for the physical environment. Other aspects however are considered, such as recommendations that everyone present during a video consultation should be identified. This is because otherwise sensitive information could be disclosed to individuals not in the field of view of the webcam [12]. Privacy considerations are generally handled by the clinician during a physical meeting, but it might be more difficult when the patient is located in another place due to the limited view of the camera. What happens in the patient’s environment and surroundings may cause disturbances and create limitations, which can sometimes be easily resolved [8], but may also affect the outcome of the consultation. It is well known that the physical environment affects patients’ satisfaction levels, attitudes, and work performances during the meeting [14,15]. When the space of care is no longer shared physically, and the connection between the clinician and patient is mediated by technology, new questions arise: What might take place that cannot be seen? What disturbances and limitations may occur? What effects can such disturbances and limitations cause?

The aim of this study was to explore the disturbances and limitations experienced by clinicians when conducting video visits and how these disturbances and limitations affected roles, content, and perceptions. We explored what happened when the space of care was spatially shared between two environments and mediated by video, with the overarching goal of improving the concept of video visits, thereby meeting the need for a more efficient care. The study was conducted in an outpatient care center at a university hospital in Sweden.

**Methods**

The study was qualitative and explorative in its approach. Interviews with clinicians and observations of video visits were conducted to generate data. The focus was on the situatedness in the use of video visits and situated actions when clinicians conducted such visits. Additionally, informal and formal settings in everyday work and ad hoc individual conversations related to video visits were observed and used to understand the phenomenon of video visits and their role in a wider context.

**Approach to the Research Area**

Theoretical perspectives in symbolic interactionism provided a source of inspiration and a starting point, with frameworks suitable for analyzing the social reality and understanding human behavior and human feelings. The social interaction can be influenced by moods, weather, locations, and environments. The individual defines the situation both consciously and unconsciously and human behavior is seen in relation to the whole context [16]. Diversity, as well as commonalities, are sought with an open mind, with attention given “to what falls out of view or falls between the cracks” [17]. In our study, the...
video visits were part of a treatment program that included several consecutive meetings. The consultation is a social interaction between a clinician and a patient and/or relative, where at least one of them has a predetermined goal for the meeting. What happens among those involved can be understood as social acting and, more specifically, as an instrumental or planned action. For example, a clinician may have the goal of discovering the patient’s behavior since the last meeting, progress, or side effects, etc. To achieve this goal, the clinician will prepare by reading the patient’s medical record and making notes on what to address during the consultation. However, each consultation session is a link in a longer treatment chain—a path where each situation affects the outcome of each session (cf [18]).

Clinicians develop skills based on physical consultations, and their face-to-face visits become the norm for clinical meetings [7]. The clinicians’ frame of reference is, thus, the traditional physical meeting or a follow-up by phone. When introducing video visits, clinicians are therefore likely to compare video visits to traditional clinical meetings. Anything that is perceived as a deviation from the norm can be understood as a disturbance. A disturbance is defined as something that differs from the norm, from what clinicians are used to, and can be perceived as negative or positive. Disturbances can cause perceived limitations, which can be seen as disadvantages or advantages. In our study, we defined a limitation as an abstract feeling or experience of something not being enough or being a restriction. For example, surroundings or situations can serve as limitations. Limitations can lead to disturbances and disturbances can lead to limitations; there is an interplay between the two concepts. Disturbances and limitations can be unexpected in some cases and planned for in others. The technology, procedure, and principles of video visits can cause both disturbances and limitations.

In our study, we explored video visits by gathering examples of disturbances, both negative and positive, and limitations (as perceived by clinicians, not by patients/relatives). We examined what gave rise to the disturbance, how the disturbance was interpreted, and its consequences. This includes understanding the video visits as present situations happening in a context including space and place, even though the participants are located at a distance from each other.

**Ethical Approval and Consent**

Ethical approval for the study was given by the Regional Ethical Review Board in Stockholm before data gathering (reference number: 2016/1027-31). The clinicians obtained written informed consent for participation and for publication (including information about participation, anonymity, purpose and objectives of the study, and responsible researcher) from patients, relatives, and guardians. Participants were offered video visits instead of physical meetings. The consent form was either sent by email or given by hand to the patient/relatives. The clinicians signed a written consent for participation following review by the researcher.

**Context**

Two patient flows were involved in this study, named Clinic A and Clinic B. Both clinics treated patients with obesity. The clinics had congruent goals, agendas, and philosophies for their treatment. The content of care was mainly based on a humanistic perspective of health and disease, with lesser focus on biomedical data such as weight and body composition. However, these variables were still used as treatment outcome assessments. Video visits at the clinics were part of a treatment program that included several consecutive meetings aimed at helping patients to successfully implement lifestyle changes. Clinicians supported patients in their efforts to achieve behavioral and lifestyle changes. Between visits, patients were asked to work actively on lifestyle changes by themselves. Both clinics shared the same view about using video visits as complements to face-to-face visits and for follow-ups. The staff consisted of doctors, nurses, psychologists, nutritionists, occupational therapists, and physiotherapists. Clinicians at Clinic B also had competence in cognitive behavior therapy. Differences between the clinics are described in Table 1.

### Table 1. Comparison of patient population, implementation stages, and settings of Clinic A and Clinic B.

<table>
<thead>
<tr>
<th>Aspect of the setting</th>
<th>Clinic A</th>
<th>Clinic B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient population</td>
<td>Children and adolescents with obesity (2–18 years old)</td>
<td>Adults with obesity (&gt;18 years)</td>
</tr>
<tr>
<td>Responsible for and involved in the treatment</td>
<td>Relatives were responsible for and provided an important role in the treatment. Relatives of young children visited the clinic together with the child. Follow-ups and reconciliations were made over phone with relatives of young children not with the child. Teenage patients were assessed by the clinicians to decide if they were mature enough to take responsibility for their own treatment. If so, the relative usually did not participate in follow-ups.</td>
<td>Patients were responsible for their own treatment. Relatives were not present during meetings.</td>
</tr>
<tr>
<td>Stages of implementation of video visits</td>
<td>Video visits began when the research study started.</td>
<td>6-month history of carrying out video visits</td>
</tr>
<tr>
<td>Setting for video visits</td>
<td>One room was used for video visits. The room was equipped with a computer, camera, and headset. Clinicians booked the room before the video visits.</td>
<td>The clinicians used their own room, with their computer equipped with camera and a headset.</td>
</tr>
</tbody>
</table>
Table 2. Number of observations and interviews conducted at Clinic A and Clinic B, with clinicians, patients, relatives, or both patients and relatives.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total</th>
<th>Clinic A</th>
<th></th>
<th></th>
<th>Clinic B</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>Clinician</td>
<td>Patient</td>
<td>Relative</td>
<td>Both</td>
<td>Total</td>
</tr>
<tr>
<td>Observation</td>
<td>13</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Interview</td>
<td>14</td>
<td>10</td>
<td>6</td>
<td>____</td>
<td>____</td>
<td>____</td>
<td>4</td>
</tr>
</tbody>
</table>

*Patients or relatives were not interviewed.

Data Collection

The data collection consisted of a total of 13 observations and 14 interviews; see Table 2 for more details. Six of the clinicians conducted two video visits each and were, therefore, observed and interviewed twice. However, one of the interviews was conducted without an observation (see below), resulting in a total of 13 observations and 14 interviews.

Each observation started before the actual video visit and included the time for the clinician’s immediate preparation. The researcher was located in the same room as the clinician and was visually and verbally presented to the patient/relative at the beginning of the video visit, giving each patient a chance to withdraw his or her consent. During the video visit, the researcher observed the meeting from a position out of sight of the webcam, that is, the patient/relative could not see the researcher. The observations were partly exploratory and partly structured. Some aspects, such as start and end time, patient’s location, and number of participants, were predetermined and noted in the observation protocol. These were combined with field diaries that contained the exploratory observation notes. The observations were not recorded, photographed, or filmed.

The interviews were in-depth, contextual, and semi-structured and were conducted with the clinicians after, and in addition to, each video visit. Of the 14 interviews, 13 were conducted face-to-face and one by phone. One of the interviews occurred without an observation, since the patient withdrew consent to participate in the study as the observation was about to start. The interview was still conducted after the video meeting. The interviews were recorded and transcribed verbatim.

In addition, the researcher attended formal encounters (eg, treatment conferences with clinicians) as a passive observer and participated in informal gatherings (eg, lunches and other breaks), taking field notes to capture the clinical discourse and clinicians’ perceptions and thoughts about video visits and without interfering in the discussions taking place. All data were gathered during a contiguous period of 3 months during 2016.

Analysis

The analysis process followed a qualitative approach [20], in which the transcripts of interviews and field notes were read through several times to familiarize with the content. During the reading, themes were identified and noted on a blank sheet. Corresponding transcripts and field notes were read iteratively to gain a full picture of the collected data. A conceptual framework was created. After this initial process, the transcripts of interviews and field notes were thematically analyzed [21]. Data were then read through again and coded to match the themes in the developed conceptual framework.
Table 3. Being late or being on time, based on observational data on each video visit.

<table>
<thead>
<tr>
<th>Observation data</th>
<th>Total</th>
<th>Clinic A</th>
<th>Clinic B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video visit number</td>
<td>N/A</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14</td>
<td></td>
</tr>
<tr>
<td>The clinician was logged in on time</td>
<td>9 Y</td>
<td>Y Y N N Y N Y N Y N Y N Y N Y</td>
<td></td>
</tr>
<tr>
<td>The patient/relative was logged in when the clinician</td>
<td>3 N</td>
<td>N N N N N N N Y N Y N Y N Y</td>
<td></td>
</tr>
<tr>
<td>logged into the virtual meeting room.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The clinician calls patient/relative</td>
<td>6 Y</td>
<td>N Y Y N Y N Y N N Y N N N Y</td>
<td></td>
</tr>
<tr>
<td>The video visit started at the scheduled time</td>
<td>4 Y</td>
<td>Y N N Y N N N N N N N Y N</td>
<td></td>
</tr>
<tr>
<td>The video visit started later than the scheduled time</td>
<td>10 N</td>
<td>N Y Y N Y Y Y Y Y Y Y N N</td>
<td></td>
</tr>
<tr>
<td>Number of minutes after scheduled time that the video</td>
<td>—</td>
<td>d 12 26 23 19 9 3 28 3 3 6 —</td>
<td></td>
</tr>
<tr>
<td>visit started</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.  
bY=Yes.  
cN=No.  
d—“—” indicates that the video visit started on time.

Spreadsheets were used to organize and sort the data. To find and keep track of patterns in the material, themes were separated into different rows in the spreadsheet, and each interview and the corresponding observation was sorted into different columns. Pieces of the text were sorted to the appropriate cells. The principle of spreadsheets was also used to analyze and find patterns in the quantitative data (such as the data described in Table 3). The data, themes, and sorting were continuously discussed throughout the analysis.

Video visit number 6 only consisted of an interview since the patient declined to participate in the study at the last minute. The interview was conducted immediately after the video visit.

The themes were synthesized into two overarching categories: “Selecting patients for video visits” and “Disturbances and limitations.” From the analysis, it became clear that selecting patients has added a new task for clinicians and that video meetings have introduced disturbances and limitations related to both the technology and surroundings. This paper focuses on the second category: Disturbances and limitations. The themes sorted under this category were issues of time and senses related to the technology used and issues of space and place related to the surroundings used by the clinicians and patients/relatives.

In the Results section, quotes are used to illustrate situations causing a disturbance or where a limitation was identified. The quotes chosen represent situations that occurred once or several times, illustrating an effect of something that may occur in other situations. When illustrating a situation related to the theme with excerpts from the data, we use the notation Clinic X, Int_Y, or Obs_Y, where Int stands for interview and Obs for observation. The interview that followed an observation of a video visit was given the same number as the observation, that is, the number of the video visit.

Results

Overview

We have identified several situations wherein clinicians experienced disturbances and limitations when conducting video visits. Disturbances and limitations were related either to the technology or surroundings.

As described above, we defined a disturbance as something that differed from the norm and from what the clinicians were used to. Disturbances can cause perceived limitations and can be perceived as negative but also, on occasion, as positive by participants. In addition, the technology and principles of video visits occasionally caused limitations. As pointed out in the Methods, we defined limitations as an abstract feeling or experience of something not being enough or as something being restricted due to, for example, the surroundings or situation.

Disturbances and Limitations Due to the Technology

We identified disturbances and limitations related directly or indirectly to the technology used during video visits, which are presented based on two themes: Time and Senses. The time-related aspects presented below are Flexibility in Time and Space, Being Late and Being on Time, and Waiting and Logging in. Aspects of senses presented below are Hearing and Being Heard and Seeing and Being Seen.

Time: Flexibility in Time and Space

Clinicians at both clinics saw advantages related to flexibility in time when using video visits. Video visits made it possible for those involved to schedule the meeting unbound from place, eg, if the patient lived or worked far from the clinic. Clinicians who were more experienced in using video visits also saw benefits for themselves. For example, some were able to redistribute their working hours by working longer one day, as they no longer depended on the clinic’s regular business hours or the number of staff present at the clinic. According to safety regulations, at least three members of the staff needed to be present in the office when a clinician physically met with a patient. In turn, working longer one day made it possible for some clinicians to go home earlier another day. This flexibility in time could be seen as a positive disturbance.
**Time: Being Late and Being on Time**

During video visits, we observed several examples of worries and frustrations when the clinician or patient was late for the scheduled meeting. Table 3 specifies how many video visits started at the scheduled time and, if not, how many minutes late the visit started, who logged in on time, and whether the clinician called the patient.

Clinicians at Clinic B did not call patients who were late, whereas clinicians at Clinic A called the patients during six of the observations. The clinicians waited up to 7 minutes before calling if the patient was late. The delays observed were caused by (time) planning aspects, external circumstances, and technical issues. The clinicians always sent the number and code for the web-based video room to the patient before the meeting took place, but the routine differed among the clinicians with regard to how far in advance they sent the code in relation to the scheduled meeting. Some sent the information when the meeting was booked, and some sent it the same day as the meeting. The patients learned their clinicians’ routines.

In one of our observations, the clinician sent the information to the patient several hours later than usual. The information was actually sent after the meeting was scheduled to start. This caused the patient to become worried and confused about the time of the video visit (Clinic B, Obs_12). When a patient physically arrives at a clinic, he or she reports to the reception. This may give the patient a sense of security about not being forgotten. In another of our observations, the video visit started 20 minutes late because a previous face-to-face meeting ended later than planned. This was distressing to the clinician, who did not see any opportunity to notify the subsequent patient of the unexpected delay. When the meeting started, the clinician perceived frustration from the patient and relative. Further, the patient had plans after the meeting, leading to a shorter meeting than that for which the clinician had planned (Clinic A, Int_6 and Obs_6).

Being late due to external circumstances could also be related to the weather or to technical problems:

One of the clinicians at Clinic A arrived at the clinic 5 minutes before the video visit was scheduled to start because of heavy snowfall causing problems in the morning traffic. The clinician started to read the patient journal. Nine minutes after the scheduled time, the clinician entered the room dedicated for video visits, logged into the web-based video room, and noticed that the patient had not yet logged in. The clinician wanted to call the patient but there was no contact number with the hospital’s central server on the computer, and the patient’s phone number could not, therefore, be reached. Instead, the clinician had to take out the Sith card from the computer, walk back to her office to find the patient’s contact details on her own computer, and then go back to the video visit room and log in to the computer again. The clinician called the patient, who had still not logged in. It turns out that they were logged into different web-based video rooms, something that, in principle, should not be possible. After 23 minutes, they managed to connect. [Clinic A, Obs_4]

In this case, the meeting started late because the clinician was late and also because the patient was logged into the wrong meeting room. These delays caused a ripple effect of delays, and thus, frustration and stress were experienced by all participants. Valuable time was lost and the meeting was shorter than planned.

**Time: Waiting and Logging In**

If they were not delayed, the clinicians at Clinic A usually logged into the web-based video room approximately 4–10 minutes before the meeting was scheduled to start. The clinicians who were more experienced at using video visits (at Clinic B) usually waited longer before logging into the web-based video room but also gave the following, somewhat contradictory, explanation for logging in 2–5 minutes in advance:

*If I log in 5 minutes in advance […] then I may have replied to an email or so, but also 2 minutes, that is too short a time to start with something, and then you just sit there and look at the screen, which feels a bit meaningless.* [Clinic B, Int_11]

The same clinician noted in the interview that she became restless while sitting and waiting for the video visit to start. She likened it to waiting for a bus and stated that she starts to think about other things and then suddenly realizes that the patient has logged in. Another clinician, from the same clinic, reported similar reflections. She reportedly felt stressed if she logged in too early because she then had difficulties doing other tasks, since she needed to keep an eye on the screen to be able to see when the patient logged in (Clinic B, Int_13).

Another clinician reflected that, if a patient was delayed for a face-to-face meeting, then they could do other things because they were in their own office and could be notified by reception when the patient arrived. In a video visit, the clinician had to actively check the screen now and then while waiting (Clinic A, Int_3).

Hence, video visits introduced limitations related to time management while waiting for the patient to log in. One strategy clinicians at Clinic B developed to overcome this was to log in as late as possible.

**Senses: Hearing and Being Heard**

On several occasions, there were problems getting the sound to work satisfactorily during video visits, affecting both the clinicians and the video visit itself. Problems with sound affected communication in that clinicians had to repeat themselves and ask “what?” more often. In some cases, system usability caused problems, in others, it was connectivity. In both cases, clinicians had to take on the role of first-line support, trying to figure out the cause of the problem: “The clinician asked if the patient has an icon for sound on the phone. The patient nodded and the clinician said: ‘try to push it […] I can see that the sound is not working, do you hear me?’, the patient replied to an email or so, but also 2 minutes, that is too short a time to start with something, and then you just sit there and look at the screen, which feels a bit meaningless.” [Clinic B, Int_11]

Problems with the sound caused irritation: “it’s happened so many times that the sound hasn’t been working and it is a frustration” (Clinic A, Int_1). In one case, the clinician made a joke of it and blamed the bad weather and they then talked about a technical solution, discussing volume settings and differences
between conducting video visits using a mobile phone and a laptop (Clinic B, Obs_13).

Problems with the technology not working as expected created barriers to the adoption of video visits. At the same time, when the sound did not work as expected, clinicians created situation-based solutions to these in situ problems. At Clinic A, clinicians would bring a phone to the video visit room: “The sound didn’t work and it’s happened once before […] but now I’ve solved this by having a phone with a speaker during the video visit” (Clinic A, Int_3). The in situ problem thus led to a pre-conceived notion of sound problems, for which the clinicians planned in advance. We observed that sound-related problems were shared with colleagues during breaks, resulting in clinicians who had never performed a video visit taking a phone when they began to carry out video visits.

**Senses: Seeing and Being Seen**

Video visits differed from phone consultations in that the clinician and patient could see each other. During video visits, the image was sometimes missing at the beginning of the visit or it sometimes disappeared during the visit for various reasons. This affected the clinician and the video visit in different ways.

One example illustrates how this could affect the clinician: “If the screen closes down all the time […] if you have poor connectivity, it might shut down like that and it can be a bit annoying because then maybe you’re talking about that instead ‘oh, now you’ve disappeared, but now you’re back’” (Clinic B, Int_13). In one case, the same clinician conducted a video visit and anticipated bad connectivity. She adapted the video visit to technical circumstances by planning the session’s content differently, knowing that visits like these tended to be “more choppy,” and she also lowered her own expectations; thus, the video visit became more “undemanding.”

Video problems could occur if the user was inactive on the computer, resulting in a locked screen mode, but with the web-based video meeting room still running. The clinician and the patient/relative could still hear each other but not see each other. For a clinician new to video visits, this could be disturbing, not knowing what happened or how to get back into the meeting. To avoid this, the experienced clinician moved the mouse quickly and entered the log in code, without affecting the meeting.

In one of our observations, a patient/relative suddenly disappeared from the screen but it was not related to being inactive. In this case, it may have been intentional (see example from Clinic A, Obs_1 under the patient’s surrounding, in the next section), but such a disturbance could also be caused by technology; for example, if the bandwidth goes down. Another reason for the patient/relative disappearing from sight involved the clinician sharing a presentation, eg, of a growth curve, or when a clinician opened a medical journal or calendar on the screen, thereby hiding the video conferencing window. This kind of planned disturbance could still cause inconveniences or confusion when the shared presentation was ended or the other windows were closed. The patient/relative could, if using a mobile phone or tablet, be in a different surrounding with other disturbances and limitations than before (Clinic A, Obs_9).

Technology caused limitations and disturbances that were perceived as negative from the clinician’s point of view. On the other hand, video visits also served as an extended eye for the clinician and were perceived as something positive since they provided the opportunity to see the patient’s context: their home, workplace, or school. This was expressed as something that provided more insight into the patient’s personality and the feeling of achieving a closer contact: “now I notice that I get a more personal picture of the person when I come into their home, because then suddenly it becomes real […] it becomes a closer contact somehow” (Clinic B, Int_13). The same clinician also said,

You can kind of take part in their private life. Then, whether it’s important, I can’t say. I think it can have a kind of effect for the compliance … maybe becomes positive when I say… what a nice color, and you see that everybody becomes happy. It’s really something personal, and it’s just small comments… I think it can be important for compliance, but I don’t know if it has any effect on the treatment.” [Clinic B, Int_13]

The clinician experienced this differentially in comparison to face-to-face visits and perceived it as a positive aspect of video visits. The extent to which the patient saw this as a positive or negative disturbance or limitation was not stated.

**Disturbances and Limitations Due to the Surroundings**

We identified disturbances and limitations related directly or indirectly to the surroundings used during video visits, which are presented based on the themes the patient’s surroundings and the clinician’s surroundings. The surroundings are related to both place and space.

**The Patient’s Surroundings**

Video visits imply that the patient and clinician are in geographically different locations. Using videos as a tool for communication brings a new field of view to the healthcare meeting: the patient’s/relative’s physical environment. When the clinician sees the patient in his or her environment and, at the same time, uses the sense of hearing, the patient’s/relative’s surroundings are brought to the meeting. What is happening in a specific situation, that can be both seen and not seen, is interpreted and affects both the clinician and patient, their actions, the content of the meeting, and its outcome.

Hence, the principle of video technology, which makes it possible to see and hear, may affect the experience and content of the consultation, as can be seen in the following example:

The clinician is conducting a video visit with the relative of a younger patient. After 10 minutes’ discussion, it becomes clear that the patient has gained a relatively large amount of weight since the last meeting. When the clinician asks “why?,” the relative said, “I’ve no idea, don’t ask me.” They continued to talk about the weight gain, about what may have happened, and so on. Suddenly the screen turned black for a while and when it came back the audio on the phone was off (the phone was being used because of audio problems with the video connection). The clinician called the relative and they came back into the meeting, but soon, the screen again turned black, this time for a couple of minutes. When the clinician called
back, the relative said they needed to end the meeting because the patient became sick and required care (Clinic A, Obs_1).

In the follow-up interview, the clinician said that she found it difficult to be sure whether it was a technical problem that caused the interruption or it was caused intentionally by the relative or the patient because of an unwillingness to discuss his or her recent weight gain. The clinician said that she found it peculiar that the patient suddenly became sick, but since she could neither see nor hear the patient during the video visit, she did not know what was going on in the patient’s surroundings (Clinic A, Int_1).

In another example, the patient’s surroundings provided a space that was unknown to the clinician other than that the patient would be in school: The video visit began and the patient, a teenager, was outside. From knowing that the patient would be in school, the clinician assumed the patient was in the schoolyard. The clinician felt that the patient had a roving eye, and thus assumed the patient “felt uncomfortable in the situation and uncertain; either [the patient] was scanning the environment […] or was just uncomfortable with the situation of sitting and looking into the camera” (Clinic A, Obs_8 and Int_8).

The clinician was not aware of whether there were other people in the surrounding area. However, the clinician’s assumption of a schoolyard may have affected the interpretation of the patient’s behavior, creating a sense of disturbance in the consultation: “I believe that [the patient] was perhaps a little bit stressed” (Clinic A, Int_8). As a result, the clinician did not ask further questions about sensitive subjects and “did not stay with every question as long as usual” (Clinic A, Int_8). Also, the clinician knew the patient was going back to class “so there was a time aspect as well, somehow the teacher was expecting him back.”

The environment may be a disturbing component of the meeting, in an interplay with what the clinicians can see, what they interpret about the unseen environment from the patient’s behavior, and time, all of which are bound to the patient’s environment. These three issues affected the actions of the clinician and limited the content of the consultation. In some cases, the clinician asked beforehand where the patient would be during the video visit. In one case, the patient answered the video call when in a locker room. The clinician asked if they might be disturbed, but the patient, a teenager, said the risk of disturbance was low. However, the patient and clinician agreed to use a code word if someone entered the locker room during the video visit, so they could close down the meeting without the person entering understanding the meeting’s content.

During one observation, the patient was in a parked car. Something happened during the video visit, something the clinician in the follow-up interview described as a “glitch,” which she interpreted as someone entering the car. Since the meeting time was almost over, the clinician ended it a little more quickly than she would have done if it had been a face-to-face meeting. The clinician noticed that she did not receive the same focus after the “glitch,” and she felt that the patient was indicating that the meeting time was almost over (Clinic A, Obs_2 and Int_2).

In another example, the patient, a child, was participating in a video visit at home when all of a sudden the child looked to the side several times and began to smile and laugh. The clinician asked the patient if there was another person who wanted to participate in the meeting. The patient said the younger sibling’s name (Clinic A, Obs_7). The clinician perceived this as a disturbance and said that the patient made signs to the sibling to send them out of the room:

*I saw […] what happened there, talking about what you see and can’t see […] but then I wonder, [The relative] was clear with, ok now I’ll leave you […] you can sit in peace and quiet […], but now the sibling […] I could say that, the next time, maybe ask [the relative] […] to talk to [the sibling] and say that this is [the patients’] time so he doesn’t feel that [the sibling] is standing there and listening. [Clinic A, Int_7]*

These examples imply that the place itself may not only affect the meeting; rather, the meeting can be affected by events that occur in that place. Two of the interviews exemplified how the clinicians planned for this beforehand:

*You can prepare when you book the video visit, [and ask the patient] which environment do you feel safe in […] where do you feel you can talk freely? Is it at home or […] a private room at the library or whatever? [Clinic A, Int_8]*

*To minimize moments of distraction in the same way as if you were meeting here, you close the space around you so it’s only you and the patient. If he was sitting in a kitchen with younger siblings around, then I would recommend that he goes to a calm place where it’s easier for him to focus. Whether it’s his room or anywhere else, that doesn’t matter. [Clinic A, Int_7]*

**The Clinician’s Surroundings**

The clinicians at Clinic A all conducted video visits in one room dedicated to such visits, also used as a patient kitchen during face-to-face meetings. At Clinic B, the clinicians conducted video visits in their own rooms. This resulted in clinicians at Clinic A having to perform the extra task of double-checking the availability of the room before scheduling a video visit, something that was perceived as a disturbance or a barrier for video visits.

A video visit adds in the patient’s and/or relative’s environment and surroundings, but through the video technology used, it also changes the conditions and reduces the patients’ field of view. For clinicians at Clinic B, who were using their own rooms and were more experienced, insights about the field of view also affected their behavior. For example, we observed two cases in which clinicians brought coffee into the video visit. When asked about this, the clinician stated that this would never happen if the patient had visited face-to-face as that would not be professional. However, since the clinician knew that the coffee was not visible to the patient, it was perceived as acceptable to have it in the room during the video visit.
### Summary of Findings

Table 4 summarizes the findings based on the theme for each category and what disturbance caused what limitation. The text in parentheses denotes whether the disturbances and limitations were interpreted as positive or negative.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Disturbances</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexibility in time and space</td>
<td>• Unbound from place</td>
<td>• Possibility to schedule meetings outside the opening hours of reception (Positive) • Easier to schedule meetings with patients living far from the clinic (Positive)</td>
</tr>
<tr>
<td>Being late and being on time</td>
<td>• Frustration</td>
<td>• Lack of functionality to communicate delays (Negative)</td>
</tr>
<tr>
<td>Waiting and logging in</td>
<td>• “Dead-time” when waiting for the meeting to start • Need to actively check if the patient has logged in</td>
<td>• Lack of functionality to be alerted when other parties are logged in (Negative)</td>
</tr>
<tr>
<td><strong>Senses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hearing and being heard</td>
<td>• Technology problems • Technology problems shared among colleagues</td>
<td>• Barriers to adopting video visits (Negative) • Adjust the meeting to known problems (Negative)</td>
</tr>
<tr>
<td>Seeing and being seen</td>
<td>• Being inactive on the computer • Technology issues known beforehand • Patient disappearing out of sight • Extending the eye of the clinician into the patient’s context</td>
<td>• Locked screen mode (Negative) • Adjust the plans of the meeting (Negative) • Difficult for clinician to understand the cause of this action (Negative) • Gaining insight into the patient’s personality, adding a feeling of getting closer to the patient (Positive)</td>
</tr>
<tr>
<td>Patient’s surroundings</td>
<td>• Patient disappearing out of sight • Field of view changes • Unknown spaces where disturbances are difficult to understand • The environment itself and what can and cannot be seen</td>
<td>• Lack of understanding about the cause of action (Negative) • Adding the context of the patient (Positive) • The content of the meeting (Negative)</td>
</tr>
<tr>
<td>Clinician’s surroundings</td>
<td>• The need to check the availability of room • Decrease in the patient’s field of view</td>
<td>• Barriers to adopting video visits (Negative) • Only parts of the room needed to appear professional (Positive) • Only visible clothing needed to be professional (Positive)</td>
</tr>
</tbody>
</table>

Another example was when a clinician took off her shoes during a meeting (Clinic B, Obs_13). In the follow-up interview, the clinician stressed that this was not something that would happen in a face-to-face visit; then, she would always keep her shoes on. Also, one clinician said that she did not need to bother about a clean desk, as long as it was out of sight of the patient: “they don’t see my desk and that’s pretty nice, because then I can have it a little messier” (Clinic B, Int_11). She also noted not having to put private belongings somewhere else; a suitcase was standing in the middle of the room during the video visit and her coat was on a hanger. If a patient was visiting face-to-face, these objects would be hidden. This was seen as a part of being a professional, in the sense that patients should not be exposed to items from the clinician’s personal life including pictures, coats, and bags. Similarly, one of the clinicians at Clinic B said that when she used video visits, she used the opportunity to stand up at her (height adjustable) desk while using the computer. The awareness of the patient’s field of view and how the surroundings and behavior could change compared to a face-to-face meeting reportedly came with experience, when the focus was not on becoming familiar with the technology.

### Discussion

#### Principal Findings

Our results show that a number of disturbances and perceived limitations related to the technology and surroundings occurred during video visits. These, in turn, affected how both the clinicians acted before and during video visits and the content of the visits themselves. Disturbances and perceived limitations were added to the healthcare consultation when using video communication. These disturbances and perceived limitations were caused by the technology and the patients’ and clinicians’
locations during the consultation (cf [8]). Our findings about disturbances and limitations that were related to technology addressed time (aspects of flexibility, being late or on time, waiting and logging in) and senses (hearing and seeing). The disturbances they experienced were mostly perceived as negative by the clinicians, and the limitations were mostly seen as disadvantages. However, there were some exceptions. For example, clinicians perceived video visits as easier to schedule, and the limited field of view affected the behavior of the clinician (eg, being relaxed enough not to wear shoes or to have a cup of coffee on the table). The situations we observed may not occur frequently, but they all illustrate situations that should be considered, since they may happen. In the following sections, we expand upon some features of our study to connect with topics that have been less thoroughly addressed in the literature: responsibilities that change due to a new place and space, location-related consequences, and how video visits can be improved. Our findings are in line with the “key recommendations” given by Greenhalgh et al. [8], for example, clinicians need time to develop new tasks and changes in work processes that come with a new concept. Further, new support processes and roles need to be developed and established, and there is an ongoing need to understand patients’ conditions and need for flexibility.

From One Place to Another—Transformation of Responsibility

From our results, we can see that place still matters when using telemedicine solutions (cf [10]). The choice of place and environment for conducting video visits is important, especially as non-medical settings are added to the clinical environment (cf [15]). A video visit extends the clinical space and brings new context to a consultation, a context that leads to assumptions when a situation is interpreted. The disturbances and limitations experienced generate knowledge about what is needed to avoid them, thereby creating new requirements. The process of selecting patients for video visits and the criteria used in that process (Sturesson and Groth, in preparation) can be understood as actions to minimize the risk of disturbances and limitations in advance. Thus, to avoid disturbances and limitations, the clinicians develop requirements for the patient’s environment, or rather for the patient’s space, wanting this to be secure and comfortable for the patient (cf [8,12]). Since a video visit involves social interaction between people in different contexts, mediated by video technology, disturbances and limitations cannot always be avoided.

Both the place and the patient’s feelings in that place are important. As long as the patient feels secure and comfortable with the situation, and as long as the clinician interprets the situation as such, the patient can be at home, at work, in school, outside, at the library, in a car, or at a bus stop. Therefore, the place itself may not be a problem, as long as the risk of interruption can be minimized. However, choosing a place outside may introduce disturbances and limitations to the meeting (eg, due to background noise that might affect the ability to hear or cause other unpredictable interruptions). Patients who are new to video visits may not be aware of how their choice of space may influence the meeting. Clinicians can guide their patients in choosing a place, but the final responsibility lies in the hands of the patient. We have observed patients who were in the schoolyard, in a car, and at home in the kitchen or the bedroom. Hence, the environment and specific place where the video visit is conducted is complex and is affected by many factors that need to be accounted for (cf [13]). We have observed and described a number of situations in which the place selected by the patient caused disturbances and limitations. It is difficult for the clinician to control the patient’s space, but they can inform the patient of the requirements that need to be fulfilled to ensure the best outcome for the consultation.

There is a responsibility to select and provide a secure and comfortable environment in which the video visit can be conducted. In traditional face-to-face meetings, this responsibility is entirely the clinician’s. However, introducing video visits transfers part of this responsibility to the patient, that is, to choose a space in an environment where the patient can feel safe and comfortable for the purpose of meeting. Video visits also introduce new environmental consideration, not only in terms of being able to see and hear each other, but also what may happen in those places.

The clinicians video visit experience are aware of what can happen if the patient has not selected an optimal place for the video visit, and they can offer advice before a patient uses video visits for the first time. Clinicians who are only starting to use video visits as an alternative to physical meetings may be occupied getting everything to work, focusing on the technology, and may need support on this matter (eg, through check lists; cf [8]).

Consequences of the Choice of Place

The video visits take place in a specific situation during a treatment program, and every visit can be seen as a social interaction between the clinician and the patient. The care is patient-centered and the meetings are based on topics the patient selects. During a meeting, the clinician thus not only adapts the content of the video visit to the patient but also to other external circumstances, that is, parts of what is happening that are not planned in advance (cf [18]). Therefore, the treatment sessions cannot be planned in detail. Using video communication adds new circumstances that can affect the content of the meeting (cf [5]). This complexity makes it important to minimize the risk of disturbances and interruptions, which may affect the meeting in a negative way.

The place, or rather what is happening in the place, that the patient has chosen can have a significant effect on the meeting and the treatment program (cf [11,13,15]). The clinician can only see parts of the place from which the patient participates. That is, for the clinician, the place includes one visible and one invisible space. Even though the patient has a responsibility for the chosen place, the clinician is still responsible for adjusting the meeting content to the selected space to meet the requirements of the environment. This requires sensitivity from the clinician’s side as well as trust in the patient’s judgment to avoid negative disturbances in terms of unaccounted limitations.

The limitations of the invisible space at the clinician’s location may be an advantage for the clinician. The physical place or
the room used for video visits does not have to be designed for patient visits. Only the space visible to the video camera needs to provide a professional clinical environment. Hence, there are fewer requirements for the environment that is not part of the meeting space. In addition, the opportunity to see the environment and context of the patient’s life was considered a positive consequence of video visits because it can provide insights into the patient’s personality and the feeling of gaining a closer contact with the patient. However, this may also affect the patient in making his or her home less of a private sphere [10].

Improvements in the Concept of Video Visits

Implementing video visits in outpatient care requires new ways of working (eg, developing criteria for patient selection). Also, new tasks are introduced when using new technologies (eg, for video communication), and a new division of labor is introduced (eg, when responsibility for one of the locations used is transferred to the patient). These changes threaten and disrupt spatial, professional, and organizational orders in the work and organization (cf [5]). These changes also introduce disturbances and limitations through both the technology (cf [5]) and surroundings (cf [8]), which need to be addressed and managed through an interplay between the technology and locations used during the video visits and the participants in the meeting.

Implications of Flexibility in Time and Space

In general, video visits, in comparison to face-to-face meetings, provide flexibility in time and space. This flexibility means that video visits may increase clinicians’ power over their own working time, giving them more control over their working situation. In the long run, this could reduce stress. However, video visits may also lead to stress if the visits are not easy to carry out and can thus lead to disturbances and limitations. Our analysis showed that being late caused an in situ disturbance and a perceived limitation for the clinician of not being able to communicate the delay to the patient, since there was no process or functionality for this. If the patient had been physically at the clinic, a receptionist or secretary would probably have been able to inform the patient about the delay. The feeling of not being able to notify the patient was stressful and frustrating for the clinician. The clinicians also sensed frustration from their patients in that specific situation. Hence, the virtual meeting place lacks functionality that is usually available in a physical meeting place, such as a meeting room with all its services. The place itself is important and affects the satisfaction, attitudes, and work performance of all the participants, not only the patient (cf [15]).

The awareness of being late or being on time is reciprocal. When the patient was not logged in at the scheduled time, this created uncertainty regarding if the patient had forgotten the video visit, the patient had not received the credentials to access the virtual room, or the patient was experiencing problems with technology. This uncertainty may have increased the need for the clinician to be on time and thus reduced temporal flexibility. Logging in earlier imposed a limitation on performing other duties, which in some cases led to feelings of stress and restlessness. The clinicians who were comfortable with the technology and with video visits, and who knew that their patients could also operate the technology, preferred to log in only a couple of minutes before the scheduled time of the video visit. Thus, temporal flexibility increased as participants became more comfortable with the concept.

Flexibility of place is more obvious, but has different dimensions. While logged in and waiting for the patient to log in, the clinician’s spatial flexibility and opportunities to engage in other tasks are reduced to the space captured by the video conferencing system. To notice when the patient logs in, the clinician needs to pay attention to the video conferencing window on the screen, which limits the clinician’s ability to engage in other tasks. Such limitations can be reduced if the clinician is experienced and is using his or her own office, making it possible to complete other tasks while waiting. Technical functionality could further reduce these limitations, for example, by sending a notification when the patient has logged in.

Flexibility of time and place is hence relative and exhibits different dimensions that relate to the clinician’s experiences while using video visits. This therefore affected the selection criteria used when choosing patients who are considered suitable for video visits (Sturesson and Groth, in preparation). This also needs to be considered when developing tools for, or the process of, performing video visits.

Implications of Issues Related to Usability of Audio and Video

Even when the clinician and patient were both logged in on time, difficulties with managing the technology, which were not unusual, could delay or otherwise affect the start of the consultation session (cf [1]). When these disturbances occurred, the clinician had to guide the patient to turn on the video or audio. Sometimes, the clinician had to guide the patient on how to log in as well. Hence, the clinician automatically took on the responsibility for first-line support, which also required that he or she had sufficient skills to guide the patient in overcoming obstacles, which were caused either by not reading the instructions properly or by the need for intricate user functionality, due to using an off-the-shelf product adapted to hospital security issues.

Disturbances and limitations, whether known or unknown beforehand, also affected the expectations and experiences of the video visit, for both the clinician and the patient. This in turn affected the content of the meeting. Anticipated disturbances and limitations were based on the clinician’s own experiences or on their colleagues’ thoughts and experience. Both anticipated and unanticipated disturbances and limitations affected the clinician’s behavior and feelings, and the content of the meeting and how the clinicians related to the different components of the concept: the technology, his or her role, the patient and his or her role, the surroundings, and the content of the treatment. Through experience, clinicians developed know-how that they were able to take to the next video visit and share with their colleagues. This experience was also used when developing selection criteria to include or exclude patients for video visits. The same know-how should be used to develop advice for the patient to use when he or she selects the place for the meeting (see above about the transformation of
responsibility). Clinicians could provide this as a hand-out when offering video visits to patients.

Know-how about disturbances and limitations made it possible to adapt the video visit in advance to the technical and practical circumstances and changed personal expectations about the video visit and its outcome. Adapting the video visit to known circumstances is usually based on an individual’s or colleague’s experience of sudden disturbances; for example, knowing that audio will occasionally fail, clinicians always take their mobile phones to the meetings.

**Implications for Further Research**

Further research is required to understand the full effects of video visits. Our study provides one piece of the puzzle and can guide other researchers in studying the disturbances and limitations of the digital transformation in similar or other settings. The transformation of responsibility and a focus on patient empowerment are interesting topics in today’s digital world that need further exploration. Another area that may be relevant to study, which is not addressed in this paper, is ergonomics, especially when the consultations are more complex, with a need for more detailed information.
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Abstract

Background: Space technology has an impact on many domains of activity on earth, including in the field of global health. With the recent adoption of the United Nations’ Sustainable Development Goals that highlight the need for strengthening partnerships in different domains, it is useful to better characterize the relationship between space technology and global health.

Objective: The aim of this study was to identify the applications of space technologies to global health, the key stakeholders in the field, as well as gaps and challenges.

Methods: We used a scoping review methodology, including a literature review and the involvement of stakeholders, via a brief self-administered, open-response questionnaire. A distinct search on several search engines was conducted for each of the four key technological domains that were previously identified by the UN Office for Outer Space Affairs’ Expert Group on Space and Global Health (Domain A: remote sensing; Domain B: global navigation satellite systems; Domain C: satellite communication; and Domain D: human space flight). Themes in which space technologies are of benefit to global health were extracted. Key stakeholders, as well as gaps, challenges, and perspectives were identified.

Results: A total of 222 sources were included for Domain A, 82 sources for Domain B, 144 sources for Domain C, and 31 sources for Domain D. A total of 3 questionnaires out of 16 sent were answered. Global navigation satellite systems and geographic information systems are used for the study and forecasting of communicable and noncommunicable diseases; satellite communication and global navigation satellite systems for disaster response; satellite communication for telemedicine and tele-education; and global navigation satellite systems for autonomy improvement, access to health care, as well as for safe and efficient transportation. Various health research and technologies developed for inhabited space flights have been adapted for terrestrial use.

Conclusions: Although numerous examples of space technology applications to global health exist, improved awareness, training, and collaboration of the research community is needed.


KEYWORDS
satellite imagery; satellite communications; public health; remote sensing technology; global positioning system; geographic information systems; telemedicine; spaceflight; space medicine; global health
Introduction

Background

The space-earth frontier is no longer afforded to a narrow niche of individuals. Compared with over 50 years ago when the first humans reached outer space, and satellite function only concerned a small number of scientists, today many programs and research projects in multiple fields exist that make use of outer space technologies. The field of global health too—interdisciplinary by definition—has innovated over the years and has made strides in the advancement of health aims using space technologies. Examples include using remote sensing technology to detect environmental changes that have a significant effect on local population health, satellite communication for medical endeavors and management of natural disasters, advancing medical knowledge through space medicine programs, and tapping into the benefits of localization through global navigation satellite systems (GNSSs). The UNISPACE+50 conference, taking place in 2018, marks the 50th anniversary of the start of the United Nations (UN) conferences that engaged states to cooperate in their outer space engagements. After half a century of cooperation and innovation, it is an appropriate time to take stock of where the global health field has ventured into its use of space technologies.

Objectives

The Expert Group on Space and Global Health of the UN Office for Outer Space Affairs (UNOOSA), in its 2016 work plan, mandated one of its members, Antoine Geissbühler, to produce a compilation of practices and initiatives [1] in the form of a scoping review, including both a literature review and stakeholders’ involvement, via a self-administered questionnaire to identify (1) The main stakeholders in the field, (2) The key applications of space technologies to global health, and (3) The gaps, challenges, and perspectives.

This work uses a scoping review methodology, including both a literature review and stakeholders’ involvement via a self-administered questionnaire. These are used to identify (1) The main stakeholders in the field, (2) The key applications of space technologies to global health, and (3) The gaps, challenges, and perspectives.

Key stakeholders of the fields are first briefly presented. Then, main themes in which space technologies are of benefit to global health are identified and illustrated in four technological domains. Finally, findings are summarized, and gaps, challenges, and perspectives are discussed.

Methods

Scoping Review

The general aim of a scoping review is to “map rapidly the key concepts underpinning a research area and the main sources and types of evidence available and can be undertaken as [a] stand-alone project in [its] own right, especially where an area is complex or has not been reviewed comprehensively before” [2]. As opposed to systematic reviews, scoping reviews can include a diversity of sources and, in particular, are not necessarily limited to scientific articles. This allows researchers to gain a better overview on a broad subject but prevents precisely answering a well-defined question.

Accordingly, the scoping review methodology matches our objectives and was chosen for this work [3,4]. The Expert Group on Space and Global Health identified four key technological domains that are applied or could be applied to global health [5,1]: domain A: remote sensing, domain B: GNSS, domain C: satellite communications, and domain D: human space flight. Our scoping work was conducted using these domains as a framework. A distinct literature search was conducted for each of the four key technological domains on PubMed, with eventual further insights gathered from RERO, the Western Switzerland online network for libraries, and Google Scholar. Additionally, stakeholders’ insights were collected through an emailed, self-administered questionnaire.

Literature Review

Search Strategy

Searches were conducted per technological domain. PubMed was the main search engine used. Complementary searches were performed on RERO and Google Scholar. Resources retrieved by these search engines were included only if they brought insights that were not identified in the original search. The keywords used for each domain are listed in Table 1. For each domain, the basic search structure was “domain-associated technology” AND “health.” Medical Subject Headings (MeSH) terms were not systematically used as some did not properly refer to the technology we were searching for. For Domain C, the search term “eHealth” was used in addition to “health” as it is a MeSH entry term for “telemedicine.” The year-parameter of the search was unbounded to access published material that could date back to the start of outer space technology and its application to global health activities. The “Similar Articles” feature of PubMed, as well as the list of references of included articles were used to identify additional resources. Finally, key stakeholders’ websites were assessed for ongoing projects (listed in Multimedia Appendix 1).

Material Inclusion

Presentations, books, websites, and articles identified by the searches were included if they satisfied all of the following criteria:

1. Reporting research, or an applied program related to health
2. Use of space technology based on one of the four domains (remote sensing, GNSS, satellite communication, and inhabited space flight)
3. Only for RERO and Google Scholar: global health application not already described in a resource identified through the PubMed search

In each domain, duplicates found across the various search engines were excluded. Included resources were entered in Endnote (Clarivate Analytics) by domain and exported on spreadsheets (one for each domain). Importantly, resources written in languages other than English but whose abstracts were translated to English were included in the review. However, for these, full texts were not read.
Analysis and Reporting

On the spreadsheets described above, global health applications were identified for each resource. Then, main themes of global health applications per technological domain were identified. The numbers of resources per theme were counted in an attempt to weight the different themes (Tables 2-5) for a particular technological domain. Articles dealing with more than one theme were allocated according to the dominant theme. If this was not possible, they were classified as “miscellaneous.” The different themes were then described by domain in the main text and illustrated by the citation of relevant articles.

Table 1. Search keywords used in this study.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Keywords used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote sensing</td>
<td>• Remote sensing&lt;br&gt;• Health</td>
</tr>
<tr>
<td>Global navigation satellite systems</td>
<td>• Satellite&lt;br&gt;• Global Positioning System (GPS)&lt;br&gt;• Global Navigation Satellite Systems (GNSS)&lt;br&gt;• Geographic Information Systems (GIS)&lt;br&gt;• Health</td>
</tr>
<tr>
<td>Satellite communication</td>
<td>• Satellite communication&lt;br&gt;• Satellite&lt;br&gt;• Telemedicine&lt;br&gt;• Global Health&lt;br&gt;• Health&lt;br&gt;• eHealth</td>
</tr>
<tr>
<td>Inhabited space flight</td>
<td>• Human spaceflight&lt;br&gt;• Manned spaceflight</td>
</tr>
</tbody>
</table>

Stakeholder Involvement

To gather additional insights, a brief semistructured, self-administered questionnaire (Multimedia Appendix 2) was created and sent by email to 16 stakeholders identified after the initial literature searches. Two reminders were eventually sent to nonresponders. The questionnaire was created following the same structure and logic as our overall work. Four open-ended questions were used, asking participants about:

1. Key applications of space technologies to global health for each domain and eventual other domains
2. Gaps, challenges, and opportunities
3. Key events related to the topic
4. Other important remarks they may have

Comments on the current state of the space-technology-global-health interface are included at the end of the Results section, whereas gaps and potential solutions are presented in the Discussion section.

Results

Data Collected

After the whole literature review process, 222 articles were included for domain A, 82 articles for domain B, 144 articles for domain C, and 31 articles for domain D. In total, 473 articles were included (6 of those were included in 2 domains). Most of the included resources were peer-reviewed scientific articles (96%, 213/222 for domain A; 99%, 81/82 for domain B; 84%, 121/144 for domain C; and 100%, 31/31 for domain D), and other types of sources included mainly book sections and Web pages. The mean publication year and the minimal and maximal publication years were 2010 (1985; 2017) for domain A, 2010 (1996; 2016) for domain B, 2004 (1986; 2016) for domain C, and 1999 (1981; 2011) for domain D. Of note, in accordance with the scoping methodology used for this work and described in the Methods section, we used different combinations of keywords; included resources via the “Similar Articles” feature of PubMed and the list of references of included articles and navigation on stakeholders’ websites.

Regarding questionnaires, 3 out of 16 sent were answered and included for the analysis.

Presentation of the Stakeholders

Using insights from the literature review and the questionnaires, we performed a nonexhaustive listing of stakeholders implicated in the space and global health fields.

We categorized stakeholders per their nature: National Space Institutes; UN entities and specialized agencies; entities fostering data availability, usage, analysis and exchange; and journals, other consortia, and associations. These stakeholders are depicted in Figure 1.

National Space Institutes are usually public institutes that are responsible for applying their countries’ spatial programs. Their missions are space exploration, education, research, and development that can sometimes be translated into commercial applications, or eventually for terrestrial use. Nonexhaustively, we identified the US’s National Aeronautics and Space Administration (NASA), the Russian Federal Space Agency, the Japan Aerospace Exploration Agency, the French Centre National d’Études Spatiales, and the Canadian Aeronautics and Space Institute as being engaged at the space and global health interface.
The UN comprises several entities that deal with space and global health. The UN platform for Space-based Information for Disaster Management and Emergency Response (UN-SPIDER) and the UN Operational Satellite Applications Program (UNOSAT) aims at providing all countries and international organizations with space-based information useful for disaster risk management and emergency response. This is also one of the goals of the UN Economic and Social Commission for Asia and the Pacific. UN-Space is an interagency coordinating body aiming at fostering collaboration and synchronization between the various agencies implicated in space and global health. The Committee on the Peaceful Use of Outer Space (COPUOS) was set up by the general assembly in 1959 to govern the exploration and use of space for the benefit of all humanity: for peace, security, and development. The Expert Group on Space and Global Health that guided this review is part of COPUOS and has a focused scope on global health applications of space technologies. Of note, UNOOSA is a governing office that comprises UN-SPIDER, UN-Space, and COPUOS. It is also in charge of organizing the UNISPACE+50 conference that will mark the 50th anniversary of the first UN conference on the peaceful uses of outer space that engaged states to cooperate in their outer space uses. Applications of space technologies to global health is also an important interest of the World Health Organization (WHO), a specialized UN agency.

In addition, we identified entities aiming at fostering satellite data availability, analysis, visualization, interoperability, and exchange. As an example, the Group on Earth Observations (GEO) is a partnership of governments and organizations whose one activity among others is to build the Global Earth Information System of Systems. This platform offers access via a Web-based interface to earth-observation data coming from multiple sources, including satellites. It acts as a connector between different data sources and thus, increases data availability for researchers, public health professionals, and international organizations. The Global Disaster Alert and Coordinating System is a cooperative framework under the UN umbrella that connects to various services and platforms (the majority of which are listed in this section) to create a comprehensive solution that aims to create early alerts in the case of a disaster, to assess the impact of the disaster, to coordinate the response, and to provide disaster maps and satellite images. Black Sky is a service of Spaceflights Industries (a private company) that provides access to satellite imagery in addition to other sources of data (eg, radio communication and social media). It also offers spatial analysis based on those datasets and several algorithms. Humanitarian Data Exchange is an open platform for data sharing in the humanitarian context. The OSGeo foundation is a foundation that supports the creation and usage of an open source geospatial software. Finally, the National Oceanic and Atmospheric Administration provides environmental data, some of which are acquired via satellites. It is to be noted that most of the national space institutes listed previously are data providers too.

Some stakeholders are consortia or associations active in the field of space and global health. We included the University Corporation for Atmospheric Research that regroups North American colleges and universities focused on research and training in the atmospheric and related Earth system sciences. The Space Generation Advisory Council is a nongovernmental organization that promotes the access of students and young professionals to UN agencies and National Space Institutes.

Finally, we included as part of Figure 1 a nonexhaustive list of journals that are implicated in the field of space and global health.

**Domain A: Remote Sensing**

**Definition**

Remote sensing refers to data collection at distance, usually from a satellite or an aircraft, as opposed to on-site sensing.

**How It Works**

A sensor, carried by a satellite or an aircraft, detects electromagnetic radiation coming from Earth and its characteristics. The electromagnetic radiation may be the reflection of an external source of energy (usually the sun) or of a source of energy carried by the satellite or aircraft itself. The terms passive or active remote sensing are used, respectively [6].

The detected signal is then processed through algorithms of various complexities to derive the parameters of interest. Example of parameters that can be derived via remote sensing include land temperature, altitude, humidity, rainfall, cloud coverage, air pollutants, livestock density, vegetation indices, sea temperature, sea salinity, sea nutrient concentration, sea algae concentration, sea bacteria concentration, urbanization, population density, and bare soil coverage. This list is nonexhaustive.

**Insights From the Literature Review**

Overall, remote sensing was useful for global health in three major ways:

- Identifying associations between diseases (or disease vectors) and remotely sensed parameters
- On the basis of these associations, model development and forecasting of the spatio-temporal evolution of diseases, thus allowing rational public health strategies
- Direct monitoring of certain microorganisms

Two major themes and two secondary themes were identified and are presented in Table 2.

Main themes of global health applications in the remote sensing domain were identified, and the total number of resources per theme were counted as described in the Methods section.

Remote sensing was most used to identify determinants of infectious diseases and to develop models to predict their evolution (Theme A-1). For example, Midekisa et al [99] quantified the degree of association between malaria cases and remotely sensed environmental parameters such as rainfall, vegetation indices, and temperature. On this basis, they developed and tested a model able to predict malaria evolution and thus, guide public health decisions. Applications of spatial technologies for malaria transmission modeling and control were reviewed in 2015 by Gebreslasie [48]. In addition to...
malaria [8-10, 17, 24, 26, 31, 33-35, 38-42, 46, 48, 49, 55, 56, 76, 87, 90-93, 99, 100, 102, 103, 105, 111-115, 118, 119, 122, 129-132, 141] and schistosomiasis [15, 37, 53, 54, 63, 95, 124, 126, 127, 142-145, 153, 154, 156, 158], dengue fever [7, 12, 13, 16, 23, 44, 89, 94, 98, 101, 117, 140], cholera [43, 71, 72, 74, 75, 80, 88], and cyanobacteria [28, 81, 82, 123, 137, 138, 148, 150, 155] were the most studied.

**Figure 1.** Nonexhaustive collection of stakeholders and journals in the intersection of space technology and global health.
Table 2. Main themes of global health application for the remote sensing domain.

<table>
<thead>
<tr>
<th>Theme category</th>
<th>Theme</th>
<th>Articles identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main themes-A</td>
<td>Infectious diseases</td>
<td>153 [7-159]</td>
</tr>
<tr>
<td>A-1</td>
<td>Air pollutants and noncommunicable diseases (NCDs)</td>
<td>37 [160-196]</td>
</tr>
<tr>
<td>A-2</td>
<td>Other environmental pollutants and NCDs</td>
<td>8 [197-204]</td>
</tr>
<tr>
<td>A-3</td>
<td>Other environmental parameters and NCDs</td>
<td>12 [205-216]</td>
</tr>
<tr>
<td>A-4</td>
<td>Miscellaneous</td>
<td>12 [217-224,6,225-227]</td>
</tr>
<tr>
<td>Secondary themes-B</td>
<td>Other environmental pollutants and NCDs</td>
<td>8 [197-204]</td>
</tr>
<tr>
<td>B-1</td>
<td>Other environmental parameters and NCDs</td>
<td>12 [205-216]</td>
</tr>
<tr>
<td>B-2</td>
<td>Miscellaneous</td>
<td>12 [217-224,6,225-227]</td>
</tr>
</tbody>
</table>

Other studied diseases or pathogens included meningitis [225]; brucellosis [70]; C. imicola [67]; avian pathogens [25,134,136,50]; V. vulnificus [52]; V. parahaemoliticus [52]; Fasciola hepatica [36]; hand, foot, and mouth disease [20]; Helminth infections (not limited to schistosomiasis) [120,85,21,22]; Lyme disease [108,45,79,110]; Guinea worm [30]; Nipah virus [133]; onchocerciasis [68]; opisthorchiasis [146]; rotavirus [69]; typhoid fever [32]; Rift Valley fever [139,125,84]; Murray Valley encephalitis virus [121]; West Nile virus [96,159]; and hanta virus [149,152].

In an important number of studies, disease vectors (and not disease cases) were the outcomes predicted based on sensed environmental parameters. These vectors included Anopheles [10,55,103,141] (transmitting malaria) and Aedes [16,44,101,117] (transmitting dengue) mosquitos, as well as ticks [45,64,77,79,110,147] (transmitting Lyme’s disease among other tick-borne diseases).

Of note, remote sensing techniques allow to directly derive the concentrations of some bacteria. Cyanobacteria produce various toxins that have been linked to the occurrence of amyotrophic lateral sclerosis and nonalcoholic liver disease [155,138]. They also have distinct fluorescent properties that can be exploited in active remote sensing to monitor their concentration [28,81,82,123,137,138,148,150,155].

The second main theme (A-2) was the use of remote sensing to monitor air pollutants and eventually link them to noncommunicable diseases (NCDs) such as respiratory diseases (asthma [161,188,191] and others [185,162,208]), coronary artery disease [165], premature birth [195], and low birth weight [181]. Particulate matter (PM2.5 and PM10) [188,181,161,195,196,175,194,193,164,189,174,170,165,163,173,171,172,160,178,183], O₃ [218], NOₓ [180,225,218], polllens [209], asbestos [202], volcanic ash [184], and wildfire smoke [168,190,176] are among the air pollutants that can be effectively detected by remote sensing. Temperature and humidity are usually included as additional parameters when monitoring air pollutants as they may affect both respiratory diseases and air pollutants behavior. If many articles successfully describe the use of remote sensing for the monitoring of air quality, only a few establish a direct link between air pollutants and health outcomes [188,162,181,191,161,195,165,185,208]. Moreover, results may be controversial, such as for asthma, where one study found a correlation between childhood asthma hospital admission that disappears after multivariate analysis [161], another one finds no correlation between air pollution and asthma prevalence [188], and a last one finds a correlation between PM2.5 concentration and salbutamol (treatment used in asthma and chronic obstructive pulmonary disease) use [191].

The remaining articles identified for remote sensing dealt with monitoring environmental pollutants (B-1) or parameters (B-2) and their links with NCDs. For example, studies investigated the link between urban greenness and birth outcomes [212] or cardiovascular diseases [206]. Others investigated the link between drought and respiratory illnesses [208] or between heat and elderly health [215,211] or childhood diarrhea [205]. Additional parameters or pollutants that can be sensed by remote sensing include artificial lights [207], soil contaminants (heavy metals [203], nitrates, nitrogens [197]), water quality [128,97,14], and arsenic [198].

Domain B: Global Navigation Satellite System

Definition

GNSS is the generic term for satellite navigation systems that provide autonomous geo-spatial positioning with global coverage [228]. GNSSs are satellite ensembles that allow any user on or near the Earth to determine their position with a precision from some meters to some centimeters.

The term global positioning system (GPS) is specific to the US’ GNSS, the NAVSTAR GPS. The Global Orbiting Navigation Satellite System (GLONASS) is the Russian Federation’s GNSS. As of 2013, these two are the only fully operational GNSSs. Other GNSSs in various stages of development and deployment include:

- Galileo, the European Union’s positioning system
- IRNSS, India’s next generation regional system
- QZSS, the Japanese regional system
- China’s BeiDou (COMPASS) GNSS
enabling researchers to assess and compare the intensity and location of the PAs. Links between different locations (home, playground, sidewalk, and more) and the intensity of PA were identified. In addition to PA, the built and natural environment were studied for their associations with NCDs. Researched environmental determinants of health ranged from air pollution [291,251] and water quality monitoring [246,241] to the complex ways in which climate change impacts global health [259]. For this purpose, researchers used GNSS and satellite imagery in a variety of ways. Interestingly, happiness was also studied as a health outcome. MacKerron and Mourato (2013) [238] used GPS to locate individuals at various, spontaneous moments while they answered questions about their subjective well-being. They found that participants were substantially happier in natural rather than urban environments. The variety of ways in which GIS can be used in environmental epidemiological studies was reviewed by Nuckols et al (2004) [282], who concluded that GIS and GPS are useful tools in providing precise locations of subjects and studying proximity and level of exposure to environmental contaminants.

GNSSs have been used often in the field of communicable diseases too, including person-to-person transmissible varieties [253,255], vector-borne diseases [21,48,38,252,258,260,257,264,256,95,259-265], and zoonoses [262,260,254,261,25]. In our search, the most studied communicable disease was malaria. Predicting vector breeding sites [21,38,257], malaria incidence, and adherence to medication [263] using GNSS, often in combination with GIS and remote sensing, were some practical applications. Additionally, distance to health facility was also found links between flu outbreaks in humans and the hosts’ travel patterns. The use of GNSS as a new tool for epidemiological research was discussed in a variety of articles [282,275,270,274,280,279,281,287,288,271,269,284,268]. GNSS use was reported to construct random sampling frames for surveys, mapping households, or determining population estimates [267,278,272,277,273,266,285,289,276]. The potential future impacts of

### How It Works

Each system (GPS, GLONASS, Galileo, COMPASS, etc) consists of a constellation of satellites that send a continuous signal toward the Earth. Individuals wanting to use GNSS to determine their position must have an antenna that receives the signals coming from the satellites and a receiver that translates these signals. The antenna position will be deduced from the measurements of the time delay between the emission time (satellite) and the reception time (receiver) for at least four signals coming from different satellites [229]. Most importantly, the atomic clocks onboard the satellites are all synchronized so that the signals coming from the different satellites of the same constellation share the same reference time scale.

Although a GNSS is the space technology that is highlighted in this review, often mentioned in global health applications is the use of a geographic information system (GIS). A GNSS allows a user to determine the location of an object or individual, whereas a GIS is the system for storing, combining, and displaying data (partly coming from GNSS) on a map. It allows users to easily visualize spatial data, analyze them, and interpret trends or patterns.

### Insights From the Literature Review

Seven themes were identified after the literature review and are shown in Table 3.

Main themes of global health applications in the GNSS domain were identified, and the total number of resources per theme were counted as described in the Methods section.

GNSS was used in epidemiological studies, often in combination with GIS and remote sensing. NCDs were the focus of many studies, whether directly as a measured outcome, or because of their risk factors being studied [239,236,232,245]. Physical activity (PA) was a very popular research area [243,237,247,233,250], most notably in children and adolescents [230,242,240,248,234,244,231]. Edwards and authors [234] assessed adolescents’ use of public parks with regards to the features of the parks. The parks were characterized using GIS and a desktop auditing tool that uses remote sensing techniques, whereas the adolescents were surveyed to assess their activities. In two other studies in the United States and Switzerland [244,231], participants wore GPS receivers and accelerometers, enabling researchers to assess and compare the intensity and location of the PAs. Links between different locations (home, playground, sidewalk, and more) and the intensity of PA were identified. In addition to PA, the built and natural environment were studied for their associations with NCDs. Researched environmental determinants of health ranged from air pollution [291,251] and water quality monitoring [246,241] to the complex ways in which climate change impacts global health [259]. For this purpose, researchers used GNSS and satellite imagery in a variety of ways. Interestingly, happiness was also studied as a health outcome. MacKerron and Mourato (2013) [238] used GPS to locate individuals at various, spontaneous moments while they answered questions about their subjective well-being. They found that participants were substantially happier in natural rather than urban environments. The variety of ways in which GIS can be used in environmental epidemiological studies was reviewed by Nuckols et al (2004) [282], who concluded that GIS and GPS are useful tools in providing precise locations of subjects and studying proximity and level of exposure to environmental contaminants.

### Table 3. Main themes in the global navigation satellite systems (GNSS) domain.

<table>
<thead>
<tr>
<th>Theme category</th>
<th>Theme</th>
<th>Articles identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main themes-C</td>
<td>C-1 Noncommunicable diseases</td>
<td>22 [230-251]</td>
</tr>
<tr>
<td></td>
<td>C-2 Communicable diseases</td>
<td>18 [252,253,254,255,38,48,256-258,95,259-265]</td>
</tr>
<tr>
<td></td>
<td>C-3 Innovative methods for research</td>
<td>26 [266-291]</td>
</tr>
<tr>
<td>Secondary themes-D</td>
<td>D-1 Autonomy improvement</td>
<td>6 [292-297]</td>
</tr>
<tr>
<td></td>
<td>D-2 Transportation</td>
<td>5 [298-302]</td>
</tr>
<tr>
<td></td>
<td>D-3 Health care access</td>
<td>4 [303-306]</td>
</tr>
<tr>
<td></td>
<td>D-4 Accurate timekeeping</td>
<td>1 [307]</td>
</tr>
</tbody>
</table>
GPS devices on medicine is discussed in Pager’s article, *Impacts for medicine of global monitoring* [283].

Geolocation of individuals has been used in the assistance of mentally or physically impaired individuals to improve their autonomy [294,297]. Alisky [293] presents hypothetical scenarios whereby GPS devices can be of assistance. For instance, in the case of an individual with partial complex seizure disorder, the individual can wear a GPS-enabled watch that will notify a health management center in the case of a seizure. Gallay et al [292] give a review of GPS technologies that have already been available to aid visually impaired individuals to navigate their surroundings. They discuss several limitations, eg, that the GPS receiver does not work well unless satellite coverage is satisfactory, and this is affected by climatic conditions as well as the user’s location. GPS can also be of assistance for persons suffering from dementia. This could be achieved through orientation and safety cues, daily reminders of activities, protection against wandering, and direct links to medical assistance in case of incapacitation. Potential benefits are decreased stress and workload for formal and informal caregivers, decreased institutionalization, and thus, lower costs.

Geolocation is also helpful in promoting health care access in different settings [306,303]. In Bolivia, Perry et al [305] used GPS techniques and satellite imagery of the remote, impoverished, and mountainous region of Andean Bolivia to create a GIS that enabled them to assess the physical accessibility of several populations to health care services and auxiliary nurses [305]. Their findings demonstrate how medical geography can be used for better informed health care policy and planning decisions. Tassetto et al [286] tested a novel method to locate victims of disaster by using their existing portable devices (such as simple mobile phones or laptops) and the existing cellular network. Their proposed technology is mediated by a satellite system and requires little action by victims. Although this new system has been tested in experimental settings, it is yet to be used in real-life scenarios. In northern Nigeria, polio vaccination teams were tracked with handheld GPS devices, and their movements were overlaid on catchment area maps [304]. This method allowed the identification of low vaccine coverage areas and was identified as a tool to improve microplanning of global health projects.

The use of GNSS to improve transportation for improved public health appears as one area in which there is a huge potential for growth, for instance by preventing road accidents. Guo et al [301], working under the current constraints of suboptimal space-time reference for vehicles, conducted research with the aim of locating vehicles with high precision, down to the lane in which the vehicle is moving. This has immense safety implications which, in addition to a safety notification system, can provide information on high-risk vehicles (eg, trucks carrying chemicals) or high-priority-of-way vehicles (eg, school buses) and can also track illegal or dangerous vehicle movements [301]. Other transportation-related GPS studies have focused on speeding [300], commute routes, and daily mobility [299,298], as well as emergency patient transportation [302].

Finally, in a category of its own, accurate timekeeping using GPS was a proposal brought forth by Aljewari et al, especially in settings where time is of utmost importance, such as in hospitals [307].

**Domain C: Satellite Communication**

**Definition**

Satellite communication is the ability of information to travel from one area to another via a communication satellite that is in orbit around the Earth. It is often performed with mobile satellite phones and is distinct from cellular phones that use earth-based towers that form a cellular network. “Wide area coverage, reliable data delivery, and robustness and broadcast or multicast are the unique features of satellite systems” [308].

**How It Works**

Satellite communication has two main components: the ground segment, which consists of fixed or mobile transmission, reception, and ancillary equipment, and the space segment, which primarily is the satellite itself. A typical satellite link involves the transmission (uplinking) of a signal from an Earth station to a satellite. The satellite then receives and amplifies the signal and retransmits it back to Earth (downlinking). Satellite receivers on the ground include direct-to-home satellite equipment, mobile reception equipment in aircraft, satellite telephones, and handheld devices [309].

**Insights From the Literature Review**

This domain was largely centered on telemedicine, often combined with tele-education. Health-on-the-go is defined below with several examples from the literature, and there are a handful of demonstrations of how satellite communication can be of importance in disaster situations. Main themes are presented in Table 4.

Main themes of global health applications in the satellite communication domain were identified, and the total number of resources per theme were counted as described in the Methods section.

Telemedicine is the application of communication technologies to the field of health in instances where medical expertise or resources are not available on site for different reasons. These reasons, nonexhaustively, include the geographical distance; physical barriers (mountains, space, desert, etc) and insufficient time or resources to transfer a patient. Often, the patient may be in the physical presence of a health care provider (HCP), but telemedicine could mean connecting the two parties to a third party at a distance, such as a medical specialist or a general practitioner (GP) if the HCP is a nonphysician. Telemedicine is possible via satellite and cellular network. This review is limited to telemedicine by means of satellite communications. More in-depth assessment of the definition and breadth of telemedicine can be found in several review and discussion references [390,386,337,393,441,383,352,353], some theoretical articles linking satellite communication with health [441,415,446,448,372,444,451,453,449,445,442,454,447,364,450], as well as country reports [330,387,322,378,343,355,359,325,321,399].
A first example is in Thailand, where the country’s first communication satellite, THAICOM, was launched in 1993. HCPs in rural areas were connected with specialists in urban areas, and consultations became possible, with two main components: videoconferencing and exchange of medical images. Thailand’s telemedicine network is housed in its Ministry of Public Health, with all hospitals that are in the telemedicine network also having a direct communication link with the government base. The Thai example illustrates a common model of telemedicine and teleconsultation: access to expert opinion by GPs, nurses, or paramedics via videoconferencing or textual exchange [373,368, 315,318,316,397,351,314]. These are often accompanied by still images from radiography [332,361,311] or dermoscopy [356], but innovative advances have made possible the transfer of 3D images [381] and live ultrasound feed [331,374,317,326].

Use of telemedicine methods has been reported in various medical fields including dermatology [345], pediatrics [327], and surgery. Telesurgery [376] has been trialed on internal mammary artery dissection in pigs with robotic technology to determine feasibility and bandwidth requirements. The authors concluded that telesurgery via satellite communication is feasible and also identified the limit of satellite bandwidth below which it cannot be performed (3 Mb/s).

Telemedicine using satellite communication may also be useful for a country’s defense system. By equipping more than 300 US Navy ships with telemedicine capabilities, researchers estimated that 17% of medical evacuations could be avoided, representing US $4400 savings per single medical evacuation [384]. Similarly, German defense units have access to a telemedicine workstation, accompanied by a medical officer present on-board the ship or at the unit [371]. This station has the possibility of being equipped with various medical devices (X-ray film digitizer, dermatoscope, otoscope) and can also contain other imaging methods (eg, videocamera and ultrasound). The authors propose cooperation not only between civilian and military health service providers but also military-military cooperation between the medical services of allied armed forces.

As the field of telemedicine is both broadly defined and applied, as well as having fluid borders with tele-education and health-on-the-go, further sources were found in this search that do not fall under the broader categories discussed above [310,312,313,319,320,323,324,328,329,333-335,338,339,341,342,344,347-350,354,357,358,360,362,363,365,369,370,375,377,379,380,382,385,388,389,412,391,392,394,452,395,398]. Medical tele-education, the practice of providing new or continuing medical education via distance learning, often uses the same networks and infrastructures as telemedicine does. It is especially useful for HCPs who are located far from teaching facilities [321,400,401,403-411]. The Réseau en Afrique Francophone pour la Télémédecine network is one such example of successful implementation of tele-education; a model that has expanded into multiple countries and continents [402]. Health educators, usually located in teaching universities of larger cities of the region, teach courses to HCPs in peripheral areas in real time. Two-way communication enables students to ask questions and collaborate with the lecturer. Exchanges in the same country or between neighboring countries are promoted as much as possible to build capacity and collaboration. Another application of tele-education is implemented in Japan, where 39 universities and institutes were connected by satellite for a joint radiology conference [413]. Participants engaged in discussions around various images, and the results of a survey to radiologists after the conference showed that while the technology used may not be good for diagnosing purposes, it is useful for discussion and educational purposes.

The third broadly studied area of satellite communication and global health is what we refer to as health-on-the-go. In this theme, which can be considered as subcategory of telemedicine, mobile medical units can provide treatment and can transmit health information (text, health parameters, images, laboratory exams) using satellite communication [426,427,421,419,422,414,418]. This gives the ability to provide health care services to individuals over a large area that may be deprived of traditional communication systems. The TraumaStation is one such device, a portable and lightweight suitcase that carries ultrasound, electrocardiogram, blood pressure, and oxygen meter apparatus [425]. The TraumaStation allows for telecommunication with instant messaging and real-time video stream through satellite and a variety of other gateways. Alternatively, the HOPEmobile provides biometric measurement (body mass index, cholesterol, glycosylated hemoglobin, and retinal screening) from a mobile unit [416]. The study reported a return on investment of US $15 for every US $1 spent and a significant reduction in overall cholesterol at the second screening of a patient. Finally, Guo and colleagues (2015) [417] describe a portable, robust, and low-power device...
that performs all essential functions of enzyme-linked immunosorbent assay and can thus diagnose diseases in remote, mobile contexts. The results can then be sent via cell phone short message service (SMS) messaging or in email format via satellite. The authors describe how patient confidentiality is taken into account through the usage of this device. Another area of health-on-the-go is emergency patient transportation. The transmission of the patient’s medical history, vital signs, and laboratory exams (for instance electrocardiogram) during the transport can allow a remotely based medical expert to guide the management of the patient. Nakajima et al [424] explain that 3G mobile networks tend to be sensitive to congestion in urban areas and that the satellite provides a good solution to counter this. One technical innovation in this area includes the Emergency Medical Video Multiplexing Transport System. This divides a patient’s live video stream from a medical vehicle into four pieces, and these translate to high-quality videos that can be viewed by emergency doctors in a remote location [423].

Satellite communication is also valuable in emergency situations arising from natural disasters, man-made disasters (e.g., terrorism and war), highly contagious diseases, or large-scale epidemics [431, 436, 437, 433, 432, 430, 429, 435, 439, 434]. Satellites for Epidemiology (SAFE) is a system for early health warnings in a postdisaster period. It is a system that combines satellite, radio, wireless networks, and GIS to promptly identify and respond to a disease outbreak. SAFE’s added value is reported to be its integration into already-existing national, regional, and international preparedness plans [428]. Existing cellular and telephone networks almost always become overloaded or disabled following disasters, so satellite communication methods are superior in these instances. For this reason, East Carolina University tested the time it would take to set up a fault-tolerant communications infrastructure from scratch; one component of several being the satellite connection. They concluded that the time it took to mount the network by technically trained personnel made it a feasible and valuable contribution to disaster response operations. Potential drawbacks of this are that technical experts of the system may need to be made a part of the team of emergency responders and that in case of loss of electrical power, alternative methods need to be used [438].

Domain D: Human Space Flight

Definition

We looked for evidence on how inhabited space flight-associated technologies and procedures may promote global health.

Literature Review

Two main themes and one secondary theme were identified and are represented in Table 5. Main themes of global health applications in the inhabited space flight domain were identified, and the total number of resources per theme were counted as described in the Methods section.

Telemedicine seems to be one of the dominant theme at the crossings of inhabited space flights and global health. Indeed, providing health care for an astronaut needing medical assistance onboard a space station, or an individual living far from medical expertise in a desolated rural area, may pose similar problems. In both cases, one must deal with the restriction of not being able to quickly transfer the patient and limited medical resources and expertise in the patient's vicinity [366, 462, 463, 465, 467, 466, 468]. Telemedicine thus provides a possible solution in both cases. Interestingly, challenges for successful implementation are similar in space and on earth. They include dealing with low bandwidth connection, maintaining stable electrical power, assuring data storage, developing intelligent software, and training users.

Going further in the similarities between space and earth telemedicine, tele-ultrasound has been extensively designed and tested in space [460, 458, 459, 457, 455, 456, 461, 480] but is also used on earth [484]. In addition, tele-surgery has been developed and practiced on earth [376] and is foreseen to be a requirement to medical support in extraplanetary human outposts [469]. Challenges for this particular implementation notably include the latency between the command and the robot movement, induced by the long distance [469]. Taken together, telemedicine in space and telemedicine on earth are facing similar yet complementary challenges that are potential synergies for researches in the development, implementation, and testing phases.

Among included articles, technology transfer of space technologies to earth appears to be an important topic [470, 429, 471-479, 481]. An example is the successful reprogramming of neural networks initially trained to identify craters or incoming missiles in space toward the detection of cancer-associated breast microcalcifications on mammograms [478, 479, 474]. The potential use, on Earth, of miniature or implantable biometric sensors developed by the NASA sensors 2000! program (S2K!) is another example of technology transfer [472].

The space scientific community is actively conducting research on how to provide adequate life support for long extraterrestrial missions or on extraplanetary outposts. In addition to new technology transfers, outputs from this research should lead to development of new medical procedures that may be applicable on earth [483].

This review focuses on how inhabited space flight-associated technologies and procedures may promote global health. It is important to note that, in addition to global health, the space research community has also been very active in various domains of life sciences. These domains include microgravity physiology, microgravity microbiology, microgravity surgery, radiation medicine, and the study of the psychological effects because of space travel and isolation.

Insights From the Questionnaires

Respondents’ insights were collated and are reported below.

Domain A: Remote Sensing

Stakeholders believe that incorporating environmental exposure data into clinical practice will improve the quality of care. Indeed, diagnostic accuracy may be improved via integration of remotely sensed parameters into decision support tools. For example, knowing that the allergens concentration was high over the last days will increase the probability of asthma when a patient consults for breathlessness.
Table 5. Main themes in the inhabited space flight domain.

<table>
<thead>
<tr>
<th>Theme category</th>
<th>Theme</th>
<th>Articles Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main themes-G</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G-1</td>
<td>Telemedicine</td>
<td>16</td>
</tr>
<tr>
<td>G1-1</td>
<td>Tele-ultrasound</td>
<td>7 [455-461]</td>
</tr>
<tr>
<td>G1-2</td>
<td>General telemedicine</td>
<td>8 [462-466,466,467,468]</td>
</tr>
<tr>
<td>G1-3</td>
<td>Tele-surgery</td>
<td>1 [469]</td>
</tr>
<tr>
<td>G-2</td>
<td>Technology transfer</td>
<td>11 [470,429,471-479]</td>
</tr>
<tr>
<td><strong>Secondary themes-H</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-1</td>
<td>Application of medical procedures</td>
<td>4 [480-483]</td>
</tr>
</tbody>
</table>

Domain B: Global Navigation Satellite Systems

No insights were provided by respondents.

Domain C: Satellite Communications

Stakeholders provided more examples about situations in which telemedicine is used through satellite networks. These situations include people onboard a plane, on a boat, working on an off-shore platform, or on construction sites. Satellite communication may also be necessary to provide telemedicine in remote areas of developed countries. Examples include communications between French overseas territories and the mainland, or locally between islands. In all these cases, satellite communications can be used to compensate for the unavailability of the cellular network.

Domain D: Human Space Flight

In this domain, in particular, stakeholder questionnaires provided insightful additions. Physical inactivity is a major determinant of NCDs such as cardiovascular diseases and osteoporosis. It is thus of particular interest to global health. Despite this fact, studies on the physiological effects of physical inactivity are lacking. In space, astronauts are exposed to microgravity, and accordingly, the space research and development area has been very active in studying the physiological effects of microgravity, notably by using ground-based bed rest analog. As microgravity partly mimics physical inactivity and aging, space-associated study results may help us to understand the deleterious physiological effects behind those processes. Future joint research programs should thus be encouraged.

As another example of space technology transfer, bone quality measurement tools were initially developed by the space industry. A NASA review of spin-offs of space research can be found on their website.

Long-term missions will require the development of “integrated countermeasures” to prevent the adverse effects of the space environment, including radiation. These countermeasures may find applications on earth, such as in radiation medicine.

Another challenge is to be able to personalize space medicine, which is a major trend in nowadays medicine. Moreover, when thinking about long flight duration, space health systems will need to achieve some level of autonomy, which imply the development of decision algorithms and consistent procedures that may be of benefit to global health, especially in isolated settings.

Finally, another big challenge of human space exploration is to develop a closed-loop environmental system technology to maintain, at low cost, an environment suitable for human life. These technologies include monitoring and control of physical, chemical, and biological environments; waste recycling; and food production. Results from such research may contribute to the development of sustainable and green solutions of benefit to global health.

Discussion

Principal Findings

Using a scoping review methodology, including a literature review and questionnaires to stakeholders, we identified, described, and illustrated key areas in which space technology is, or may be, of benefit to global health. Remote sensing of environmental parameters allows the prediction of communicable and NCD evolution, often in association with GIS and GNSS. GIS and GNSS are also used to bring new insights to epidemiological research, to improve access to health care, to develop autonomy assistance for the disabled, and to assist in disaster response. For this last task, space communications are also used, as well as in telemedicine and tele-education. Finally, some technologies and procedures developed by the space industry for inhabited-space flights are applied on earth. Overall, our results strengthen the vision that space technologies and global health are two synergistic fields, and they help us to identify perspectives and issues for the coming years that will be discussed in this section.

Remote Sensing

Remote sensing brings new tools for monitoring diseases, investigating their association with multiple sensed parameters, and ultimately creating an intelligent alert system. The literature is particularly abundant on infectious diseases and air pollutants. One limit is that most studies do not link directly sensed parameters to health outcomes but rather to some disease determinants (disease vectors, air pollutants). This is an interesting first step as it gives insight to more than one disease. Yet, more studies investigating direct health outcomes are needed to allow the creation of relevant models that will guide public health decisions. Importantly, the limited presence of
environmental monitoring systems in low-income countries is an obstacle. Moreover, achieving high spatial and temporal resolution either by hardware improvement or through the development of numerical models is an important challenge in remote sensing. Finally, the sustainability of the developed alert systems, as well as their reproducibility across different geographical areas, must be evaluated. In addition to adding value at the population level, remote sensing used in combination with GNSS holds great potential to assist caregivers in their routine decision making for individual patients. This could be done, eg, by assessing relevant environmental data for each patient.

Global Navigation Satellite Systems
The last example illustrates the synergy between remote sensing, GIS, and GNSS applied to global health. Indeed, most of the epidemiological studies identified in this review and aiming at predicting disease evolution based on environmental parameters are using GIS and GNSS, in addition to remote sensing. GNSS and GIS are also used in innovative epidemiological methodologies for activity tracking (eg, movement or localization as an outcome or a determinant), randomization, or population estimation. Disaster response and autonomy improvement of disabled patients constitute two other fields in which these technologies are used. Requirements for the successful use of GNSSs are stable and easily accessible signals, as well as procedures preventing power failure. Combining space-, cyber-, and ground-data thus holds a great potential. The use of big data analytics and machine learning may lead to further applications that are not even suspected nowadays. Creating a platform warranting availability, interoperability, and quality of data issued from different sources is a requirement to go further in this direction.

Satellite Communications
Satellite communications are mainly used when standard telecommunications using landlines and antenna are not available, such as in disaster situations. Through these networks, telemedicine and health tele-education are possible. Bringing medical expertise at distance is useful in various places such as in isolated rural areas, areas affected by natural disaster, but also elderly homes, isolated places in high-income countries (northern Canada, Alps), ambulances, and remote work places (off-shore platforms, boats, airplanes). In addition to information exchanges, telemedicine encompasses laboratory exams and medical procedures at distance and sometimes in real time. Examples include tele-echography, tele-electrocardiogram, tele-dermatoscopy, and tele-surgery.

Human Space Flight
In parallel, research in outer space has been very active in developing telemedicine, including tele-echography and tele-surgery. In space and on earth, challenges for the development, implementation, and testing of telemedicine are similar and complementary. Strengthening existing collaborations in the field and creating new ones thus appear particularly relevant. In addition to telemedicine, we retrieved from the literature evidence of technology and medical procedure transfers from the space industry to the health sector. However, the number of articles retrieved was small and is probably not a true reflection of all ongoing synergies. This was confirmed by the questionnaire results that identified additional examples and themes such as the use of microgravity to study the physiology of physical inactivity, which is a major and frequent determinant of NCDs. Overall, it seems that encouraging collaborations between the space and health sectors is of particular interest for this domain (inhabited space flights). Moreover, reinforcement of the scientific publishing and public communication is needed to strengthen the scientific community awareness of the existing synergies.

Value Added From Questionnaires
In all collected questionnaires, the potential of space applications to improve global health was reported to suffer from a lack of awareness among health workers and space researchers. Moreover, a deficit in space-associated skills and knowledge was also reported for health researchers. More interdisciplinary collaboration and an easier access for health researchers to space technologies was expressed. Finally, a gap in organizational level activities was identified. Accordingly, efforts are reported to be necessary to:

- Raise awareness on the potential global health applications of space technologies
- Train researchers interested in the field
- Promote interdisciplinary collaborations
- Improve the organizational-level governance

Results from the questionnaires suggested the reinforcement of public communication and the organization of dedicated conferences and training sessions as a first step toward a more comprehensive solution. Moreover, early involvement of end users and policy makers in the various projects has been suggested to improve their relevance.

Implications of the Research
By providing a thorough review of the published literature on space and global health, as well as the identification of key stakeholders, this work presents a solid base for improving mutual understanding between the two domains. This should lead to more synergies among the various actors, including the development of formal interagency coordination mechanisms. Comprehensive strategies to address sustainable development goals must indeed leverage the complementary competencies from UN agencies such as the WHO, the UNOOSA, UNOSAT, as well as other organizations such as the GEO.

Limitations
This review has several limitations. A scoping review is a methodology useful to gather as many insights as possible on a broad subject, such as this one, to achieve a better awareness of the question and its past and ongoing research, practices, and initiatives. We chose this methodology as it matches our objectives well. The searches that we ran gave us thousands of hits but only came from two search engines: PubMed and RERO Western Swiss database. Moreover, only 3 of the 16 questionnaires sent were answered despite two reminders. Accordingly, we can’t exclude that eventual supplementary themes were missed. In addition, the low response rate to the
questionnaire may have introduced biases in the insights that were reported. Insights gathered from the questionnaires should thus be considered as expert opinions. Another limitation to our study is that we cannot draw definitive conclusions on precise subthemes and questions (eg, is remote sensing effective in predicting malaria outbreaks in Africa?). For this purpose, systematic reviews are needed. The different domains that guided the searches were suggested by the Expert Group on Space and Global Health. This group is mainly constituted by key stakeholders of various national space agencies and public health authorities. Accordingly, it is unlikely that an important domain was missed, but it constitutes a limitation to our study.

The language barrier is another one. Indeed, the space literature in Russian or Japanese is abundant and not always available in an English translation, save for the abstract. Accordingly, key concepts may have been missed.

As the paper has technology at its core, one must note that articles used in the review date back to 1981. Space technology and access to it has improved significantly since then, but to remain aligned with the goal of the review, we reference all relevant articles. Nevertheless, as ease of use and access to space technology has improved in recent times, as well as an increased human presence in outer space, the themes will be largely shaped by more recent articles, simply as there are more of them.
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Abstract

Background: The ubiquitous use of electronic health records (EHRs) during medical office visits using a computer monitor and keyboard can be distracting and can disrupt patient-health care provider (HCP) nonverbal eye contact cues, which are integral to effective communication. Provider use of a remote medical scribe with face-mounted technology (FMT), such as Google Glass, may preserve patient-HCP communication dynamics in health care settings by allowing providers to maintain direct eye contact with their patients while still having access to the patient’s relevant EHR information. The medical scribe is able to chart patient encounters in real-time working in an offsite location, document the visit directly into EHR, and free HCP to focus only on the patient.

Objective: The purpose of this study was to examine patient perceptions of their interactions with an HCP who used FMT with a remote medical scribe during office visits. This includes an examination of any association between patient privacy and trust in their HCP when FMT is used in the medical office setting.

Methods: For this descriptive, cross-sectional study, a convenience sample of patients was recruited from an outpatient dermatology clinic in Northern California. Participants provided demographic data and completed a 12-item questionnaire to assess their familiarity, comfort, privacy, and perceptions following routine office visits with an HCP where FMT was used to document the clinical encounter. Data were analyzed using appropriate descriptive and inferential statistics.

Results: Over half of the 170 study participants were female (102/170, 59.4%), 60.0% were Caucasian (102/170), 24.1% were Asian (41/170), and 88.8% were college-educated (151/170). Age ranged between 18 and 90 years (mean 50.5, SD 17.4). The majority of participants (118/170, 69.4%) were familiar with FMT, not concerned with privacy issues (132/170, 77.6%), and stated that the use of FMT did not affect their trust in their HCP (139/170, 81.8%). Moreover, participants comfortable with the use of FMT were less likely to be concerned about privacy (P<.001) and participants who trusted their HCP were less likely to be concerned about their HCP using Google Glass (P<.009). Almost one-third of them self-identified as early technology adopters (49/170, 28.8%) and 87% (148/170) preferred their HCP using FMT if it delivered better care.

Conclusions: Our study findings support the patient acceptance of Google Glass use for outpatient dermatology visits. Future research should explore the use of FMT in other areas of health care and strive to include a socioeconomically diverse patient population in study samples.

(J Med Internet Res 2018;20(6):e10762) doi:10.2196/10762
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Introduction

In an effort to improve health care quality, outcomes, and reduce health care costs, the Health Information Technology for Economic and Clinical Health (HITECH) Act [1] mandated the use of electronic health records (EHRs). Across the country, EHRs are now almost ubiquitous being used to support patient care by means of clinical decision support and reduction of medical errors; however, they have been associated with unintended consequences for health care providers (HCPs). HCPs are citing increased EHR administrative tasks as a key cause of clinician burnout [2]. In fact, time log studies have demonstrated that HCPs are spending more time in performing administrative tasks such as charting and less time face-to-face with their patients [3-5]. Increased administrative burden affects providers’ work-life balance, leading to decreased physician job satisfaction and burnout [6]. Increased burnout may prompt providers to leave the field of medicine. Furthermore, the use of EHR changes the patient-provider communication dynamic by drawing HCP attention away from patients [7,8], despite evidence that direct eye contact promotes effective patient-HCP communication [9]. Poor communication between patients and HCP can also affect rapport, patient satisfaction, adherence to treatment, clinical outcomes, and patient trust [10,11], highlighting the importance and need for solutions to preserve the connection that patients need with their clinicians.

The integration of medical scribes into clinical care has been introduced as one method used to preserve patient-HCP eye contact and communication and reduce HCP workload and charting [12]. Having a scribe perform EHR documentation of the clinical visit, providers can focus their attention on the patient. In this capacity, medical scribes can be present in the examination room during the medical visit or could work remotely. Remote “virtual scribes” are also able to chart patient encounters in real-time working on or off site from a Health Insurance Portability and Accountability Act (HIPAA)–secure location, significantly reducing data entry workload that EHRs place on HCPs [13]. The addition of a virtual scribe can play a critical role in the provider–patient experience by decreasing charting and allowing the provider to fully engage with the patient and, thereby, positively impacting the patient experience [12].

Google Glass (GG), a face-mounted wearable technology, is emerging as a tool in health care settings. It has been used in several patient care areas including remote electrocardiogram interpretation [14], evaluation accuracy and triage times among paramedics in the field [15], and radiological intervention procedures [16]. Although such studies have demonstrated the value of using face-mounted technology (FMT) in health care, little is known about patient perceptions surrounding providers’ use of this technology. Prochaska and colleagues [17] surveyed patient perceptions of GG in a sample of hospitalized patients. In that sample, most respondents were unfamiliar with GG. Nearly half of respondents were concerned about privacy, but most patients were open to their providers using GG if it would improve their care.

At our organization, remote scribing via FMT was implemented to tackle the issue of burnout by connecting clinicians to remote medical scribes during patient visits and enabling real-time documentation in the EHR. Initial data has demonstrated a promising reduction in HCP EHR documentation burden. However, with the growing use of remote scribing via FMT in patient care, little empirical attention has been given to FMT and patient perceptions of FMT use in outpatient settings. The purpose of this study was to examine how the use of remote scribing with GG, by HCPs, is perceived by patients in an outpatient clinical setting.

Methods

Overview

This descriptive cross-sectional study was approved by the Fresno State University and Sutter Health’s Institutional Review Boards. A convenience sample of patients over 18 years of age, who could read and understand English, and who were being seen for an outpatient dermatology office visit by an HCP who used FMT were invited to participate. At the time of data collection, 4 out of 11 HCPs in the outpatient dermatology clinic used FMT.

Study Recruitment

Participants were approached by the principal investigator (PI) after their clinic office visit and were provided with a description of the study. Interested participants were taken to a private room in the clinic where the PI or research assistant verified that the study criteria were met and informed consent was obtained. Study questionnaires were completed on computer tablets, which took 5-10 minutes. Data collection occurred over a 4-day period in September 2017.

Measures

Participants were asked to provide general demographic data, including gender, age, race, and education level. Following this, they completed a 12-item questionnaire, which was adapted from the questionnaire developed by Prochaska and colleagues [17], with added questions regarding the level of technology and privacy. The items assessed patient familiarity, comfort, and privacy level with FMT as well as their trust, relationship, and communication with their HCP. Patient trust in HCP was rated on a 4-point Likert scale from 1 to 4 (more likely to trust provider, no change, less likely to trust provider, or I do not know). Relationship and communication with HCP was rated on a 10-point scale, from 1 (poor relationship/communication) to 10 (excellent relationship/communication). Participants were also asked to rate their level of technology adoption (innovator, early adopter, early majority, late majority, and laggard). Space was left at the end of the questionnaire for participants to add any additional comments.
Technology and Equipment
GG is a face-mounted device that is similar to eyeglasses. The GG unit has the capability to connect to a phone via Wi-Fi enabling hands-free internet access. A small optical display is mounted above the right eye and a camera, a microphone, a speaker, and wireless connectivity is built into an eyeglass frame, which is operated through voice commands and a touchpad (see Figure 1). Each HCP in the study facility was assigned his or her own pair of GG. Custom lenses, which were compatible with GG, were available for HCPs requiring prescription glasses. Patients provided verbal permission for HCP to use GG at the beginning of each visit. In cases wherein permission was not granted, HCPs removed the GG device and remote documentation for the visit was not done.

The remote scribe observes the clinician–patient interaction and performs the documentation of the visit with HCP speaking “out loud” about the subjective history, objective findings, assessment, and treatment plan. Any comments or clarifications that the remote scribe has are communicated back via written messages that appear on the FMT display and are only visible to HCP. Remote scribes can also provide patient information within the field of vision via FMT, such as requests for data lookup from the EHR, so that HCP can simultaneously perform other tasks or procedures. HCPs have the ability to receive data and input patient information through the small screen within the FMT lens, which is only discernible to the wearer, from the remote scribe. This reduces the need for HCP to look away to a desktop screen, allowing HCP to focus on the patient.

At the time of data collection for this study, HCPs had been using GG for approximately 12 months. Each HCP was assigned his or her own GG device and remote scribe. All communication between the remote scribe and HCP was encrypted and followed HIPAA operational, security, and privacy protocols to safeguard patient information. All remote scribe facilities completed a rigorous security and privacy review, which was conducted by an independent third-party auditor prior to HCP use with patients.

Data Analysis
Descriptive data, including participant characteristics, and some questionnaire data were analyzed using descriptive statistics (frequencies, means, and measures of central tendency). Appropriate inferential statistics, including chi-square and analysis of variance tests, were used to identify the associations between variables. Narrative comments were reviewed by the research team for common themes.

Results
Participant Characteristics
Of the 170 participants who completed study questionnaires, over half (102/170, 59.4%) were female. The largest ethnic demographic was Caucasian (102/170, 60.0%) and second was Asian (41/170, 24.1%). The majority were college-educated or more (151/170, 88.8%). Patient ages ranged from 18 to 90 years of age (mean 50.5, SD 17.4; see Table 1).

Patient Perception of Google Glass
Level of Technology
When asked to describe feelings about new technologies, 25 participants (14.7%) classified themselves as innovators (the first to adopt new technologies) and 24 (14.1%) as early majority (adopt new technology when it is still new but most people do not have it). Seventy-three (42.9%) classified themselves as early adopters (selective in adopting new technology), 41 (24.1%) rated themselves as late majority (adopt new technology after the majority of people are using it and it becomes commonplace), and 7 (4.1%) were laggards (one of the last to adopt new technology; you wait until all the bugs are out and it is inexpensive to purchase). Participants with a higher level of education were significantly more likely to be among the first to adopt a new technology ($X^2=64.8, P<.001$).

When asked about their concerns surrounding the use of FMT, the majority (122/170, 73.9%) stated that they had no concerns, few (15/170, 8.8%) stated that they have security-related concerns, and very few (2/170, 1.2%) stated that FMT might be distracting.
Table 1. Participant characteristics (N=170).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td>50.5 (17.4), 18-90</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>101 (59.4)</td>
</tr>
<tr>
<td>Male</td>
<td>69 (40.6)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>102 (60.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>41 (24.1)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>12 (7.1)</td>
</tr>
<tr>
<td>African American</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (6.4)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Completed high school</td>
<td>11 (5.9)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>16 (9.4)</td>
</tr>
<tr>
<td>College degree</td>
<td>60 (35.3)</td>
</tr>
<tr>
<td>Post graduate</td>
<td>75 (44.1)</td>
</tr>
<tr>
<td>Other/prefer not to answer</td>
<td>9 (5.3)</td>
</tr>
</tbody>
</table>

**Familiarity and Comfort With Google Glass**
A large number of participants (118/170, 69.4%) reported being very or somewhat familiar with FMT, 87.1% (148/170) were extremely or somewhat comfortable with their HCP using FMT during the office visit, and 87.1% (148/170) preferred their HCP use FMT if it helped them deliver better care. Additionally, participants who were comfortable with their HCP using FMT were less likely to be concerned about privacy ($X^2_{16}=89.40$, $P<.001$).

**Privacy and Trust**
Few (38/170, 22.4%) participants reported being very or somewhat concerned with privacy. The majority (139/170, 81.8%) reported no change in their level of trust related to the use of FMT with 12.9% (22/170) reporting that the use of FMT would increase trust in their HCP. A significant relationship was noted between the participants’ privacy concerns relating to the use of FMT and trust in their HCP ($X^2_{12}=26.5$, $P<.009$).

**Relationship and Communication**
Participants’ relationships with their HCP averaged to 9.4 (SD 0.93) and communication averaged to 9.5 (SD 1.10) on 10-point scales (Table 2). Chi-square tests of independence were performed to examine the relationships between variables (see Table 2 for complete survey results).

**Participant Narrative Comments**
Fifty-five participants (32.4%) provided narrative comments at the end of their surveys. Comments conveyed not noticing HCP was using FMT; for example, “I was so involved in our visit, I didn’t even notice” and “I didn’t really even notice FMT for most of the visit” as well as an overall feeling of FMT being associated with better care, “If it helps her keep track of my care, I am all for it,” “I feel more details are being documented,” and “If it helps with transcription then it is a great idea.” Comments also conveyed patient satisfaction; for example, “If it provides more face time with the doctor, I think it is worth it,” and “It is nice to have more interaction with the doctor versus them looking at the computer to take notes.”
<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are you familiar with Google Glass?</td>
<td></td>
</tr>
<tr>
<td>Very familiar</td>
<td>16 (9.4)</td>
</tr>
<tr>
<td>Somewhat familiar</td>
<td>102 (60.0)</td>
</tr>
<tr>
<td>Neither familiar or unfamiliar</td>
<td>16 (9.4)</td>
</tr>
<tr>
<td>Somewhat unfamiliar</td>
<td>11 (6.5)</td>
</tr>
<tr>
<td>Very unfamiliar</td>
<td>25 (14.7)</td>
</tr>
<tr>
<td>How comfortable were you when your dermatology provider was wearing Google Glass?</td>
<td></td>
</tr>
<tr>
<td>Extremely comfortable</td>
<td>110 (64.7)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>38 (22.4)</td>
</tr>
<tr>
<td>Neither comfortable or uncomfortable</td>
<td>19 (11.2)</td>
</tr>
<tr>
<td>Somewhat uncomfortable</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Extremely uncomfortable</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Was privacy a concern when your dermatology provider was using Google Glass?</td>
<td></td>
</tr>
<tr>
<td>Very concerned</td>
<td>10 (5.9)</td>
</tr>
<tr>
<td>Somewhat concerned</td>
<td>28 (16.5)</td>
</tr>
<tr>
<td>Neither concerned or unconcerned</td>
<td>35 (20.6)</td>
</tr>
<tr>
<td>Somewhat unconcerned</td>
<td>15 (8.8)</td>
</tr>
<tr>
<td>Very unconcerned</td>
<td>82 (48.2)</td>
</tr>
<tr>
<td>How did Google Glass affect your trust in your dermatology provider?</td>
<td></td>
</tr>
<tr>
<td>More likely to trust my provider</td>
<td>22 (12.9)</td>
</tr>
<tr>
<td>No change</td>
<td>139 (81.8)</td>
</tr>
<tr>
<td>Less likely to trust my provider</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>I do not know</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>If your dermatology provider said that Google Glass helped them to deliver better care, would you want them to wear Google Glass during your next visit?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>148 (87.1)</td>
</tr>
<tr>
<td>No</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>I do not know</td>
<td>11 (6.5)</td>
</tr>
<tr>
<td>I need to know more</td>
<td>8 (4.7)</td>
</tr>
<tr>
<td>Would you have concerns if your dermatology provider used Google Glass during a visit? Check all that apply.</td>
<td></td>
</tr>
<tr>
<td>I would have no concerns</td>
<td>122 (73.9)</td>
</tr>
<tr>
<td>Security</td>
<td>15 (8.8)</td>
</tr>
<tr>
<td>Privacy</td>
<td>28 (16.5)</td>
</tr>
<tr>
<td>It may be distracting</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Unfamiliar with Google Glass</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>Other: Security and Privacy</td>
<td>8 (4.7)</td>
</tr>
<tr>
<td>Multiple answers</td>
<td>11 (6.6)</td>
</tr>
<tr>
<td>Choose the phrase from the list below that best describes your feelings about new technologies. You are:</td>
<td></td>
</tr>
<tr>
<td>An Innovator: First to adopt new technology</td>
<td>25 (14.7)</td>
</tr>
<tr>
<td>An Early Adopter: Selective in adopting new technology</td>
<td>73 (42.9)</td>
</tr>
<tr>
<td>An Early Majority: Adopt new technology when it is still new but most people do not have it</td>
<td></td>
</tr>
<tr>
<td>A Late Majority: Adopt new technology after the majority of people are using it and it becomes commonplace</td>
<td>41 (24.1)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

To our knowledge, this is the first study to examine patient perceptions of FMT in an outpatient clinical setting; our findings build upon the work of Prochaska and colleagues [17] who examined patient perceptions of GG in a hospital setting. Although the primary reason FMT was implemented at our organization was to decrease charting documentation time and reduce clinician burnout, our results showed that FMT allowed providers to improve their interactions with patients. Remote medical scribes can alleviate HCP documentation burden and our findings support the use of virtual scribes and FMT, given that few participants expressed concern (38/170, 22.4%) with the use of FMT. 81.8% (139/170) reported no change in their level of trust with the use of FMT, and 87.1% (148/170) wanted their HCP to use FMT if it helped him or her deliver better care. Overall, our findings are in agreement with those of the study conducted by Prochaska and colleagues [17] who found that 65% (56/86) of respondents wanted their doctors to wear GG if it improved their care.

A key consideration with the deployment of remote scribes is how FMT might affect privacy and trust between the clinician and patient. Contextually, this is interesting because unlike in-person scribes that are physically present in the exam room at time of the clinical encounter, the remote scribe is not known or ever seen by the patient. In contrast to the study by Prochaska and colleagues [17], wherein nearly half of respondents were concerned about privacy, fewer participants (38/170, 22.3%) in our study were concerned with the privacy of their personal health information. Participant comments reflected little concern with trust and privacy, and the use of FMT did not change their level of trust in providers. Patients preferred their HCP use FMT (148/170; 87.1%) if it helped deliver better care. Our institution’s deployment of remote scribing over 4 years and patient experience of the benefits versus a survey of the theoretical use of FMT administered in a hospital setting may explain the difference in concerns about privacy in our sample.

 Patients in our study were more familiar with GG (118/170, 69.4%) than those (23/86, 27%) in the study conducted by Prochaska [17]. The majority of our study participants (122/170, 71.7%) considered themselves as early adopters of technology which could be explained by the fact that the study was conducted in Silicon Valley, the nation’s technology center. For many Silicon Valley residents, cutting edge technology is a part of their normal lives [18]. This familiarity and comfort may again be a consequence of an overall higher technology adoption in our geographical region. Although otherwise ethnically diverse, this study’s population was largely college-educated (151/170, 88.8%), which could also have contributed to their comfort and acceptance of the technology.

Study participants gave HCPs, who used FMT, high ratings (9.5 out of 10) regarding the perceptions of effective communication. Patients perceived that HCPs using FMT were more attentive, had greater focus, and communicated greater empathy. Also, based on patient comments, participants were more satisfied with their visits and felt that HCPs delivered more personal experiences by spending less time on the computer. This is supported by literature, which demonstrates that HCPs who spend more time communicating face-to-face, focusing their attention more on the patient and less on EHR, can positively influence their communication with patients [6]. Furthermore, patients noted that the improved interaction with their HCP made them less aware of the use of the GG technology. The use of remote scribing via GG in outpatient dermatology settings may reduce HCP documentation time, increase efficiency, reduce charting errors/omissions, and reduce workflow stress. Health care providers can simply interact with their patient, reviewing their clinical histories and examination findings, empowered by a remote scribe who enters data directly into the patient’s EHR in real-time. This novel approach may facilitate a more meaningful use of EHR and realization of its benefits in clinical care without adding an administrative burden to HCPs. Owing to the fact that EHRs are now an integral part of clinical practice, health care organizations should continue to seek new methods of using EHR in ways that improve provider satisfaction, organizational efficiencies, and patient-provider interactions.

Limitations

Our findings should be interpreted with caution, given the largely insured and well-educated sample, limiting generalizability to lower socioeconomic populations. Additionally, the study sample was drawn from a Northern California clinic located in Silicon Valley, where technology may be more readily accepted than in other parts of the United States. This technology acumen could account for the participants’ lack of concerns when using FMT, and it is possible that the acceptance of FMT would decrease in more rural and conservative areas. Lastly, data regarding participants’ prior encounters with HCPs at the study site were not collected, further limiting study findings.

Conclusions

Our study findings identified a high level of patient acceptance of FMT in a dermatology clinic setting where FMT was implemented in an effort to reduce provider burnout through the use of virtual remote scribes. Future research examining wearable technology such as GG should strive to include patients from other clinical settings and from diverse geographic areas and socioeconomic backgrounds. Other outcomes, for example, HCP satisfaction with FMT, whether the use of FMT increases HCP efficiency/productivity, HCP relationships with medical scribes, and experiences of medical scribes should also be examined in future studies.
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Abstract

Background: Qualitative research methods are increasingly being used across disciplines because of their ability to help investigators understand the perspectives of participants in their own words. However, qualitative analysis is a laborious and resource-intensive process. To achieve depth, researchers are limited to smaller sample sizes when analyzing text data. One potential method to address this concern is natural language processing (NLP). Qualitative text analysis involves researchers reading data, assigning code labels, and iteratively developing findings; NLP has the potential to automate part of this process. Unfortunately, little methodological research has been done to compare automatic coding using NLP techniques and qualitative coding, which is critical to establish the viability of NLP as a useful, rigorous analysis procedure.

Objective: The purpose of this study was to compare the utility of a traditional qualitative text analysis, an NLP analysis, and an augmented approach that combines qualitative and NLP methods.

Methods: We conducted a 2-arm cross-over experiment to compare qualitative and NLP approaches to analyze data generated through 2 text (short message service) message survey questions, one about prescription drugs and the other about police interactions, sent to youth aged 14-24 years. We randomly assigned a question to each of the 2 experienced qualitative analysis teams for independent coding and analysis before receiving NLP results. A third team separately conducted NLP analysis of the same 2 questions. We examined the results of our analyses to compare (1) the similarity of findings derived, (2) the quality of inferences generated, and (3) the time spent in analysis.

Results: The qualitative-only analysis for the drug question (n=58) yielded 4 major findings, whereas the NLP analysis yielded 3 findings that missed contextual elements. The qualitative and NLP-augmented analysis was the most comprehensive. For the police question (n=68), the qualitative-only analysis yielded 4 primary findings and the NLP-only analysis yielded 4 slightly different findings. Again, the augmented qualitative and NLP analysis was the most comprehensive and produced the highest quality inferences, increasing our depth of understanding (ie, details and frequencies). In terms of time, the NLP-only approach was quicker than the qualitative-only approach for the drug (120 vs 270 minutes) and police (40 vs 270 minutes) questions. An approach beginning with qualitative analysis followed by qualitative- or NLP-augmented analysis took longer time than that beginning with NLP for both drug (450 vs 240 minutes) and police (390 vs 220 minutes) questions.
Conclusions: NLP provides both a foundation to code qualitatively more quickly and a method to validate qualitative findings. NLP methods were able to identify major themes found with traditional qualitative analysis but were not useful in identifying nuances. Traditional qualitative text analysis added important details and context.

(Keywords) Qualitative research; natural language processing; text data; methodology; coding

Introduction

Background

Qualitative research methods are increasingly being used in social and health-related research because of their ability to help investigators understand nuances, contexts, and the perspectives of participants in their own words. Qualitative data can include images and videos, but text-based data is the most prevalent. The usual sources of text-based data are open-ended survey items, interview or focus group transcripts, and health record documents. However, text-based data needs different approaches for analysis compared with quantitative data to be able to answer complex research questions.

Qualitative text analysis is a process of analyzing qualitative text data, such as open-ended survey responses and interview transcripts. The process generally involves reading the data, assigning qualitative codes as succinct descriptors of meaning to text segments [1-3], and identifying themes that capture the major inferences to address study aims or research questions. Although the demand for qualitative research is high, it is a relatively labor-intensive process as researchers seek an in-depth understanding. Specifically, text data are dense, and researchers often underestimate the amount of data gathered through qualitative methods [3]. For instance, a 30-min interview yields about 10 pages of single-spaced transcribed text.

The overarching goal of qualitative research is often to provide an in-depth and nuanced report, typically by writing themes and contextualizes them. To achieve depth, qualitative sample sizes tend to be small to allow researchers to complete the analysis and gain a detailed understanding. Despite the small sample size, the coding process alone takes considerable time due to the need to read all data, consider meaningful codes, assign relevant codes to segments, and discuss and reach agreement with other analysts. When sample sizes are large, a similar analysis of the entire database may become prohibitive in terms of time and effort, leading researchers to focus on a smaller, purposive subsample. However, what if it were possible to analyze larger qualitative databases with sufficient depth while reducing these barriers? Such analysis could leverage the depth of qualitative data with the generalizability of a larger, probabilistic sample.

One potential solution to mitigate the resource constraints of qualitative analysis is natural language processing (NLP). NLP is an area of research and application that explores how computers and automated algorithms can be used to understand and manipulate natural language text to accomplish useful, meaningful tasks [5]. It allows for the analysis of substantially larger text databases compared with the typical qualitative analysis methods and has been applied to data from electronic health records [6-8], PubMed [9], social media data [10], and text messages (short message service, SMS) [11]. However, research examining the methodological merits of NLP techniques is necessary to further consider NLP as a feasible and high-quality approach for qualitative analysis. Crowston et al [12] reported a case study about the use of NLP for qualitative analysis of messages to understand interactions between software teams. They found that NLP methods performed well in terms of an accurate number of codes identified and a reduction in the amount of text that humans would also have to code; they also increased the speed of coding. Aside from the groundbreaking study of Crowston et al [12], few methodological researchers have examined NLP through the viewpoint of qualitative analysis. Furthermore, we are aware of no other research that has directly compared qualitative analysis with those augmented with automated NLP approaches for text analysis. We conducted a study to compare NLP and qualitative text analysis on the basis of resources used, similarity of findings derived, and the quality of inferences generated. In this study, we applied both NLP and qualitative text analysis methods to a database of short open-ended survey responses from youth gathered via SMS text messages.

Qualitative and Natural Language Processing Analysis of Text Data

Our intention is to in part bridge the gap between qualitative text analysis and NLP analysis by discussing the merits and limitations of the two approaches and how they complement each other. To understand our methods of text analysis more completely, we have provided an overview of qualitative text analysis and NLP approaches. Here, we have discussed our detailed methods of analysis of text data to provide background explanation because in the method section, we focus on how we compared these two approaches. The following section illuminates the two approaches for those who may be unfamiliar with either. As NLP relies on a computer algorithm to categorize free text, we offer substantially more details about how it is performed to make the use of a computer to analyze text more accessible.

Qualitative Text Analysis

Although numerous methods for qualitative text analysis exist, the general approach involves reading the data and assigning codes to text segments [2]. A code is a concise qualitative label (eg, “exercise,” “staying healthy,” and “harmful”) to identify the meaning in a segment of text. For example, “I like to exercise” might be coded by investigators as “exercise.” Applying the qualitative thematic text analysis approach of
Kuckartz [2], investigators identify codes through the analysis based on reading the data. The process of assigning a code label is subjective; however, procedures are available to establish intercoder agreement through a consensus process. For example, 2 or more researchers may code the same text initially and discuss discrepancies, such as using different codes or synonyms that have virtually the same meaning for a code label. In addition, researchers might use sensitizing concepts [13] to identify some codes a priori based on a theoretical or a conceptual model guiding the research. Considerable debate prevails around that practice, which qualitative purists might consider as too postpositivistic or deductive [1].

Analysis continues as researchers refine the codes used, define each code more precisely, and iteratively develop the code book. Researchers then identify themes or categories that represent major findings of the analysis [2]. Identifying themes is a process of examining patterns and similarities among codes and then interrelating the themes. The themes then comprise the major findings of the analysis. In this study, we applied this thematic text analysis approach to analyze the text data gathered from youth.

Natural Language Processing Framework

NLP is a subfield of computer science and linguistics that deals with algorithms, methodologies, and tools to analyze natural language text and studies grammatical, syntactic, and semantic structure of text. In our study, for example, the SMS text messages comprised open-ended short responses by participants of the survey. Depending on the type of questions, the text responses could be a simple “next,” a preferred choice (eg, “yes” or “no”), or a more verbose answer, for example, in response to a “Why?” question. The preferred choice responses were cleaned by removing punctuation and capitalization and normalized by correcting spelling errors. The “Why?” question responses were also processed with these data cleaning steps, after which they were clustered based on similarity of words.

Word similarity can be computed based on the relative distance between words in a hierarchical word ontology known as WordNet. WordNet is a database for the English language that contains words and multwword phrases and organizes nouns, verbs, adjectives, and adverbs into more than 117,000 synonym sets (known as synsets) [14]. A synset is a set of words that have the same meaning (cognitive synonyms). The synsets are further organized into a hierarchy of “is-a” relations (hypernyms and hyponyms), which could be used to compute similarity of a pair of words. For example, the words “exercise” and “workout” are synonyms and “stretching,” “yoga,” and “calisthenics” are hyponyms of “exercise,” whereas “exertion” is the hypernym of “exercise.” Nouns indicating other exertion activities such as “straining” and “pull” are siblings of “exercise” in the WordNet hierarchy (ie, “straining,” “pull,” and “exercise” are all hyponyms of “exertion”). Based on edge distance between appropriate synsets in this tree-like structure, one could consider that exercise and workout are very similar (an edge distance of 0), exercise and yoga are quite similar (an edge distance of 1), whereas exercise and stretching are even less similar (an edge distance of 2). In contrast, the words exercise and weight, although they appear to be related, have a large tree edge distance and are considered not similar—while one is an activity, the other is an artifact. The performance of WordNet to measure the semantic orientations of adjectives has been measured against human judgment and was found to be very effective [15].

Several similarity measures have been proposed that use the edge distance and other factors in computing word-to-word similarity [16,17]. For example, Wei et al [18] used WordNet to find semantic similarity between words instead of content similarity to improve the effectiveness of automatic text clustering. They explored several semantic similarity measures over WordNet, for example, Leacock and Chodorow similarity [19] and Wu-Palmer similarity [20] for finding semantic similarity in the text clustering technique. They found that Wu-Palmer similarity was a better measure to capture the semantic similarity between words in a text clustering application. Wu-Palmer similarity between two words is the path length to the root node from the least common subsumer (LCS) of the two words in WordNet [20]. LCS is the most specific concept a pair of words share as an ancestor. For example, in the sample WordNet hierarchy given above, the LCS for “yoga” and “pull” is “exercise,” since it is the most specific ancestor of “yoga” and “pull.” In the Wu-Palmer similarity measure, the path length is normalized by dividing the sum of the path lengths from the individual words to the root word [20]. The Wu-Palmer similarity has been used to find semantic relatedness between concepts in many genres of text, including biomedical texts [17,21,22].

In this study, we used the Wu-Palmer similarity measure [23] to find semantic similarity between words. Researchers use the word similarity measures to identify clusters or concepts based on synonyms and very similar word pairs (eg, Wu-Palmer similarity >0.9). Assigning similar words and phrases to one concept group is similar to using a code label in qualitative text analysis. However, through the use of NLP, this process is automated. The detailed description of the proposed NLP framework to find different clusters of similar words from the short messages is as follows:

1. All nouns and pronouns were extracted from the short message texts and converted to lower case. We did not consider the other parts of speech because they were found to have little contribution toward identifying concepts from the SMS text messages. The same was observed empirically.
2. A vocabulary was created with unique nouns and adjectives (ie, multiple occurrences of a word are discarded).
3. Synsets of each word in the vocabulary are generated using WordNet. Note that a word may have more than one synset as described earlier.
4. A pair of words were grouped together if the Wu-Palmer similarity between any pair of synsets, one generated from the first word and the other from the second word, is >0.9. It may be noted that the Wu-Palmer similarity score ranges from 0 to 1, both inclusive, and 1 indicates the highest similarity. This step was repeated for all pairs of words in the vocabulary.
5. Derivationally related forms of each word in the word pairs were generated, for example, “honest” is derivationally related to “honesty” as generated by WordNet.
6. The most similar pair of words and their derivational forms were combined to create a cluster. This led to several word clusters to be created from the vocabulary.

7. A pair of clusters was merged, if they had at least 50% common members (ie, words). The process continued until no more merges could take place. The method terminated automatically upon satisfying the given condition and generated the final clusters of words. These clusters indicated different senses and semantic meanings present in the given database of SMS text messages.

Study Background and Context
To conduct this research, we used SMS text message survey data gathered from the MyVoice study [11]. MyVoice is a national SMS text message poll of youth, in which 3-5 SMS text message questions were sent to a national sample of participants aged 14-24 years on a weekly basis. Questions were typically open-ended, and topics range from current events to specific health concerns. The purpose of this study was to describe the merits of integrating NLP and manual qualitative data analysis based on our direct comparison of the 2 approaches applied to a dataset. Our goal was not to prefer one approach over the other but to critically reflect on the value and limitations of each approach alone in addition to the integration of the two. This article provides guidance to researchers in deciding to use NLP techniques and manual qualitative text analysis.

Methods
Overview
To compare NLP methods and qualitative analysis, we conducted a modified 2-arm cross-over experiment. Our primary outcomes were comparing the similarity of thematic findings and time taken to analyze based on person hours. We were also particularly interested in documenting the process for each arm. A different, experienced coding team conducted the analysis for each approach. Two qualitative analysis teams (each with 2 of the authors, MD, TC, ES, and TG) independently coded and generated findings from two different datasets, one focused on opinions about prescription drug use and the other focused on interactions with police. Our analysis followed the qualitative text analysis process as noted previously. The 2 teams used MAXQDA 12 qualitative software (VERBI GmbH; Berlin, Germany) to facilitate the analysis process. We randomly assigned the datasets to each team to begin the analysis. Simultaneously, a third team (VV and TB) independently conducted NLP analysis with each dataset. We computed word similarity over all pairs of nouns in responses to the 2 survey questions. Using the criterion of Wu-Palmer similarity >0.9, we then grouped survey responses that contained synonyms and very similar word pairs into a concept group.

The qualitative analysis teams received the NLP results for the dataset they had already coded to augment their analysis and reconsider their conclusions. The cross-over then occurred as the 2 qualitative teams received the NLP data first from the other dataset they had no prior exposure to. The reason for having a cross-over design was to account for team effects and different question set effects. The teams proceeded with qualitative analysis after reviewing the NLP results and then developed conclusions. In summary, we had the following 2 cross-team comparison conditions: (1) NLP-only followed by augmented qualitative or NLP analysis and (2) qualitative analysis-only followed by an augmented qualitative or NLP analysis.

Data Sources
We used a subset of open-ended text data identified from a larger project and applied each of the 2 coding approaches. Open-ended questions enabled the participants to construct a response without being constrained by response options and allowed them to explain their response. The data consisted of responses to an SMS text message-based survey with young adults aged 14-24 years (mean 18 years). We focused on 2 questions, one about drugs and the other about experiences with police, respectively. The drug question was “What do you think is more dangerous: taking a prescription drug that is not yours or an illegal drug? Why?” The police question was “What have your experiences with police been like?”

Analysis
To address our methodological purpose, we carefully examined the results of our data analysis. Our goals for this methodological analysis were to understand (1) how the thematic findings differ when beginning with qualitative-only coding followed by the qualitative/NLP augmented coding compared with beginning with NLP followed by NLP/qualitative augmented coding; (2) how the process led to additions, deletions, changes in codes or changes in the definitions of codes; and (3) how the conclusions derived differ between the 2 teams. We also calculated the percent agreement between the 2 researchers in each team in coding of the same dataset to check for consistency. We found acceptable agreement [1] with 62 of 88 (70%) coded segment agreements and 72 of 84 (87%) agreements, respectively, for the 2 teams. More importantly, each team engaged in the process of discussing codes line-by-line and reconciling differences through consensus. In addition, the teams recorded process notes, including the time spent in each analysis. Finally, we compared the inferences generated by each standalone approach and a qualitative/NLP augmented approach.

Results
Overview
We have briefly summarized the findings of our analysis of text data using the following different approaches: qualitative coding, qualitative followed by NLP-augmented coding, NLP-only coding, and NLP followed by qualitative-augmented coding. The findings reported in tables are summaries from the teams after their independent analysis and before any discussion between teams. After reviewing the coding and conclusions, we have discussed the results of our methodological analysis of this process.

Comparing Qualitative, Natural Language Processing, and Augmented Coding Approaches for Text Analysis
In total, 84 individuals answered at least one of the 2 sets of questions; 58 answered the drug question and 68 answered the police question, which were the focus of our analysis. The
demographic questions were not required, and demographics were available for 66 of the 84 individuals (Table 1).

**Drug Question (What do You Think is More Dangerous: Taking a Prescription Drug That is Not Yours or an Illegal Drug? Why?)**

The thematic findings of the 2 teams were relatively consistent (Tables 2 and 3). The qualitative-only analysis for this question yielded 4 major findings. The perspectives of youth respondents included that prescription and illegal drugs are equally dangerous and that the degree of danger depends on the situation. Other youth explained that either drug could be more dangerous, depending on the intention of use and whether the drug was prescribed. The NLP-only findings were somewhat similar but also driven by word frequencies. The major NLP-only findings were that (1) youth were divided as to which was more dangerous, (2) more noted that illegal drugs were more dangerous, but (3) 11 youth responded that the danger depends on the situation. However, the context was missing from the NLP-only analysis. For example, some wrote about side effects and harm to the body, but we could not determine from the NLP results whether these comments referred to illegal drugs or prescription drugs that are not theirs. Finally, the qualitative followed by NLP-augmented results were more comprehensive. For example, a qualitative-only thematic finding was that either prescription or illegal drugs could be more dangerous and stigma was an issue. However, when we examined the NLP-generated data, we recognized that “stigma” was incomplete and actually more complex. We added that stigma was related to the discreetness of obtaining prescription drugs compared with buying street drugs.

The 2 teams—one began with qualitative-only followed by NLP-augmented coding and the other began with NLP-only followed by qualitative-augmented coding—reached very similar conclusions. From the augmented analysis, both teams added to findings about the legality of the drug, whether the ingredients are known, and Food and Drug Administration approval. For one team, these new points rose to the level of major conclusions, while the other tended to add them as details, perhaps reflecting more of a stylistic difference between teams. However, for both teams, the legality issue was clearly a major thematic finding that the augmented qualitative and NLP approach added.

**Police Question (What Have Your Experiences With Police Been Like?)**

Tables 4 and 5 compare thematic findings for the 2 teams and different approaches to coding the police data. Again, findings were relatively consistent. The qualitative-only results for this question yielded the following 4 primary findings: (1) about one-third of youth had no real interaction with police to comment on, (2) the majority who had interaction had a positive experience, (3) some noted concerns about racism, and (4) a small group described the importance of police to maintain public safety. The NLP-only analysis yielded the following 4 slightly different findings: (1) some had few experiences, (2) several youth had positive experiences, though some were “bad,” (3) individual relationships and characteristics affected experiences, and (4) youth could point to specific “situations” with police.

As with the drug question, the qualitative- and NLP-augmented results for the police question were the most comprehensive. Based on the additional review of the NLP police data, “good/positive” and “bad” commentary were most frequent, which reinforces the conclusion from the qualitative-only phase. The NLP data did reflect several occasional references to race (white) or gender (women). Furthermore, multiple mentions of police force as respectful and assurance of security lend credence to the qualitative conclusion that police are needed to maintain public safety. In general, the NLP data were unable to pick up on nuance (eg, that some individuals described both positive and negative experiences at the same time) but ultimately reinforced the basic conclusions noted by the qualitative team. Furthermore, NLP data revealed that gender, in addition to race, was related to participant’s experiences and feelings surrounding the police. In brief, the augmented NLP and qualitative analysis increased the depth of understanding (ie, details and frequencies), but the overall findings were quite similar.

**Methodological Comparison of Methods**

Our analysis revealed 3 methodological insights related to the process of using NLP data, how NLP and qualitative-augmented analysis tended to yield more information, and observations about how the ordering of analysis affected the process. First, we developed a process to use and review NLP data, which was somewhat different from our qualitative coding process. In using NLP, we first reviewed the entire file sent by the NLP team. It consisted of a spreadsheet of words, synonyms in the dataset, and relative frequencies (see Table 6 for an example of NLP output).

We looked for response phrases that simply repeated words in the question, typically listed with high frequency in the list, and discounted those. We reviewed all words and examples, highlighting those that stood out. For analyses that began with qualitative coding, followed by NLP, we were particularly keen to find NLP concepts that we missed qualitatively. At this point, it was helpful to create a conceptual model by drawing a map relating codes. If we had findings from an initial qualitative analysis, we then integrated NLP data with what we knew from the qualitative findings. Finally, we noted a potential difference in achieving data saturation between NLP and qualitative analysis. Data saturation is the point at which themes are sufficiently complex and collecting additional data is not adding to findings [24]. In NLP analysis, the point of saturation tended to occur while we reviewed more frequent words and before we reached less frequent words. In NLP, saturation seemed to be dependent on the frequency of ideas rather than the complexity of themes. In contrast, in qualitative coding, we reached saturation at some point while reading through the data. We noted that with qualitative coding, saturation was more dependent on the order in which text responses appeared throughout this study, and we continued to analyze all responses.

The different approaches yielded similar thematic findings, but the NLP- or qualitative-augmented coding produced more information than the qualitative-only or NLP-only approaches.
Table 1. Participant demographic information.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Drug response (n=48)</th>
<th>Police response (n=59)</th>
<th>Drug or police response (n=66)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>18.5 (2.2)</td>
<td>18.3 (2.5)</td>
<td>18.3 (2.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (58.3)</td>
<td>33 (55.9)</td>
<td>37 (56.1)</td>
</tr>
<tr>
<td>Male</td>
<td>18 (37.5)</td>
<td>25 (42.4)</td>
<td>27 (40.9)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (4.2)</td>
<td>1 (1.7)</td>
<td>2 (3.0)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>26 (54.2)</td>
<td>36 (61.0)</td>
<td>38 (57.6)</td>
</tr>
<tr>
<td>Black</td>
<td>8 (16.7)</td>
<td>9 (15.3)</td>
<td>11 (16.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>7 (14.6)</td>
<td>7 (11.9)</td>
<td>8 (12.1)</td>
</tr>
<tr>
<td>Other (including multiracial)</td>
<td>7 (14.6)</td>
<td>7 (11.9)</td>
<td>9 (13.6)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0 (0.0)</td>
<td>3 (6.7)</td>
<td>3 (6.4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>19 (39.6)</td>
<td>28 (47.5)</td>
<td>31 (47.0)</td>
</tr>
<tr>
<td>High school grade</td>
<td>7 (14.6)</td>
<td>5 (8.5)</td>
<td>7 (10.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>17 (35.4)</td>
<td>19 (32.2)</td>
<td>20 (30.3)</td>
</tr>
<tr>
<td>College grade (BA+)</td>
<td>5 (10.4)</td>
<td>7 (11.9)</td>
<td>8 (12.1)</td>
</tr>
<tr>
<td>Parent education^a, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1 (3.5)</td>
<td>2 (4.4)</td>
<td>2 (4.3)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>4 (13.8)</td>
<td>5 (11.1)</td>
<td>5 (10.6)</td>
</tr>
<tr>
<td>BA but less than Masters</td>
<td>7 (24.1)</td>
<td>8 (17.8)</td>
<td>9 (19.2)</td>
</tr>
<tr>
<td>Masters but less than PhD</td>
<td>9 (31.0)</td>
<td>18 (40.0)</td>
<td>19 (40.4)</td>
</tr>
<tr>
<td>PhD</td>
<td>8 (27.6)</td>
<td>12 (26.7)</td>
<td>12 (25.5)</td>
</tr>
<tr>
<td>Primarily living with^a, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parents</td>
<td>22 (75.9)</td>
<td>33 (73.3)</td>
<td>35 (74.5)</td>
</tr>
<tr>
<td>Dorm</td>
<td>0 (0.0)</td>
<td>1 (2.2)</td>
<td>1 (2.1)</td>
</tr>
<tr>
<td>Sharing an apartment with other people</td>
<td>7 (24.1)</td>
<td>8 (17.8)</td>
<td>8 (17.0)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0.0)</td>
<td>3 (6.7)</td>
<td>3 (6.4)</td>
</tr>
<tr>
<td>Family size^a, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>6 (20.7)</td>
<td>9 (20.0)</td>
<td>10 (21.3)</td>
</tr>
<tr>
<td>4-6</td>
<td>17 (58.6)</td>
<td>29 (64.4)</td>
<td>29 (61.7)</td>
</tr>
<tr>
<td>7-10</td>
<td>5 (17.2)</td>
<td>7 (15.6)</td>
<td>7 (14.9)</td>
</tr>
<tr>
<td>11+</td>
<td>1 (3.5)</td>
<td>0 (0.0)</td>
<td>1 (2.1)</td>
</tr>
<tr>
<td>Parent’s marital status^a, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or together</td>
<td>21 (72.4)</td>
<td>36 (80.0)</td>
<td>36 (76.6)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>7 (24.1)</td>
<td>7 (15.6)</td>
<td>9 (19.2)</td>
</tr>
<tr>
<td>Other (widowed, unsure)</td>
<td>1 (3.5)</td>
<td>2 (4.4)</td>
<td>2 (4.3)</td>
</tr>
</tbody>
</table>

^aSample sizes are as follows: Drug response (n=29); police response (n=45); and drug or police response (n=47). Participants were not required to provide demographic information, so the n for respective demographic questions in this table is lower than the total number of participants. Because some responded to both questions, we have 3 columns of demographic information. There are fewer responses for ethnicity, parent’s education, primary living situation, family size, and parent’s marital status due to those questions not being asked to the subset of individuals who had demographics requested twice. The third column displays data for those who responded to at least one question.
Table 2. Comparison of findings derived from qualitative-only and qualitative followed by natural language processing-augmented approaches to coding for the drug question (n=58). Key aspects of each finding are italicized.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Qualitative only&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Qualitative (natural language processing augmented)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription drugs and illegal drugs</td>
<td>Prescription drugs and illegal drugs are <em>equally dangerous</em> because both are serious, could harm you, and are illegal.</td>
<td>Prescription drugs and illegal drugs are <em>equally dangerous</em> because both are serious, could harm you, and are illegal.</td>
</tr>
<tr>
<td>Danger</td>
<td><em>Danger depends</em> on the situation, the amount of drug taken, type of drug, whether or not it was prescribed to you. Distinction between a medical danger versus a legal danger.</td>
<td><em>Danger depends</em> on the situation, the amount of drug taken, type of drug, whether or not it was prescribed to you. Distinction between a medical danger versus a legal danger.</td>
</tr>
<tr>
<td>Respondent chose either/or</td>
<td>Either Rx&lt;sup&gt;c&lt;/sup&gt; drugs or illegal drugs could be more dangerous based on addictiveness, accessibility, prevalence, overdose, or danger. Side effects: known or unknown. Stigma.</td>
<td>Either Rx drugs or illegal drugs could be more dangerous based on addictiveness, accessibility, prevalence, overdose, or danger. Side effects: known or unknown. Stigma of getting drugs off the street versus discreetness of “popping” Rx pills.</td>
</tr>
<tr>
<td>Intention or appropriateness</td>
<td>Is the drug safe for everyone or unsafe for some people depending on whether prescription was prescribed to you.</td>
<td>Is the drug safe for everyone or unsafe for some people depending on whether prescription was prescribed to you.</td>
</tr>
<tr>
<td>Ingredients</td>
<td>—</td>
<td>What the drugs consisted of. Mixing Rx versus unknown contents of street drugs versus taking Rx you do not know what they are.</td>
</tr>
<tr>
<td>Legality</td>
<td>—</td>
<td>Legal more prominent; the legality of using other prescriptions and the legality of street drugs and what that meant about street drug safety or regulations.</td>
</tr>
<tr>
<td>Government involvement</td>
<td>—</td>
<td><em>Food and Drug Administration approval</em> and regulations versus “illegal” for a reason.</td>
</tr>
<tr>
<td>Harm to body</td>
<td>—</td>
<td>Mortality was often mentioned (overdose, “something that could kill you”).</td>
</tr>
<tr>
<td>Specific drugs mentioned</td>
<td>—</td>
<td>“Weed, heroin, cocaine, meth, alcohol, smoking” and using them for comparisons for safety and side effects or addictiveness.</td>
</tr>
</tbody>
</table>

<sup>a</sup>Time required (person min): 270.

<sup>b</sup>Time required (person min): 180.

<sup>c</sup>Rx: prescription medication.
### Table 3. Comparison of findings derived from natural language processing–only and natural language processing followed by qualitative-augmented approaches to coding for the drug question (n=58). Key aspects of each finding are italicized.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Natural language processing only&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Natural language processing (qualitative augmented)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription drugs and illegal drugs</td>
<td>Respondents seemed <em>divided</em> between whether illegal drugs or medicines were more dangerous.</td>
<td>Of the 58 respondents, 24 noted that illegal drugs were more dangerous, 15 thought both were equally dangerous, and 11 answered prescription drugs. 10 argued that it depended on the context.</td>
</tr>
<tr>
<td>Danger</td>
<td>11 respondents noted that it <em>depends</em> or similar as to what is more dangerous. Some noted it depends on the reason for using either.</td>
<td>For some, the question of danger depends on who owns the drug, the situation, the type of drug, and the ease of access. Several felt that the answer depended on what type of drug (either illegal or prescription), how much, and for what. A few felt that certain illegal drugs (eg, marijuana) were less dangerous than legal drugs (eg, alcohol).</td>
</tr>
<tr>
<td>Government involvement</td>
<td>It seemed that more wrote that illegal drugs were more dangerous.</td>
<td>illegal drugs may be <em>more dangerous</em> because they are not medically cleared, federally regulated, nor approved by the Food and Drug Administration. They may contain traces of other substances. Respondents felt uncertain about where the illegal drug might come from or what it really contained.</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>—</td>
<td>Prescription drugs may be <em>more dangerous</em> because they are easy to access and not illegal, so more people may feel comfortable taking them.</td>
</tr>
<tr>
<td>Intention or appropriateness</td>
<td>—</td>
<td>Several respondents noted that taking a prescription drug that is not yours is illegal too.</td>
</tr>
<tr>
<td>Side effects and harm to the body</td>
<td>Respondents wrote about <em>side effects</em> (n=5) and <em>harm to the body</em> (n=6), but we cannot determine whether it referred to prescription medicine or illegal drugs.</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Time required (person min): 120.

### Table 4. Comparison of findings derived from qualitative-only and qualitative followed by natural language processing-augmented approaches to coding for the police question (n=68). Key aspects of each finding are italicized.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Qualitative only&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Qualitative (natural language processing augmented)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactions</td>
<td>For those who had interaction, the majority of participants described <em>interactions as positive</em> (eg, “pleasant,” “positive,” “decent”). Others reported negative interactions (eg, “bad,” “not so good”). Some of the individuals who described positive experiences also gave negative experiences, such as describing a sense of fear (“Positive but I am always scared interacting with them”).</td>
<td>For those who had interaction, the majority of participants described <em>interactions as positive</em> (eg, “pleasant,” “positive,” “decent”). Others reported negative interactions (eg, “bad,” “not so good”). Few described the interactions as negative or bad. Some of the individuals who described positive experiences also gave negative experiences, such as describing a sense of fear (“Positive but I am always scared interacting with them”).</td>
</tr>
<tr>
<td>Racism/gender differences</td>
<td>Some individuals wrote about major concerns with <em>racism among police</em>.</td>
<td>Some individuals wrote about major concerns with <em>racism among police</em>. Several mentioned <em>gender differences</em> in how they were treated.</td>
</tr>
<tr>
<td>Public safety</td>
<td>A small group described police as needed in order to maintain public safety.</td>
<td>A small group described police as <em>needed in order to maintain public safety</em>.</td>
</tr>
</tbody>
</table>

<sup>a</sup>Time required (person min): 270.
<sup>b</sup>Time required (person min): 120.
Table 5. Comparison of findings derived from different approaches to coding for the police question (n=68). Key aspects of each finding are italicized.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Natural language processing only(^a)</th>
<th>Natural language processing (qualitative augmented)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of experiences</td>
<td>Some youth reported few experiences with police.</td>
<td>Some youth reported few or no experiences with police (n=17). Others reported “inconsequential” interaction (n=2).</td>
</tr>
<tr>
<td>Interaction</td>
<td>Many youths reported good or positive experiences with police. Other words in this theme include friendly, respectful, pleasant, and helpful. Others reported “bad” experiences, unpleasant, aggressive, and mean (less frequency words).</td>
<td>Many youths reported good or positive experiences with police (n=32). Other words in this theme include friendly, respectful, pleasant, and helpful. Others reported “bad” experiences, unpleasant, aggressive, mean (n=7). Some reported good and bad (n=2).</td>
</tr>
<tr>
<td>Situations</td>
<td>Youth can point to “situations,” “moments,” and “times” when they interacted with police. Some of these situations were at concerts, sporting events, or at their schools.</td>
<td>Youth can point to “situations,” “moments,” and “times” that they interacted with police. Some of these situations were at concerts, sporting events, or at their schools.</td>
</tr>
<tr>
<td>Avoidance</td>
<td>—</td>
<td>Avoid situations with police, makes people nervous, excessive force, seem mean, cause fear.</td>
</tr>
<tr>
<td>Individual characteristics</td>
<td>Individual characteristics and relationships come into play: white, woman, young, friends, or parents.</td>
<td>Individual characteristics and relationships come into play: white, woman, young, friends, or parents. Specifically, race (n=5) and gender (n=2).</td>
</tr>
</tbody>
</table>

\(^a\)Time required (person min): 40.
\(^b\)Time required (person min): 180.

Table 6. Example natural language processing output from the drug dataset.

<table>
<thead>
<tr>
<th>Code word</th>
<th>Frequency</th>
<th>Similar words</th>
<th>Data segments</th>
</tr>
</thead>
</table>
| Medicines    | 98        | Medication, medicine, medicate, prescription, drug | “an illegal drug”
|              |           |                                | “true for specific drugs”
|              |           |                                | “addictive than prescription medication”
|              |           |                                | “whereas prescription medications are legal”
|              |           |                                | “most dangerous drugs out there”
|              |           |                                | “because prescription drugs are specifically”
| Illegal      | 48        | —                              | “is the illegal drug yours”
|              |           |                                | “doing an illegal drug since”
|              |           |                                | “compared to illegal drugs”
|              |           |                                | “both are illegal in my”
| Prescription | 26        | Prescriptions                  | “addictive than prescription medication”
|              |           |                                | “some prescription medicines are”
|              |           |                                | “least the prescription medication is”
|              |           |                                | “very dangerous prescription medicines but”
| Dangerous    | 14        | —                              | “are equally dangerous”
|              |           |                                | “is more dangerous because it”
|              |           |                                | “is physically/mentally dangerous and illegal”
| Depends      | 11        | —                              | “it depends on which”
| More         | 9         | —                              | “can be more addictive than”
|              |           |                                | “medicines are more dangerous than”
|              |           |                                | “a lot more overdoses than”
|              |           |                                | “drug is more dangerous than”
|              |           |                                | “can be more powerful and” |
Qualitative coding was beneficial in our analysis because it added critical contextual understanding that helped to interpret responses. For example, in the police data, the qualitative coding helped the analysts to identify emotions, such as fear, that were not evident in the NLP analysis. Qualitative coding also helped us to identify full quotes that we might include in a report of findings. On the other hand, NLP was beneficial in terms of concept and code frequencies. It can add a validity check, which is concerned with the accuracy of qualitative findings [3]. Although we were able to determine the relative frequency (eg, quantifying comments by “all,” “most,” “some,” “few,” etc) of codes through qualitative coding, the process of finding NLP word frequencies was more efficient. Therefore, the augmented approach of combining both NLP and qualitative approaches leveraged the strengths of each. The NLP- or qualitative-augmented coding led to more conclusions and more depth within conclusions.

Our process notes yielded further insight into the ordering of augmenting one method with another. As anticipated, the NLP-only approach was quickest at 120 minutes for the drug question and 40 minutes for the police question, whereas the qualitative-only approach was longest at 270 minutes for both questions. However, we found a difference, an approach beginning with qualitative analysis followed by qualitative- or NLP-augmented analysis took longer than that beginning with NLP for both drug (450 vs 240 minutes) and police questions (390 vs 220 minutes). As noted in Figure 1, including the second method added different benefits depending on the order. Our subjective preference—from both teams—was to begin with qualitative coding and then augment it with NLP afterward, which was unexpected. Prior to the study, we anticipated that it would be more helpful to begin with NLP, but all 4 analysts felt that it was more difficult to start with NLP word frequencies because we were missing the context of the codes. On the other hand, beginning with qualitative coding, we gained a stronger sense of the data and found it helpful to add NLP as a validation strategy. Despite our subjective preference, we did not find substantive differences in the findings when beginning with one method versus the other.

Discussion

Principal Findings

In brief, our primary conclusion is that NLP is a viable method for coding text data, and it is particularly useful when augmenting manual qualitative coding. Each method alone yielded relatively consistent results, but the combination (ie, augmented) analysis clearly added more detail across the 2 questions, a finding consistent with the study of Crowston et al [12]. The final, augmented findings from the 2 teams were relatively similar, which suggests that we are not merely detecting differences among teams but also obtained insights into the ordering of the augmenting of approaches. We observed a similar pattern across questions, in which the augmented analysis yielded the most complete details. Finally, though we noted that we achieved data saturation with both NLP and qualitative approaches, saturation may be a nonissue for NLP of data gathered through probabilistic sampling to achieve generalization.

Limitations

Several limitations of this study and the approach must be noted. First, this research was based on responses to 2 short open-ended survey questions. Our findings may not transfer to longer responses such as interview transcripts because NLP’s challenge with nuance and contextual responses might increase. Regarding time efficiency, the times we recorded were based on a relatively small text database of short snippets. Although the augmented approach took more time in our comparison, we anticipate that with larger datasets, the efficiency of an NLP-augmented approach will prevail and take less time. Further research is
needed to compare the approaches with interviews and other text data. Second, it is possible that some of our findings actually reflect differences among the 2 quantitative teams. However, we attempted to counterbalance those concerns through the cross-over design. Third, each method has its own limitations. Qualitative coding generally eschews frequencies, whereas NLP privileges that concept. Thus, a natural question is whether the two are comparable. Furthermore, qualitative coding is limited to a purposeful, rather than a probabilistic sample that is generalizable. In addition, WordNet is carefully curated and does not reflect current events, slang, or nonsemantic use of terms. For this reason, it does have some limitations for analysis of adolescent language and SMS text message data. Other limitations are related to our particular simple NLP approach. Other more complex approaches, such as sentiment analysis, may capture the context better. A future study can directly compare NLP output with qualitative analysis. Nevertheless, we believe that the limitations of each approach add further credence to the idea of an augmented qualitative and NLP approach.

NLP Coding and Context

It is important to note that NLP helped quantify, organize, and categorize responses quickly—providing an accurate overview of the major themes. NLP by itself can miss the context of what was being said, especially when emotion was involved (e.g., “fear” of police), similar to the findings of Crowston et al [12]. We recommend a qualitative-augmented approach to understand the context. Practically, it might involve taking a subsample of a larger NLP analysis to augment with qualitative coding to understand the context.

Moreover, NLP has the potential to add value to manual qualitative analysis procedures. NLP does capture the relative frequency of particular codes and words, which can add important information about the weight of what was communicated to complement the context provided by qualitative methods. In general, NLP can provide a validity check of qualitative findings by providing a second method to triangulate findings or by helping the researcher to systematically search for disconfirming evidence. After establishing preliminary themes, qualitative researchers might use NLP to engage in this qualitative validation procedure to look for contrary data, exceptions, and alternate perspectives in examining whether evidence supports or disconfirms findings as reported by Creswell and Miller [25]. NLP offers the ability to search for all text and utterances that human readers may overlook. In addition to these potential benefits, using NLP itself adds minimal time.

Nature of Data Analyzed

We noticed another contextual issue based on the nature of the question analyzed. The drug question required the participants to compare (i.e., an illegal drug or a prescription drug that is not yours). NLP alone is not well equipped to understand the context of comments and which of the 2 types of drugs participants were commenting on. Alternatively, the question could have been separated into 2 items to facilitate an NLP-only analysis. The police dataset had similar nuances with added qualifiers provided by some. Therefore, we recommend any comparative questions be analyzed through an NLP and qualitative augmented approach.

Although our data were from a larger study of adolescent perspectives on policy and health topics, the methods we used are agnostic of the topic domain. The augmented approach can be applied to a wide variety of health, medical, and topics from other domains. Furthermore, it is applicable to other data sources, including traditional survey responses, social media snippets, or documents. Both the questions we analyzed consisted of relatively short text segments and similar sample sizes of 58 and 68, respectively. Although we found no time savings with the NLP and qualitative augmented approach, as the sample size increases, the efficiencies of NLP will likely be clearer. One way to achieve time efficiency is by applying NLP to the entire dataset and qualitatively coding a smaller subsample. The implication for future research and development is to advance how the method can be applied to longer text, such as qualitative semistructured interview transcripts and more complex responses rather than the domain of inquiry, as this technology should be applicable to any text data. Therefore, we urge further research applying an NLP and qualitative augmented approach to interview transcripts and other forms of text data.

Conclusions

NLP methods were able to identify major themes found with traditional qualitative analysis, but the approach was not useful at identifying nuances. Subsequent traditional qualitative text analysis added important details and context. Researchers using NLP techniques might want to consider analyzing even a portion of data with qualitative text analysis to ensure that important context is not missed.

NLP provides both a foundation to code qualitatively more quickly and a method of validation. NLP can help researchers conduct qualitative analysis more quickly because a coding rubric may become apparent in the NLP output. Findings from NLP by itself may be appropriate for analysis that must be done rapidly for a focused question (i.e., policy questions, formative program evaluation could improve processes in real-time, community needs assessments). Finally, NLP can add a validity check of qualitative findings by adding frequency counts and larger sample sizes to the conclusions drawn from qualitative analysis when needed to address the research questions.
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Abstract

Background: Prostate cancer is a leading cause of cancer among men. Because screening for prostate cancer is a controversial issue, many experts in the field have defended the use of shared decision making using validated decision aids, which can be presented in different formats (eg, written, multimedia, Web). Recent studies have concluded that decision aids improve knowledge and reduce decisional conflict.

Objective: This meta-analysis aimed to investigate the impact of using Web-based decision aids to support men’s prostate cancer screening decisions in comparison with usual care and other formats of decision aids.

Methods: We searched PubMed, CINAHL, PsycINFO, and Cochrane CENTRAL databases up to November 2016. This search identified randomized controlled trials, which assessed Web-based decision aids for men making a prostate cancer screening decision and reported quality of decision-making outcomes. Two reviewers independently screened citations for inclusion criteria, extracted data, and assessed risk of bias. Using a random-effects model, meta-analyses were conducted pooling results using mean differences (MD), standardized mean differences (SMD), and relative risks (RR).

Results: Of 2406 unique citations, 7 randomized controlled trials met the inclusion criteria. For risk of bias, selective outcome reporting and participant/personnel blinding were mostly rated as unclear due to inadequate reporting. Based on seven items, two studies had high risk of bias for one item. Compared to usual care, Web-based decision aids increased knowledge (SMD 0.46; 95% CI 0.18–0.75), reduced decisional conflict (MD –7.07%; 95% CI –9.44 to –4.71), and reduced the practitioner control role in the decision-making process (RR 0.50; 95% CI 0.31–0.81). Web-based decision aids compared to printed decision aids yielded no differences in knowledge, decisional conflict, and participation in decision or screening behaviors. Compared to video decision aids, Web-based decision aids showed lower average knowledge scores (SMD –0.50; 95% CI –0.88 to –0.12) and a slight decrease in prostate-specific antigen screening (RR 1.12; 95% CI 1.01–1.25).

Conclusions: According to this analysis, Web-based decision aids performed similarly to alternative formats (ie, printed, video) for the assessed decision-quality outcomes. The low cost, readiness, availability, and anonymity of the Web can be an advantage for increasing access to decision aids that support prostate cancer screening decisions among men.

(J Med Internet Res 2018;20(6):e228) doi:10.2196/jmir.9070
decision making; decision aid; internet; patient participation; prostate; screening

Introduction

Prostate Cancer and Screening

According to the GLOBOCAN worldwide estimates of cancer incidence and mortality produced by the International Agency for Research on Cancer, there were 1,111,700 new cases of prostate cancer and 307,500 prostate cancer deaths in 2012, making prostate cancer the second most commonly diagnosed cancer in men and the fifth leading cause of cancer deaths among men [1].

Screening for prostate cancer remains a controversial issue, particularly after data from two major trials were released. The United States Prostate, Lung, Colorectal, and Ovarian Cancer Screening Trial found no benefits from using prostate-specific antigen (PSA) screening for prostate cancer diagnoses [2]. The results from the European Randomised Study of Screening for Prostate Cancer with data truncated at 13 years concluded that one prostate cancer death would be avoided and 27 excess cases detected per 781 men invited for screening with PSA [3]. Overdiagnosis was estimated to be as high as 41%. The proportion of prostate cancer that would never have led to clinical symptoms resulted in unnecessary biopsy procedures and treatment with potential side effects, which may include urinary, sexual (eg, erectile dysfunction), and gastrointestinal complications [4]. The CAP Randomized Clinical Trial was recently published and reported no significant difference in prostate cancer mortality with PSA screening after a median follow-up of 10 years but an increase in the detection of low-risk prostate cancer cases [5].

Although often encouraged by media and health care providers, prostate cancer screening is currently recommended by only a few organizations. After reviewing the available evidence, the United States Preventive Services Task Force released a draft recommendation in 2017, assigning a “C” grade recommendation to prostate cancer screening in men 55-69 years old, stating that the potential benefits and adverse effects of PSA-based screening are closely balanced in that age group. The decision about whether to be screened should be an individual one based on conversations with the physician about the benefits and adverse effects of screening in order to help men make a decision based on personal values and preferences [6]. Many experts defend a shared decision-making process involving doctor and patient, using validated decision aids. In fact, many guidelines issued by medical organizations such as the European Association of Urology [7], the American Cancer Society [8], and the American College of Physicians [9] support a shared decision-making process for prostate cancer screening.

Shared Decision Making and Decision Aids

According to the International Patient Decision Aids Standards Collaboration (IPDAS), decision aids are evidence-based tools designed to help people participate in decision making about health care options with the aim of improving the quality of the decision. Many study groups have focused on the development of decision aids to support shared decision making [10,11].

As established in the original IPDAS background document, two constructs are critical for establishing the effectiveness of a decision aid: (1) the quality of both the decision-making process and (2) the actual decision. For the quality of the decision-making process, five attributes are defined, all of which are measured by different scales: (1) recognizing that a decision needs to be made, (2) feeling informed about the options, (3) understanding what values matter most for the decision, (4) discussing preferences with their practitioner, and (5) being involved in decision making. Concerning the decision quality, two core attributes should be measured: (1) a patient’s knowledge of the options and outcomes and (2) agreement between the chosen option and the features that matter most for the patient [12].

The most recent systematic review and meta-analysis assessing the impact of decision aids for screening decisions concluded that decision aids can increase patient knowledge, make people feel clearer about their values, reduce decisional conflict, and promote an active patient role in decision making [13]. The authors state that more studies are needed to deepen understanding of format issues such as Web-based delivery of decision aids. In addition, if new studies can be included in the systematic review, it may be possible to sort out the reasons for heterogeneity of results (eg, the format of the decision aid).

Another systematic review, focusing on decision aids for prostate cancer screening, reported similar results [14].

Decision aids may be implemented in different formats, including written (eg, pamphlet/booklet), multimedia (eg, video, DVD), or Web-based. Syrowatka et al, in a systematic review and meta-analysis that assessed computer-based decision aids for any preference-sensitive medical decision, concluded that decision aids are associated with a significant improvement in knowledge and decrease in decisional conflict. However, results were limited by high levels of heterogeneity [15]. Nevertheless, the scope of the latter review was broader, including any preference-sensitive medical decision. Thus, it did not specifically address prostate cancer screening. In addition, the authors included all decision aid formats that could be accessed with a computer (eg, Web-based, videobooklet, CD-ROM). With the increasing use and ease of access to the internet, the Web has been proposed as a promising way of delivering decision aids. Therefore, it is important to assess the impact of Web-based decision aids in the prostate cancer screening decision-making process, but the number of studies addressing this subject to date have been scarce and showed mixed results.

The IPDAS Collaboration identified 12 dimensions to assess quality of patient decision aids, one of which focused on the delivery of decision aids on the internet [16]. In fact, several theories point out the potential benefits of the internet to provide broad long-term dissemination of information that can be targeted and tailored to patient needs and preferences. Hence, IPDAS emphasized that a comprehensive systematic review
focusing on the internet delivery of decision aids was needed [17].

To our knowledge, ours is the first systematic review and meta-analysis to compare Web-based decision aids with usual care and other formats of decision aids. We sought to investigate their impact on decision quality for men making a screening decision regarding prostate cancer.

Methods

Criteria for Considering Studies for This Review

We included randomized controlled trials (RCTs) involving men who had not been previously diagnosed with prostate cancer and who were making screening decisions concerning prostate cancer. We included studies comparing Web-based decision aids to several parameters: (1) no intervention/usual care or (2) alternative decision aids formats. For interventions to be considered Web-based, they had to correspond to any program accessed over a network connection using HTTP or through a Web-based app. According to this definition, materials such as CD-ROMs or DVDs, although computer-based, were not considered Web-based. Thus, studies with such interventions were excluded. We included studies in which at least one quality of decision-making outcome (eg, knowledge, decisional conflict, and involvement in decision making) was reported. Screening behavior, either the intention to undergo PSA screening or undergoing the actual PSA screening, were defined as secondary outcomes.

Search Methods for Identification of Studies

Electronic Searches

Our search strategy for this review included searching electronic medical and social science databases: (1) PubMed, (2) Cumulative Index to Nursing and Allied Health Literature (CINAHL), (3) PsycINFO, and (4) Cochrane CENTRAL (Cochrane Central Register of Controlled Trials). Whenever possible, the search strategies (Multimedia Appendix 1) used a combination of free text and database-specific subject headings. The search was conducted in November 2016.

Searching Other Resources

We also searched trial registries (World Health Organization, National Institutes of Health, ClinicalTrials.gov), reference lists of included trials, and the Decision Aid Library Inventory.

Data Collection and Analysis

Selection of Studies

Two reviewers screened the titles and abstracts of all retrieved articles after employing the search strategy. Those included after screening were accessed in full text. Authors were contacted to clarify study eligibility. Disagreements were resolved by consensus among 3 reviewers.

Data Extraction and Management

Data extraction was performed independently by 2 reviewers. Extracted data included study design and setting, numbers, and other characteristics of study participants and interventions in addition to outcomes and other information thought to be relevant. Whenever different publications reported on the same trial, the data corresponding to the latest follow-up were included. For cluster RCTs, we collected effect estimates and standard errors from analyses that took the clustering into account. Study authors were contacted when more detailed information was needed. Disagreements were resolved by consensus. When available, data resulting from imputation were used in the analysis in accordance with an intention-to-treat approach.

Assessment of Risk of Bias in Included Studies

Assessment of risk of bias was performed using the Cochrane tool for judging risk of bias [18].

Measures of Treatment Effect and Data Synthesis

We used mean differences (MD) for continuous variables that were measured with the same instrument, standardized mean differences (SMD) when a similar outcome was assessed with different instruments, and relative risks (RR) for dichotomous variables. Continuous variables were standardized to a scale of 0-100. In cases where outcome data (eg, standard deviations) were missing, we tried to reach one of the study authors by email to request the complete measures. If we were unsuccessful in obtaining the data from authors, we derived standard deviations from standard errors or confidence intervals [18].

We analyzed studies comparing Web-based decision aids to usual care separately from studies comparing Web-based decision aids to decision aids presented in a diverse format. Review Manager 5.3.5 software was used to estimate meta-analytical-weighted treatment effects across studies [19]. Data analysis was conducted with a random-effects model given the heterogeneity among studies being pooled.

Sensitivity Analysis

A sensitivity analysis was conducted in order to reassess the effect measures after excluding trials classified as having high risk of bias for any of the chosen parameters and after applying the fixed-effects model. For the knowledge outcome, a sensitivity analysis was done using MDs as an alternative to SMDs. Although we opted for SMD to pool knowledge across studies since different constructs were used to measure this outcome, the use of MD could also be defensible, as the scale itself is the same.

Results

Results of the Search and Description of Studies

The electronic database search retrieved 2406 unique citations (2536 records), and 86 additional citations were identified through other sources (Figure 1). Of the 32 full-text articles assessed, 25 were excluded (Figure 1 describes the reasons, and further details are provided in Multimedia Appendix 2). We contacted 4 investigators to clarify methodological issues and to complete the extracted data when necessary.
Included Studies

Seven studies met our inclusion criteria and were included in the meta-analysis. The characteristics of included studies are presented in Table 1.

The studies were published between 2003 and 2013; five were based in the United States [20-26], one in Australia [25], and one in the United Kingdom [26]. A total of 4714 men with ages ranging from 45-75 years participated in the seven included studies. Five of the studies recruited men from a primary care setting [20-22,24,26], one through a radio and newspaper advertisement [25], and another from an industrial manufacturing worksite [23]. Six of the studies randomized individual patients [21,22,24-26], while one used the worksite as the unit of randomization [23]. For this review, we referred to control interventions as usual care unless they fulfill the definition of a patient decision aid. Among the included studies, five studies compared Web-based decision aid performance to the usual care [22-24,26], four studies compared Web-based decision aids to printed decision aids [20,24-26], and two studies compared Web-based decision aids to video decision aids [20,25]. In addition to containing information about the options and outcomes regarding prostate cancer screening, all decision aids used in the studies provided a values clarification tool, except for one [25]. All included studies assessed knowledge, and six measured decisional conflict [21-26]. Others reported outcomes included anxiety [25,26], satisfaction with decision [20,24], decision-making role [21,23,25], and intention to undergo and actually undergoing PSA screening [21-26]. All studies used a parallel design, except Allen et al, who used a cluster RCT. Allen et al used a generalized estimating equations analysis and thus properly accounting for the cluster design and the possible associated unit-of-analysis errors.
<table>
<thead>
<tr>
<th>Study</th>
<th>Methods</th>
<th>Participants</th>
<th>Comparison</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frosch 2003 [20]</td>
<td>RCT(^a), 2 groups: video decision versus Web-based decision aids</td>
<td>Men aged ≥50 years considering PSA(^b) screening in a preventive medicine clinic (USA): 112 (Web)/ 114 (video)</td>
<td>Decision aid: Web-based, with information, pros and cons of PSA testing, experiences of other patients, values clarification exercise Active comparator: Video, same content of the Web decision aid</td>
<td>Primary outcome measures: (1) participant ratings of convenience, effort required, and satisfaction with the intervention, (2) knowledge about prostate cancer screening and treatment, and (3) choice of undergoing PSA test</td>
</tr>
<tr>
<td>Krist 2007 [21]</td>
<td>RCT, comparing Web-based decision and paper-based decision aids versus no intervention (usual care)</td>
<td>Men aged 50-70 years considering PSA screening in a primary care setting (USA): 226 (Web)/ 196 (paper)/ 75 (usual care-control)</td>
<td>Decision aid: Web-based information about prostate cancer, screening, screening benefits, and known risks, current uncertainties. The website was reviewed by a general decision aid expert and several content experts. Active comparator: print brochure, which duplicated the content of the website Comparator: usual care</td>
<td>Primary outcome: patient-reported control preferences scale score. Other: Prostate cancer screening knowledge, time spent discussing screening, topics covered in the discussion, decisional conflict scale score and whether a PSA test was ordered</td>
</tr>
<tr>
<td>Frosch 2008 [22]</td>
<td>RCT, 4 groups: Web-based decision aid (1) vs Web decision aid + chronic disease trajectory (2) vs chronic disease trajectory (3) vs usual care (internet info) (4)</td>
<td>Men aged ≥50 years considering PSA screening in a preventive medicine clinic (USA): 155 (1) + 152 (2) + 153 (3) + 151 (4)</td>
<td>Decision aid: information about prostate cancer screening and treatment, with physician and patient testimonials contrasting different preferences and decisions Active comparator: chronic disease trajectory model that prompted patients to express utilities for outcomes associated with a prostate cancer life course by contrasting screening with no screening in its impact on quality of life and longevity Comparator: links to public websites on prostate cancer screening maintained by the American Cancer Society and the Centers for Disease Control and Prevention</td>
<td>Primary outcome measures: (1) knowledge; (2) actual option; (3) decisional conflict. Other outcomes: (1) treatment preference if cancer diagnosed and (2) concern about prostate cancer</td>
</tr>
<tr>
<td>Allen 2010 [23]</td>
<td>RCT, 2 groups (Web and control)</td>
<td>Men aged ≥45 years considering PSA screening (USA): 398 (Web)/ 414 (no intervention)</td>
<td>Decision aid: Web-based (content based on expert opinion and guidelines from IPDAS(^c)). Comparator: no intervention</td>
<td>Primary outcomes: (1) decisional status, (2) prostate cancer knowledge, (3) decision self-efficacy, (4) consistency between values, and (5) screening decision. Secondary outcomes: (1) preference for control in decision making and (2) decisional conflict</td>
</tr>
<tr>
<td>Taylor 2013 [24]</td>
<td>RCT, 3 groups (Web, paper, and control)</td>
<td>Men aged 45-70 years considering PSA screening in a primary care setting (USA): 631 (Web)/ 630 (paper)/ 632 (usual care)</td>
<td>Decision aid: Web-based Active comparator: printed decision aid Comparator: usual care</td>
<td>Knowledge, decisional conflict scale, satisfaction with decision scale, prostate cancer screening uptake. Measured at baseline, and then after 1 and 13 months</td>
</tr>
</tbody>
</table>
### Risk of Bias in Included Studies

Assessments of the risk of bias for each study are summarized in Multimedia Appendix 3 and the authors’ support for each judgment are presented in Multimedia Appendix 4. Random sequence generation was rated as being at low risk of bias in most of the studies (6/7, 86%) and unclear risk of bias in one study. Allocation concealment was considered low risk of bias in five studies (5/7, 71%) and unclear risk in the remaining two studies.

Blinding of participants and personnel was assessed as being at low risk of bias in one study (1/7, 14%), unclear risk of bias in four studies (4/7, 57%), and high risk in two studies (2/7, 29%) [20,21]. All studies were evaluated as being a low risk of bias regarding blinding of outcome assessment. All studies were rated as low risk of attrition bias that relates to incomplete outcome data. Five studies (5/7, 71%) were classified as unclear risk of bias regarding selective reporting due to the lack of information about public registration of the trial protocol. The other two studies had a registered protocol and were rated as low risk of bias for the selective reporting parameter. When assessing other sources of bias, six studies were rated as low risk of bias (6/7, 86%). The remaining study was considered unclear risk of bias as study groups were not similar in size [20].

### Effects of Interventions

The summary of the findings is found in Multimedia Appendix 5.

### Knowledge

All seven studies assessed patient knowledge in the meta-analysis. Studies tested knowledge through questionnaires based on the content of the decision aids. The number of correct answers was transformed into a scale ranging from 0% (no correct answers) to 100% (all correct answers).

#### Web-Based Decision Aids Versus Usual Care

Four studies included knowledge comparisons for this outcome in the meta-analysis. One study used a different way for grading the questionnaire (1 point for a correct answer, 0 for any unanswered item, and –1 for an incorrect answer), so data could not be transformed for the scale described above. In addition, no standard deviations could be obtained; thus data could not be pooled [26]. Compared to the usual care, patients allocated to Web-based decision aids had higher average knowledge scores (SMD 0.46; 95% CI 0.18-0.75; Figure 2). The study that was not included in the meta-analysis showed a higher statistically significant average score for the Web-based decision aid group in comparison with the usual care. Four of the five RCTs assessing knowledge for Web-based decision aids compared to usual care demonstrated a statistically significant improvement in knowledge in the Web-based decision aid group [19-24]. Taylor et al reassessed knowledge at 13 months, and the Web-based decision aid group continued to register a statistically significant increase in median scores compared to the usual care group [25].

#### Web-Based Versus Printed Decision Aids

Four studies assessed knowledge for the comparison of Web-based to printed decision aids, but only data from two studies could be pooled. The scale used by Evans et al was not convertible to 0%-100% scale [24]. Additionally, standard deviations for study results could not be obtained for the Evans et al and Krist et al studies; these studies did not find any differences between groups regarding this outcome. No differences in the average knowledge scores were found for this comparison (SMD 0.00; 95% CI –0.11 to 0.11; Figure 2) [21,26].

### Tables

<table>
<thead>
<tr>
<th>Study</th>
<th>Methods</th>
<th>Participants</th>
<th>Comparison</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ilic 2008 [25]</td>
<td>RCT, 3 groups (Web, paper, and video)</td>
<td>Men aged ≥45 years considering PSA screening in Australia, recruited by radio and newspaper advertisements: 56 (Web)/ 50 (pamphlet)/ 55 (video)</td>
<td>Decision aid: Web-based Active comparator: pamphlet Active comparator: video Decision aid contents: (1) epidemiology on prostate cancer, (2) diagnosis process, (3) treatment options, and (4) the associated benefits/risks</td>
<td>Primary outcome: decisional conflict. Secondary outcomes: (1) knowledge and (2) anxiety, consumer decision-making role and screening interest</td>
</tr>
<tr>
<td>Evans 2010 [26]</td>
<td>RCT, 4 groups: 2 intervention groups (Web- and paper-based) and 2 control groups (questionnaire and usual care)</td>
<td>Men aged 50-75 years considering PSA screening in a primary care setting (UK): 129 (Web)/ 126 (paper)/127 (questionnaire)/ 132 (usual care)</td>
<td>Decision aid: Web-based - Prosdex: information, pros and cons of PSA testing, other patient experiences, values clarification exercise Active comparator: paper version with the text of the website Active comparator: questionnaire Comparator: usual care</td>
<td>Primary outcome: knowledge of prostate cancer and PSA. Other: attitudes towards PSA testing, behavior (intention to undergo PSA testing), anxiety, decisional conflict, and actually undergoing of PSA test (at 6 months)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bPSA: prostate-specific antigen.
cIPDAS: International Patient Decision Aids Standards.
**Figure 2.** Forest plots of standardized mean differences for knowledge. A) Web-based decision aids (DA) versus usual care, B) Web-based decision aids versus printed decision aids, C) Web-based decision versus video decision aids.

### Web-Based Versus Video Aids

With regard to the comparison of Web-based decision to video decision aids, the Web-based group registered lower average knowledge scores (SMD –0.50; 95% CI –0.88 to –0.12; Figure 2) for the pooled data for two studies. Frosch et al found a smaller nonstatistically significant difference between the two groups when only the participants who reviewed the complete set of materials were considered for analysis [22].

### Decisional Conflict

Six of the seven studies measured patient decisional conflict using the decisional conflict scale [20-25]. The decisional conflict scale consists of five subscales, and total scores range from 0 (no decisional conflict) to 100 (extremely high decisional conflict). When comparing Web-based aids to usual care or alternative formats of decision aids, a negative score corresponds to a reduction in decisional conflicts, which favors Web-based decision aids.

### Web-Based Decision Aids Versus Usual Care

Five studies compared Web-based decision aids to usual care in terms of decisional conflict [22,23,26]. It was not possible to pool data from two studies due to lack of standard deviation of the results [21,26]. Krist et al did not find a significant difference between the two groups in contrast with the findings of Evans et al who reported a significant higher decisional conflict for the usual care group [21,26]. Frosch et al reported the results using subscales without providing standard deviation data; this study finding showed significantly higher decisional conflict for the usual care group in the subscales of “feeling informed” and “support in decision making”, and no difference was found for the subscales “uncertainty” and “having made an effective decision” [22]. The overall MD for decisional conflict comparing Web-based decision aids versus usual care was –7.07% (95% CI –9.44 to –4.71; Figure 3).

### Web-Based Decision Versus Printed Decision Aids

Four studies assessed decisional conflict by comparing Web-based decision to printed decision aids [21,24-26]. The MD for pooled data from two studies was 0.68 (95% CI –1.46 to 2.83; Figure 3). Data from the Evans et al and Krist et al studies could not be included for meta-analysis because standard deviations could not be obtained [21,26]. Reported mean scores for decisional conflicts were similar for the two groups in the Krist et al study [21]. Evans et al did not find any statistically significant differences for decisional conflict when a Web-based decision aid was compared to a printed one [26].

### Web-Based Decision Versus Video Decision Aids

Ilic et al did not find any statistical differences regarding mean decisional conflict scores for patients when exposed to Web-based decision compared to video decision aids [25].
Participation in Decision Making

Three of the seven studies evaluated participation in decision making using the Control Preferences Scale (CPS) [21,23,25], which consists of five statements (A to E), two of which reflect patient controlled decision making, another one refers to shared decision making, and the last two reflect practitioner-controlled decision making. Decision aids are intended to enhance a patient’s active role in decision making. Therefore, a pooled RR >1 for group differences in CPS statements A to C favors Web-based decision aids, and a pooled RR <1 for statements D and E also favors Web-based decision aids.

Web-Based Decision Aids Versus Usual Care

When comparing Web-based decision aids to usual care in terms of a patient-controlled or active role in the decision-making process, the pooled RR was 1.06 (95% CI 0.97-1.16; Figure 4). For the practitioner-controlled role, a pooled RR of 0.50 was obtained, which compared Web-based decision aids to usual care (95% CI 0.31-0.81; Figure 4).

Web-Based Decision Versus Printed Decision Aids

Regarding patients who assumed an active role according to the CPS, the pooled RR was 0.96 (95% CI 0.77-1.19; Figure 5). The pooled RR for the same comparison for a collaborative role in decision making was 1.12 (95% CI 0.78-1.60; Figure 5). Finally, when pooling data that compared Web-based decision to printed decision aids in terms of a passive role according to the CPS, the RR obtained was 0.83 (95% CI 0.47-1.48; Figure 5).

Web-Based Decision Versus Video Decision Aids

Ilic et al was the only study assessing participation in decisions comparing Web-based decision to video decision aids. No statistically significant differences between groups were found for active (RR 0.89; 95% CI 0.66-1.21), collaborative (RR 1.15; 95% CI 0.68-1.95), or passive patient role in decision making according to the CPS (RR 1.47; 95% CI 0.26-8.46) [25].

Screening Behavior: Preferred Option

Three studies investigated the preferred patient options concerning prostate screening using the PSA test [20,22,23]; Evans et al and Ilic et al evaluated answers using a 5-point Likert-like response scale [25,26]. Allen et al reported agreement with the statement “want to be screened” [23].

Web-Based Decision Aids Versus Usual Care

The pooled RR for two studies comparing the preference for having a PSA test for patients using a Web-based decision aid in comparison to usual care was 0.84 (95% CI 0.59-1.21; Figure 6).

Web-Based Decision Versus Printed Decision Aids

When comparing Web-based decision to printed decision aids, the overall pooled RR indicating a preference for PSA screening was 0.93 (95% CI 0.61-1.41; Figure 6).

Web-Based Decision Versus Video Decision Aids

Ilic et al assessed the preference for the PSA screening test with a 5-point response scale. When comparing those who responded either “definitely want” and “probably want” in the Web-based decision aid and video groups, there was no significant difference (RR 1.29; 95% CI 0.99-1.67) [25].

Screening Behavior: PSA Test

Using different methods, five studies investigated the actual choice of PSA screening: (1) Evans et al asked general practitioners to review participant’s medical records [26], (2) Frosch et al also relied on medical records [22], (3) Taylor et al assessed patients’ self-reported PSA screening at 13 months [24], (4) Krist et al used patients’ reports of PSA tests ordered [19], and (5) Frosch et al searched for PSA test requests in medical records [20].

Web-Based Decision Aids Versus Usual Care

When comparing Web-based decision aids to usual care groups after pooling data for screening uptake, the obtained RR was 1.0 (95% CI 0.89-1.11; Multimedia Appendix 6).
Figure 4. Forest plots of relative risks for participation in decision making. A) Patient controlled or shared decision making: Web-based decision aid (DA) versus usual care, B) Practitioner controlled decision making: Web-based decision aid versus usual care.

Figure 5. Forest plot of relative risks for participation in decision making: Web-based decision aids versus printed decision aids (DA). A) Patient controlled, B) Shared decision making, C) Practitioner controlled.
Web-Based Decision Aids Versus Printed Decision Aids

The overall pooled RR was 1.04 (95% CI 0.97-1.12; Multimedia Appendix 6) when comparing PSA tests in patients exposed to Web-based decision aids to patients receiving printed decision aids.

Web-Based Decision Aids Versus Video Decision Aids

The only study assessing PSA test uptake in patients receiving a Web-based decision aid versus patients receiving a video decision aid revealed a slight difference for the comparison (RR 1.12; 95% CI 1.0-1.25) [20].

Sensitivity Analysis

We investigated the potential bias resulting from including studies that were assessed as high risk of bias for any of the seven criteria considered, which resulted in exclusion of two studies for this analysis [20,21]. Most results remained similar, with the following exception: the differences in knowledge between Web-based decision and video groups became nonsignificant. The difference for a practitioner-controlled role in decision making between Web-based decision aids and usual care also became nonsignificant. After applying a fixed-effect model, the results were also compared to the results retrieved in the first analysis with the random-effect model. Results were similar for all outcomes and comparisons, with one exception. When comparing Web-based decision aids to usual care for a patient active or collaborative role in decision, with a slight decimal change, the difference became significant. These similar results of fixed-effect model to random-effect model diminish risk of bias due to “small study effects” (ie, the potential of the included small studies to overestimate effect sizes).

Taking into account IPDAS criteria [11], decision aids should offer a values clarification tool. After a verification process, which included contact with authors, Ilic et al was the only one of the included studies that did not contain such tool. We conducted the analysis after removal of this study. The results were similar to those obtained when the study was included.

When using mean differences instead of standardized mean differences for knowledge, results were similar for the comparisons of Web-based decision aids versus usual care (MD 10.66%; CI 95% 6.78-14.53), Web-based decision aid versus printed decision aid’s (MD –0.01%; CI 95% –2.32 to 2.22), and Web-based decision aid versus video decision aid’s (MD –11.9%; CI 95% –19.19 to –4.61).

Heterogeneity

Statistically significant heterogeneity was found for knowledge when comparing Web-based decision aids to usual care.

Discussion

Principal Findings and Evidence

In comparison with usual care, Web-based decision aid significantly increased knowledge, reduced decisional conflict, and reduced the practitioner-controlled role in the decision-making process. No differences were found regarding patients assuming an active or collaborative role in decision making or in terms of screening behavior. When comparing Web-based decision with printed decision aids, no differences were found for knowledge, decisional conflict, participation in decision, or screening behavior. Compared to video decision aids, Web-based decision aids showed lower average knowledge scores and a slight decrease in PSA screening uptake, while no differences were found regarding participation in decision making. None of the studies assessed decisional conflict for these comparisons.

There is high-quality evidence that suggests that Web-based decision aids when compared to printed decision aids perform similarly in improving men’s knowledge regarding prostate cancer screening and reducing decisional conflict. There is moderate-quality evidence that Web-based decision compared to printed decision aids show no differences in screening behavior. There is also low-quality evidence that Web-based
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decision aids resulted in lower knowledge scores when compared with video decision aids.

**Interpretation the Context of Existing Literature**

Our results are similar to those from other systematic reviews and meta-analyses indicating the superiority of decision aids (in any format) in comparison with usual care, but to our knowledge, our study is the first to compare Web-based decision aids to alternative formats in the context of prostate cancer screening decisions. Stacey et al, in a Cochrane meta-analysis of decision aids for people facing screening or treatment issues, found decision aids to improve people’s knowledge, reduce decisional conflict, promote an active patient role in decision making, and reduce the number of patients choosing to undergo PSA screening [13]. In a systematic review and meta-analysis of features of computer-based decision aids for any preference-sensitive medical decision, Syrowatka et al indicated that decision aids are associated with significant knowledge improvement and decrease in decisional conflict. However, results were limited by high levels of heterogeneity [15]. Ilic et al, in a systematic review assessing the effectiveness of decision aids for decision making in prostate cancer testing, also reported a reduction in decisional conflict and a statistically significant improvement in knowledge [14].

Syrowatka et al reported that computer-based decision aids were associated with significant improvements in knowledge and decisional conflict compared to usual care or alternative aids [15]. On the other hand, our results show Web-based decision aids perform similarly to printed decision aids in terms of decision quality outcomes. Comparisons should be made with caution, since the systematic review by Syrowatka et al addressed all computer-based decision aids (not only Web-based) and any preference-sensitive medical decision. It may not be surprising that Web-based and printed decision aids perform similarly in the context of a trial, since the contents of the decision aid in both arms is the same. Therefore, the current evidence supports the use of decision aids. However, either decision aid format may be used depending on individual patient’s preference. In addition, we hypothesize that in a busy day-to-day clinical practice, with limited time to talk to patients, Web-based decision aids may have greater potential, allowing patients to easily access and review the material prior to the encounter with the physician, which may impact the shared decision-making process.

Only two studies compared Web-based to video decision aids, which limits our conclusions, particularly concerning the fact that Web-based decision aids showed lower average knowledge scores [20,25]. However, we can hypothesize that older men making a prostate cancer screening decision may not be very familiar with internet use. Of note, in Frosch et al, the video decision aid population arm had a specifically allocated time to watch the video, which was different from the Web-based decision aid group. This difference may have increased adherence to video visualization. This study showed that the video group had significantly more probability of reviewing the materials, while in the Web-based decision aid group, only 53.5% watched the entire presentation, and 39.5% had not reviewed any part of it. In fact, the authors reported that for those in the Web-based decision aid group who reviewed the entire presentation, knowledge scores were similar to those from the video group [20]. More studies are needed in order to address the comparison of decision aids reviewed at an assigned versus self-allocated time.

**Strengths and Limitations**

Among the included studies, the risk of bias was higher for the blinding of participants and personnel criteria. Post-hoc analysis removing studies at high risk of bias yielded the same results, except that no differences were found for knowledge comparing Web-based to video decision aids and no differences for a practitioner-controlled role in decision making when comparing Web-based decision aids to usual care.

Several limitations must be considered while analyzing our conclusions. For most outcomes, the number of studies was low, making it difficult to assess for publication bias. The different contents of the decision aids of each study also limited their comparison. We tried to pool data only when the same scale or procedure was used to evaluate each outcome. However, different ways of formulating the questions may also pose a limitation to our conclusions. The way studies measured screening behavior could also have introduced bias. The methods used, such as self-reported screening, review of medical records, and evaluation of intention to undergo screening, may not be reliable. PSA screening decisions may have to be made by men several times in their life, so lack of long-term follow-up in the included studies also limits the understanding of the impact of Web-based decision aids over time. Taylor et al was the study with the longest follow-up (13 months) [24].

Some studies mention visualization rates of the decision aids. Allen et al refers rates from 23%-59% in the intervention Web-based decision aid group [23]. In Frosch et al, 86.7% of the Web-based decision aid arm participants at least clicked on the link provided [22]. It is possible that if all men effectively viewed the materials, the impact of decision aids could be amplified. Results could also have been influenced due to the fact that people in the printed decision aid arms could have the decision aid with them while answering the questionnaires.

Finally, participants in the majority of included studies were white men with high educational levels, which limits the generalization of results for other populations, such as low literacy men and cultural minorities. Allen et al addressed a low literacy population in nonclinical settings (worksites) that differed from the other included studies [23]. Taylor et al also included many participants from a low socioeconomic background [24]. More trials should focus on these populations and investigate the delivery of decision aids in different settings.

We hypothesize that the statistically significant heterogeneity found for knowledge when comparing Web-based decision aids and usual care in conjunction with Web-based to video decision aids may be due to the fact that the tests used for this assessment in the included studies were not standardized.

**Conclusions**

According to this analysis, the Web format seems to have a similar effect to printed or video decision aids in terms of
increase in knowledge and decrease in decisional conflict. This provides evidence to use decision aids to support a patient’s prostate cancer screening decision, whether it is a Web-based decision aid or alternative format like a printed or video version. Of note, most included studies were published 7 or more years ago. In the last several years, the internet has become even more ubiquitous and easy to use with many public places providing it at no cost, which may be an important feature to increase access to decision aids. Another potential advantage, especially for health preference sensitive issues, is the anonymity that Web allows. Increasingly more decision aids will likely become available through this media, and more men will be skilled enough to search for them online. More RCTs are needed to further compare the impact of these alternative decision aid formats in decision making and to analyze their influence not only in the short term, but also over time. In addition, more studies are needed to deepen our understanding of the unique features of Web-based decision aids, such as virtual connectivity, interactivity, tailoring, as well as to compare Web-based decision aids with video and printed decision aids in terms of implementation and dissemination strategies and cost-effectiveness analyses [17].
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Abstract

Background: Electronic health records (EHRs) have been widely proposed as a mechanism for improving health care quality. However, rigorous research on the impact of EHR systems on behavioral health service delivery is scant, especially for children and adolescents.

Objective: The current study evaluated the usability of an EHR developed to support the implementation of the Wraparound care coordination model for children and youth with complex behavioral health needs, and impact of the EHR on service processes, fidelity, and proximal outcomes.

Methods: Thirty-four Wraparound facilitators working in two programs in two states were randomized to either use the new EHR (19/34, 56%) or to continue to implement Wraparound services as usual (SAU) using paper-based documentation (15/34, 44%). Key functions of the EHR included standard fields such as youth and family information, diagnoses, assessment data, and progress notes. In addition, there was the maintenance of a coordinated plan of care, progress measurement on strategies and services, communication among team members, and reporting on services, expenditures, and outcomes. All children and youth referred to services for eight months (N=211) were eligible for the study. After excluding those who were ineligible (69/211, 33%) and who declined to participate (59/211, 28%), a total of 83/211 (39%) children and youth were enrolled in the study with 49/211 (23%) in the EHR condition and 34/211 (16%) in the SAU condition. Facilitators serving these youth and families and their supervisors completed measures of EHR usability and appropriateness, supervision processes and activities, work satisfaction, and use of and attitudes toward standardized assessments. Data from facilitators were collected by web survey and, where necessary, by phone interviews. Parents and caregivers completed measures via phone interviews. Related to fidelity and quality of behavioral health care, including Wraparound team climate, working alliance with providers, fidelity to the Wraparound model, and satisfaction with services.

Results: EHR-assigned facilitators from both sites demonstrated the robust use of the system. Facilitators in the EHR group reported spending significantly more time reviewing client progress (P=.03) in supervision, and less time overall sending reminders to youth/families (P=.04). A trend toward less time on administrative tasks (P=.098) in supervision was also found. Facilitators in both groups reported significantly increased use of measurement-based care strategies overall, which may reflect cross-group contamination (given that randomization of staff to the EHR occurred within agencies and supervisors supervised both types of staff). Although not significant at P<.05, there was a trend (P=.10) toward caregivers in the EHR group reporting poorer shared agreement on tasks on the measure of working alliance with providers. No other significant between-group differences were found.
Conclusions: Results support the proposal that use of EHR systems can promote the use of client progress data and promote efficiency; however, there was little evidence of any impact (positive or negative) on overall service quality, fidelity, or client satisfaction. The field of children’s behavioral health services would benefit from additional research on EHR systems using designs that include larger sample sizes and longer follow-up periods.

Trial Registration: ClinicalTrials.gov NCT02421874; https://clinicaltrials.gov/ct2/show/NCT02421874 (Archived by WebCite at http://www.webcitation.org/6yyGPJ3NA)
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Introduction

Background
Electronic health record (EHR) systems are a type of health information technology (HIT) that has been widely proposed as a mechanism for improving the quality and positive impact of health care services [1-4]. Research suggests that a well-implemented and fully-integrated EHR systems can promote complete record-keeping and more efficient access to documentation, facilitating information sharing and better coordination of care [1,5,6]. Other proposed, but less well-validated, benefits of EHR systems include: (1) facilitating the use of standardized assessments that can promote progress monitoring, (2) better linkage to evidence-based interventions, (3) more effective communication between providers and supervisors, and (4) use of data to promote quality improvement and research [7].

Given the potential benefits, the use of EHR technology in healthcare has been a high policy priority for well over a decade, as evidenced by enabling legislation such as the Health Information Technology for Economic and Clinical Health (HITECH) Act [8], which authorized incentive payments through Medicare and Medicaid to eligible providers. Accordingly, research on EHRs in general healthcare has proliferated over the past decade. Research has examined rates of uptake of EHR systems and related HIT across healthcare settings [9-11], illuminated factors related to adoption and perceived usability [6,9], and enumerated barriers, challenges, and strategies to promote implementation [4-7,12,13]. Importantly, research has also examined impacts of EHR adoption, with comprehensive reviews showing a mix of positive, negative, and null outcomes. In general, studies have found structural and process benefits, such as productivity and work practices, but less impact on clinical outcomes [14-16].

Electronic Health Records in Behavioral Healthcare
In contrast to general healthcare, EHRs in behavioral health (ie, substance abuse and mental health services) has lagged substantially in both policy and research. Behavioral health providers were excluded from incentive programs such as those promoted by HITECH, rendering most behavioral healthcare providers unable to qualify for incentive payments [17]. Thus, it is not surprising that utilization of EHR systems in specialized behavioral health settings and addiction treatment centers is still quite limited [14], with a 2012 study finding full EHR adoption in only about 20 percent of 505 behavioral health organizations [11].

Research on behavioral health information technology in general—and EHR implementation and impacts specifically—is also sparse by comparison to general healthcare [18,19]. Research that does exist has tended to find parallels to general healthcare. For example, the most commonly implemented EHR components for behavioral healthcare include maintaining documentation on clients and services provided, billing, scheduling, and clinic-wide reporting [5,6,17]. Functions such as information exchange, progress monitoring, and quality assurance—components that are arguably most likely to directly impact the content and quality of services delivered—were endorsed less frequently [14,20].

Barriers to behavioral health providers’ EHR adoption and implementation also have been found to parallel those for general healthcare providers, with financial barriers related to procuring and maintaining EHRs most prominent, but also including issues related to technical support, lack of enthusiasm among providers, and the time and effort required for training and implementation [14,19,21,22]. Unique concerns have also been raised, such as poor alignment with existing behavioral health workflows, lack of fit between the types of information maintained by behavioral health providers (which may be more narrative) and typical EHR structures and functions (which are often more quantitative and categorical), and negative impacts on provider–client communication that may impede therapeutic alliance [14,23-25]. Although some studies have found that behavioral health providers prefer using EHR systems over paper records [25], others have found relatively low rates of satisfaction with the usability and helpfulness of EHR systems and the need for “work arounds” [22,26-28]. For example, a survey of 46 children’s behavioral health providers conducted by our research team (personal communication with Coldiron, Hensley, and Hadfield, 2018) found a mean (SD) System Usability Scale (SUS) [29] score of only 48.4 (22.7) for the EHRs being used in organizations, well below the cut-off for acceptable (mean score of 65) or even “marginal” (mean score of 50) [30].

In sum, EHR systems continue to be promoted in behavioral healthcare as a potential means of improving practice efficiency and effectiveness. However, behavioral health-focused EHR systems lag substantially behind those for general healthcare in enabling policy and subsequent adoption, and behavioral health providers tend to be more skeptical of benefits than healthcare providers tend to be more skeptical of benefits than healthcare providers.
providers. Research is also scant by comparison, with most research to date focused on rates of adoption and barriers to EHR use. One recent review concluded that “comparative studies exploring EHR implementation within behavioral health settings are currently absent in the literature” [25]. While a few studies have suggested EHRs may promote better coordination among primary care and behavioral health providers [9,18], little research is available to shed light on EHR systems’ impact on practice, process, and client outcomes.

**Electronic Health Record Systems and Care Coordination**

One area of behavioral healthcare that may especially benefit from an expansion of the EHR research base is care coordination for individuals with multiple and complex behavioral health needs. Effective care coordination requires a range of practitioner communication, service provision, and administrative activities with the potential to be facilitated by technology. Examples include: sharing of information among providers, accessibility of records by clients and their families, such as in personalized health records [10], access to a diverse provider registry, billing for multiple services and strategies, and cost and outcomes monitoring at the client, program, and system levels [31,32].

Research is now emerging that demonstrates EHRs’ potential for positive impact within coordinated care models. For example, Matiz and colleagues [33] found that enhancements to the EHR that added a care plan template were associated with a fourfold increase in care plan use. King and colleagues found that EHR use was associated with physicians’ adherence to research-based care coordination processes [34]. And Hsiao et al found that physicians using EHR were more likely to receive patient information needed for care coordination than those who did not [35].

While the above studies underscore the potential for EHR systems and other types of HIT to facilitate implementation of effective care coordination, none focused on behavioral healthcare, and none used an experimental design. Overall, despite the potential implications for decision-making among providers, managed care entities, and state behavioral health authorities, research is limited regarding how EHR adoption may affect implementation quality, client satisfaction, and adherence to defined practice models.

**The Current Study**

In our research we sought to determine the following: (1) to understand providers’ perceptions of the EHR’s feasibility, acceptability, and contextual appropriateness in the “real world” of implementing Wraparound care coordination, and (2) comparing Wraparound facilitators randomly assigned to use the EHR versus paper-based SAU, determine how EHR implementation affected relevant work practices and service processes, such as supervision, fidelity to the Wraparound practice model, collection and use of progress data, teamwork and alliance, and parent satisfaction with care.

**Methods**

**Overview of Study Design**

The study was conducted in two sites. Site 1 was a Wraparound agency located in a diverse, largely rural region of a Southeastern US state. Site 2 was a regional mental health center providing Wraparound and other services in a small, predominantly white city and surrounding region in a Midwestern US state.

The study employed a blocked randomized control design with Wraparound facilitators (typically Bachelor’s or Master’s level mental health practitioners). Wraparound facilitators (also care coordinators) were randomly assigned to two conditions, EHR or SAU. A pool of 34 (29 in Site 1 and five in Site 2) randomized facilitators were stratified by the two sites and five supervisors (three in Site 1 and two in Site 2) to balance clustering effects. Randomization was conducted by the independent academic partner at the University of Washington.

All facilitators continued to provide Wraparound care coordination as they did before the study, with one exception: Facilitators assigned to the EHR condition were trained and supported to use an online EHR software package (see below for details). Facilitators not assigned to use the EHR continued to provide SAU. All supervisors were also trained to use the EHR and were encouraged to use the system when supervising facilitators in the EHR group. However, it is important to note that all supervisors were asked to supervise facilitators in both study groups.

**Participants**

**Youth**

To be eligible for the study, children and youth had to be between 5 and 18 years old and experiencing serious emotional and behavioral disturbance, defined as having a mental health diagnosis as designated in the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition [38] and functional impairment that “substantially interferes with or limits the child from developing social, behavioral, cognitive, communicative or adaptive skills or his activities relating to family, school or community.” Youth in foster care were not eligible for the study due to issues of obtaining consent for youth in state custody. Youth in multiple sibling groups referred for services were also not eligible due to clustering effects and subsequent difficulty in interpreting results for such families.
The study was initiated in November 2015 in Site 1 and January 2016 in Site 2. All 34 facilitators and five supervisors in both sites consented to participate. For eight months after study inception, 211 children and youth enrolled in Wraparound in the two sites were referred to the study. Of those, 69/211 (33%) were found to be ineligible (31/69 [45%] due to being members of sibling groups, 15/69 [22%] due to being foster youth, and 23/69 [33%] due to being out of the age range). Of those remaining, 12/211 (6%) declined to participate, 38/211 (18%) consented to be contacted but did not respond to outreach from the research team, and 9/211 (4%) consented to be in the study but were not responsive to requests to conduct an intake interview. Thus, 83/211 (39%) children and youth and their caregivers were formally enrolled in the study. Of these, 18/83 (22%) were lost to data collection follow up leaving a final sample of 65/83 (78%) children and youth for whom longitudinal data were available, 42/65 (65%) in the EHR group and 23/65 (35%) in the SAU group. A detailed Consolidated Standards of Reporting Trials (CONSORT) diagram is provided in Figure 1.

As shown in Table 1, the group of children and youth on which analyses were conducted was majority male (54/83, 65%), with a mean age of 11.4 (SD 3.73) years. Approximately half (42/83, 51%) were from a racial or ethnic minority group (African American (37/83, 45%), mixed race (5/84, 6%), and 1/83 (1%) of Hispanic ethnicity). The most common Axis I diagnoses across children and youth were attention disorders (33/83, 40%), mood disorders (20/83, 24%), oppositional and conduct disorders (11/83, 13%), and anxiety disorders including PTSD (11/83, 13%).
A total of 29/83 (35%) children and youth had more than one Axis I disorder, and 63/79 (80%) scored in the clinical range for the Total Difficulties Score on the Strengths and Difficulties Questionnaire [39]. As shown in Table 1, there were no significant differences between groups at baseline on any of these measures.

### Caregivers

Across both groups, 63/83 (76%) of children and youth were cared for by biological parents, 8/83 (10%) by a grandparent, 7/83 (8%) by other individuals (e.g., a family friend), and 5/83 (6%) by adoptive parents. A large majority of caregivers were female (78/83, 94%); 47/83 (57%) were white and 35/83 (42%) were African American. A majority of caregivers had a...

---

### Table 1. Baseline characteristics of children and youth, caregivers, and facilitators by study group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>EHR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SAU&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Youth, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>11.35 (3.69)</td>
<td>11.56 (3.85)</td>
<td>11.43 (3.73)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>18 (36.73)</td>
<td>11 (32.35)</td>
<td>29 (34.94)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>19 (38.78)</td>
<td>18 (52.94)</td>
<td>37 (44.58)</td>
</tr>
<tr>
<td>White</td>
<td>27 (55.10)</td>
<td>14 (41.18)</td>
<td>41 (49.40)</td>
</tr>
<tr>
<td>Mixed</td>
<td>3 (6.12)</td>
<td>2 (5.88)</td>
<td>5 (6.02)</td>
</tr>
<tr>
<td>Repeated a grade, n (%)</td>
<td>19 (40.43)</td>
<td>12 (35.29)</td>
<td>31 (38.27)</td>
</tr>
<tr>
<td>Ever been in foster care, n (%)</td>
<td>9 (18.37)</td>
<td>6 (17.65)</td>
<td>15 (18.07)</td>
</tr>
<tr>
<td><strong>Brief Problem Checklist-Total problem score</strong></td>
<td>14.02 (4.44)</td>
<td>13.56 (4.78)</td>
<td>13.83 (4.56)</td>
</tr>
<tr>
<td><strong>Strengths and Difficulties Questionnaire-Total Score</strong></td>
<td>21.26 (7.22)</td>
<td>21.47 (5.95)</td>
<td>21.94 (6.71)</td>
</tr>
<tr>
<td><strong>Caregiver, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>38.49 (8.47)</td>
<td>39.32 (11.19)</td>
<td>38.83 (8.47)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>45 (91.84)</td>
<td>33 (97.1)</td>
<td>78 (93.98)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>18 (36.73)</td>
<td>17 (50)</td>
<td>35 (42.17)</td>
</tr>
<tr>
<td>White</td>
<td>30 (61.22)</td>
<td>17 (50)</td>
<td>47 (56.63)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2.04)</td>
<td>0</td>
<td>1 (2.04)</td>
</tr>
<tr>
<td><strong>Adjusted gross income (US), n (%)</strong></td>
<td>26 (54.17)</td>
<td>23 (39.70)</td>
<td>49 (60.49)</td>
</tr>
<tr>
<td>&lt; $19,000</td>
<td>15 (31.25)</td>
<td>7 (21.21)</td>
<td>22 (27.16)</td>
</tr>
<tr>
<td>$20,000-$39,000</td>
<td>7 (14.58)</td>
<td>3 (9.09)</td>
<td>10 (12.35)</td>
</tr>
<tr>
<td>&gt; $40,000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relationship to youth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological parent</td>
<td>37 (75.51)</td>
<td>26 (76.47)</td>
<td>63 (75.90)</td>
</tr>
<tr>
<td>Adoptive parent</td>
<td>4 (8.16)</td>
<td>1 (2.94)</td>
<td>5 (6.02)</td>
</tr>
<tr>
<td>Grandparent</td>
<td>3 (6.12)</td>
<td>5 (14.17)</td>
<td>8 (9.64)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (10.20)</td>
<td>2 (5.88)</td>
<td>7 (8.43)</td>
</tr>
<tr>
<td><strong>Facilitator, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>11 (61.1)</td>
<td>11 (84.6)</td>
<td>22 (71)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>5 (27.8)</td>
<td>2 (15.4)</td>
<td>7 (22.6)</td>
</tr>
<tr>
<td>White</td>
<td>12 (66.7)</td>
<td>10 (76.9)</td>
<td>22 (71)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0</td>
<td>1 (7.7)</td>
<td>1 (3.2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5.6)</td>
<td>0</td>
<td>1 (3.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR: electronic health records.<br>
<sup>b</sup>SAU: services as usual.
household income of less than US $19,000 (49/81, 60%). As shown in Table 1, there were no between-group differences on any variables at baseline.

**Facilitators**

Three facilitators were lost to attrition in Site 1 (all before study youth were assigned to them); thus, children and youth in the study were served by a total of 31 Wraparound facilitators, 26/31 (84%) in Site 1 and 5/31 (16%) in Site 2. A majority were female (22/31, 71%) and white 22/31 (71%), while 7/31 (23%) were African-American. As shown in Table 1, there were no differences in demographics between facilitators at baseline.

**Intervention Conditions**

**Electronic Health Record Condition**

Facilitators assigned to the EHR condition used an online software system that was developed through a partnership between a university research team and a small behavioral health-focused software developer. In addition to standard EHR fields (eg, youth and family information, diagnoses, assessment data, progress notes), the software maintained information on all elements of the Wraparound team and Wraparound plan in formats that align with the defined practice model for Wraparound care coordination [40,41]. For example, the software is organized via tabs that correspond to the sequence of activities that engage the family and build a plan that serves as the focus of coordinated Wraparound teamwork. Examples of information entered and maintained include the family’s background and the reason for referral, youth and family strengths, a team mission statement, and priority need statements in the family’s own words. Each need statement is connected to specific strategies and one or more outcomes statements on which data must be entered over time. If a strategy is a billable service, the facilitator can enter the service, service provider information, and the number of units authorized.

Other functions supported by the EHR system include individualized permission levels that allow for the sharing of information among youth and families, providers, and other team members. As such, caregivers and youth who had access to certain records within the system, such as meeting schedules, plans of care, and progress monitoring dashboards. Reporting functions include individual youth-, supervisor-, and administrator-level data aggregation and reporting on services, expenditures, and outcomes. Facilitator workflow is supported by a hyperlinked Task List that tracks the completion of necessary care coordination steps and tasks as well as completion of required fields and elements of the Wraparound plan. The EHR also sends system-generated emails that obtain electronic signatures and automated reminders for upcoming meetings. Finally, the system promotes outcomes monitoring and feedback via collection of data on progress toward youth and family needs statements (eg, on a 0-10 scale). Brief process (eg, connection to professional helpers and social supports) and standardized outcomes measures are also incorporated into the system.

Although all efforts on the part of Wraparound care coordinators were completed within the EHR system, documentation by other involved health professionals (eg, primary or specialty care physicians, child welfare case workers, mental health therapists) was not completed within the same EHR system. Evaluation reports, medical records, and other documentation can, however, be uploaded to the record via secure upload. See work published by Bruns and colleagues [32] for more details on the system.

Facilitators in the EHR group were trained on and supported to use the software via a sequence of activities that included: (1) an online training; (2) a two-day in-person training from the software developer’s training team; and (3) monthly web-based check-in calls with five small cohorts of facilitators organized by supervisor. For two months after initial training (but before enrollment of study families), EHR-assigned facilitators were supported to continue learning the functions of the EHR with the two youth/families on their caseloads who were most recently enrolled in services. EHR users also had the availability of help desk support. The research team sent regular reports of EHR system use and data completeness for study enrolled families to facilitators and supervisors to help encourage full use of the system.

**Services as Usual Condition**

Facilitators in the control group completed research measures as described below, but did not participate in the training or use of the EHR. Rather, SAU-assigned facilitators maintained documentation, as usual, involving traditional paper case files. For facilitators in the SAU group, intake paperwork, progress notes, Wraparound plans, meeting minutes, and assessments all continued to be typed and hand-written and stored in a paper file and/or Excel files. Supervisors of SAU facilitators continued to review information on family needs, plans, and progress using paper and Excel files in their management and supervision.

**Measures**

**Electronic Health Record System Activity**

The research team monitored use of the software by EHR-assigned facilitators and reviewed activity logs by the facilitator in monthly consultation. The research team also compiled and fed these data back in initial months of the study to ensure the system was being used as intended by EHR group members. The activity monitor recorded each movement the user made within the system (ie, “Visited Custom Assessment Report Page” or, “Visited Add/Edit User Page”) to capture how facilitators were utilizing the system. These data were then aggregated into categories (ie, “Maintaining Service Notes” or, “Updating & Developing the Plan of Care”) to assess the percentage of time users were spending on each type of function in the EHR.

**Demographic Information**

The Family Information Form obtains data on youth and family demographics (eg, age; gender, and race of children/youth and caregivers; family income), diagnosis, and other information related to the family’s history and home composition. The survey was administered to caregivers at baseline.

**Provider Perceptions of Electronic Health Records**

All supervisors and EHR-assigned facilitators completed two measures of EHR usability, acceptability, feasibility, and appropriateness six months after initiation of the study and
training on the system. The System Usability Scale (SUS) is a widely used, 10-item measure of perceptions of the usability of a technology system developed by Brooke [42,43]. Items such as, “I thought the system was easy to use,” and, “I felt very confident using the system” are rated on a five-point Likert scale. Resulting total scores range from 1-100. Scores below 50 indicate unacceptable usability, 50-70 indicate marginal usability, and greater than 70 indicate acceptable usability [29,42]. This scale is well-validated and has been found to have high inter-rater and test-retest reliability, excellent internal consistency (alpha=.91) [44], and significant associations with alternative usability evaluation approaches [45].

The System Acceptability and Appropriateness Scale (SAAS) is an 11-item measure that evaluates HIT acceptability, utility and fit with service context. Items such as “How relevant is the technology to your client population?” are rated on a 1 (Not at All) to 5 (Extremely) point Likert scale and result in two subscale scores: Acceptability and Appropriateness. The SAAS was adapted from existing measures of intervention and HIT acceptability, including the Usage Rating Profile Intervention [46], Treatment Acceptability Rating Form-Revised (TARF-R) [47], and Intervention Rating Profile-15 [48]. Versions of the SAAS have been shown to possess adequate technical adequacy (alpha>.70) and criterion-related validity [49].

Provider Workflow and Behaviors

Four measures focused on provider workflow and behaviors. Two measures focused on supervision practices, one on facilitator attitudes toward standardized assessments, and one on facilitator behaviors related to measurement-based care.

The Supervision Process Questionnaire (SPQ) asked supervisors and facilitators to evaluate the percentage of time spent during supervision in nine different areas (eg, crisis assessment, client progress review, case conceptualization). Subscale or total scores were not calculated; instead, data were analyzed at the individual item level to evaluate between-group differences in supervision foci. Preliminary studies have found adequate interrater reliability [50].

The Brief Supervision Practice Checklist-Adapted (BSPC) is an eight-item survey administered to supervisors and facilitators that collects information on types of supervision practices and asks individuals in both roles to rate on a five-point scale (from Never to Almost Always) the degree to which different types of supervision are provided (eg, “supervisor discussed techniques to encourage family engagement;” and “supervisor reviewed youth and family progress”). Originally developed by Dorsey and colleagues [51] for supervision of clinicians practicing individual therapy, the measure was revised to better align with Wraparound care coordination. Formal reliability and validity have not been reported; however, internal consistency for the current sample was found to be good (alpha=.93). Total scores were calculated for BSPC items, given that, unlike the SPQ, all items are proposed to evaluate a latent variable focused on effective Wraparound supervision. The SPQ and BSPC were administered to supervisors and facilitators in both groups at the initiation of the study (before training on the EHR), and six months later.

The Attitudes Toward Standardized Assessment Scale (ASA) is a 22-item measure of practitioner perceptions and attitudes about using standardized assessments in clinical practice. Items are scored on a 1 (Strongly Disagree) to 5 (Strongly Agree) scale and yield three subscales with adequate or better reliabilities: Benefit over Clinical Judgment, Psychometric Quality, and Practicality (alpha=.75) [52]. Ratings have been associated with a greater likelihood of standardized assessment use. Facilitators in both groups completed the ASA at baseline and six-month time points.

The Current Assessment Practice Evaluation-Revised (CAPER) is a 10-item measure that assesses practitioners’ self-ratings of behaviors related to measurement-based care (MBC) across different phases of intervention (eg, at intake, ongoing during termination, discharge). As described in a recently submitted paper by Lyon and colleagues, CAPER subscales demonstrated good reliability as well as convergent and divergent validity with clinician attitudes about MBC in the expected directions (personal communication by Aaron Lyon, 2017). Facilitators responded to items such as “In the last two weeks, for how many youth/families did you administer a standardized assessment measure?” and “…for how many families did you systematically track an individualized outcome variable?” Facilitators in both groups completed the CAPER every other week for eight months, for a total of 16 biweekly surveys.

Wraparound Implementation and Service Process

Wraparound Implementation and Service Process was evaluated using three measures. The Team Climate Inventory, short version (TCI) is a 14-item survey that evaluates five relevant aspects of health care teamwork (Shared Vision, Participation Safety, Support for Innovation, Task Orientation, Interaction Frequency) using a five-point Likert scale. The scale has extensive support for reliability and factor structure; and validity is found in association with healthcare quality, patient satisfaction, and outcomes, including alpha coefficients of the subscales ranging from 0.73-0.80 [53].

The Wraparound Fidelity Index, Brief Version (WFI-EZ) is a widely-used, reliable and valid self-report measure of fidelity to the Wraparound process, based on the original Wraparound Fidelity Index, version 4 [54]. Items in the 25-item fidelity section of the measure are rated on the Likert scale from 1 (Strongly Disagree) to 5 (Strongly Agree). The WFI-EZ yields scores for five theory- and research-based Wraparound practice domains (eg, Team-based, Outcomes-based, Family-driven) and a Total Score. Internal consistency for all items has been found to be good (alpha=.89; personal communication with Ryan Parigoris, 2017). Evidence for validity includes differentiation among programs using a method of known groups approach as well as significant correlations between total fidelity scores and alternate measures of fidelity (personal communication with Ryan Parigoris, 2017) [55].

The Working Alliance Inventory (WAI) measures alliance between clinicians and clients on three domains: bond, goals, and tasks [56]. Based on the WAI short form, this measure was revised to reflect the alliance between Wraparound facilitators and families. Items are rated on a seven-point Likert scale, with response options ranging from Never to Always. The measure
results in an overall alliance score, as well as three subscale scores tied to the domains. Reliability has been found to be good for the client form [57], and adequate for provider versions [56].

Caregivers completed the TCI, WFI-EZ, and WAI four months after entry to Wraparound services.

**Client Satisfaction**

The Client Satisfaction Questionnaire (CSQ) is a widely used, well-validated measure of satisfaction with behavioral health services [58]. Items such as “How would you rate the quality of service your child received?” are rated on a four-point Likert scale ranging from Poor to Excellent. For this study, the eight-item short form (CSQ-8) was used, which has an internal consistency of .93 [59]. The CSQ-8 was administered to caregivers four months after entry to Wraparound services.

**Facilitator Satisfaction**

The Therapist Satisfaction Index (TSI) is a 14-item self-report measure to assess practitioners’ affinity for the intervention being used, perceived effectiveness, capacity for individualization and flexibility, and applicability to children and youth they work with. Items such as “The caregivers I work with seem to like the Wraparound approach” are rated on a five-point Likert scale from Strongly Disagree to Strongly Agree. Cronbach’s alpha for the total score has been found to be .83 [60]. A version with items revised to be appropriate for Wraparound was administered to facilitators at baseline and six months after study initiation.

**Procedures**

The study protocol was approved by the institutional review board at the University of Washington. Provider staff (supervisors and facilitators) were consented by the research coordinator after an on-site study introduction. Provider staff in both conditions completed EHR perception surveys and workflow and provider behavior instruments six months after training on the EHR. Enrollment of children, youth, and caregivers (and baseline interview completion) began two months after initial training. As described above, facilitators completed measures related to implementation specific to each enrolled youth and family four months after the child or youth was enrolled in services. Facilitators also completed a brief online survey about their use of measurement-based care (via the CAPER) bi-weekly for the duration of the study.

Intake coordinators at both study locations assigned all children and youth newly enrolled in the two Wraparound programs a study identification number and assessed them for eligibility. If determined to be eligible, Wraparound facilitators presented eligible youths’ parent or guardian with information about the study and sought to obtain consent to be contacted by the research team. After consent to contact was obtained, a member of the research team contacted the parent/guardian via phone and further explained the parameters of the research study, and formally enrolled those who agreed to participate. Interviews were conducted by a research assistant via phone at baseline and four months.

**Data Analysis**

Equivalence of groups at baseline was assessed using t-tests and chi-square tests. Differences between EHR and SAU in provider workflow, implementation and service processes, and client/facilitator satisfaction were examined using t-tests, and hierarchical linear models were also conducted to account for the nested nature of the data. Facilitators (level 1) were nested within supervisors (level 2), who were nested within site (level 3), or caregivers (level 1) were nested within facilitator (level 2), who were nested within site (level 3). To explore the impact of nesting, intraclass correlation coefficients (ICCs) at the supervisor and site levels were examined, both of which were very low (<.05) for all major outcomes. Therefore, two-level hierarchical linear models with a random intercept for a site were run. To account for missing data, which ranged between 17/83 (20%) to 20/83 (24%), multivariate normal multiple imputations were used with 100 imputations. Auxiliary variables were included to aid the imputation. These analyses were conducted using Stata Version 13.1.

Longitudinal outcomes were tested through two-level growth curve models using HLM 7.0 [61] with observations/time (level 1) nested within facilitators (level 2). The data were also nested by site (level 3), but due to the low ICCs, a dummy variable was created and included in the model. Estimated scores and rates of change over time for the outcome variables were modeled. Random intercepts for facilitator were included and random slopes for observations/time were examined and retained when statistically significant. Data were modeled using full maximum likelihood estimation.

Although a large number of comparisons were made, we chose not to use a correction primarily because it would result in extremely small $P$ values (or alphas). All tests were planned a-priori so we looked for consistency and examined patterns among the results. Also, because of small sample sizes and the exploratory nature of this study, we flagged results that trended toward significance (between-group differences at $P<.10$ level) for inclusion in the interpretation of results.

**Results**

**Group Comparability**

The EHR and SAU groups were compared at baseline on several demographic variables (see Table 1). As shown, there were no significant differences between groups on any variables, including total scores on two commonly used measures of child emotional and behavioral functioning, the Brief Problem Checklist [62] and the Strengths and Difficulties Questionnaire [39].

**EHR System Activity**

Table 2 presents a summary of EHR activity by facilitators in each site for months 1 and 2 when activity was recorded and fed back during EHR consultation with the research team. As shown, EHR facilitators from both sites demonstrated robust use of the system. Facilitators in Site 1 demonstrated a greater mean number of clicks during the first month at 1,473 (SD 61.45) and second month at 1,060 (SD 58.90) than facilitators from Site 2 with 866 (SD 26.43) in month 1 and 612 (SD 16.91)
in month 2. Use by facilitators in both sites was greater in month 1, during which it was necessary to transfer data from paper records for enrolled families. During the second month of use, nearly two-thirds (642/1060, 61%) of the clicks for facilitators in Site 1 were used in communicating with the team or updating and developing the plan of care. In contrast, a larger proportion of clicks for facilitators from Site 2 (395/612, 65%) were used in the system managing information and updating/maintaining service notes. Such differences were attributed to different organizational priorities and approaches to implementing Wraparound.

**Provider Perceptions**

Results from measures focused on practitioner perspectives on the EHR including the SUS and SAAS are summarized in Table 3. Scores on the individual items of the SUS ranged from 1.6-2.7, with a total average score of 54.72 (range 30-70.3). Scores on the acceptability subscale ranged from 2.6-3.6 and scores on the appropriateness subscale ranged from 2.9-3.4.

**Provider Workflow and Behaviors**

Workflow outcomes were assessed using measures of supervision activity (SPQ and BSPC), use of measurement-based care (CAPER), and attitudes toward standardized assessment (ASA). Results are presented in Table 4. There were no differences between groups on the ASA scale at baseline. Results from the HLM suggested facilitators in the EHR group reported lower scores on the psychometric quality subscale, on average, compared to those in the SAU group. Facilitator reports did not differ by treatment group for the “benefit over clinical judgment” and “practicality” subscales.

**Table 2.** Summary of system activity (number of clicks) by site and time for the first two months of the study.

<table>
<thead>
<tr>
<th>EHRa function</th>
<th>Site 1 (n=18), mean (%)</th>
<th>Site 2 (n=13), mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Month 1</td>
<td>Month 2</td>
</tr>
<tr>
<td>Communicating with the team</td>
<td>305 (20.7)</td>
<td>431 (40.7)</td>
</tr>
<tr>
<td>Core Assessments</td>
<td>4 (0.3)</td>
<td>25 (2.4)</td>
</tr>
<tr>
<td>Maintaining service notes</td>
<td>177 (12.0)</td>
<td>162 (15.3)</td>
</tr>
<tr>
<td>Managing information</td>
<td>324 (22.0)</td>
<td>13 (1.2)</td>
</tr>
<tr>
<td>Updating and developing the Wraparound plan</td>
<td>396 (26.9)</td>
<td>211 (20.0)</td>
</tr>
<tr>
<td>User settings</td>
<td>266 (18.1)</td>
<td>217 (20.5)</td>
</tr>
<tr>
<td>Total</td>
<td>1473 (100)</td>
<td>1060 (100)</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.

**Table 3.** Electronic health record software acceptability, appropriateness, and usability at the six-month follow-up (n=18 facilitators).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Usability Scale - Total usability score (0-100 scale)</td>
<td>54.72 (12.54)</td>
</tr>
<tr>
<td>System Acceptability and Appropriateness (0=lowest to 5=highest)</td>
<td></td>
</tr>
<tr>
<td>Acceptability</td>
<td></td>
</tr>
<tr>
<td>Satisfied with current version of the technology</td>
<td>2.83 (0.92)</td>
</tr>
<tr>
<td>Believe technology to be organized/well-constructed</td>
<td>3.11 (1.08)</td>
</tr>
<tr>
<td>Satisfied with content of technology system</td>
<td>2.83 (0.79)</td>
</tr>
<tr>
<td>Satisfied with the technology’s overall ease of use</td>
<td>2.61 (0.92)</td>
</tr>
<tr>
<td>Comfortable interacting with the technology</td>
<td>3.56 (0.78)</td>
</tr>
<tr>
<td>The technology is intuitively appealing</td>
<td>3.17 (1.04)</td>
</tr>
<tr>
<td>Appropriateness</td>
<td></td>
</tr>
<tr>
<td>The technology is compatible with agency’s mission or service provision mandate</td>
<td>3.39 (0.70)</td>
</tr>
<tr>
<td>The technology is relevant to client population</td>
<td>3.11 (0.90)</td>
</tr>
<tr>
<td>The technology fits with current treatment modality, theoretical orientation, or skill set</td>
<td>3.33 (0.84)</td>
</tr>
<tr>
<td>The technology is compatible with workflow timing</td>
<td>2.94 (0.87)</td>
</tr>
<tr>
<td>The technology fits with overall approach to service delivery and the setting in which care is provided</td>
<td>3.17 (0.87)</td>
</tr>
</tbody>
</table>
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Table 4. Summary of workflow outcomes by study group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EHR(^a) (n=18) facilitators, mean (SD)</th>
<th>SAU(^b) (n=13) facilitators, mean (SD)</th>
<th>(P) value</th>
<th>Intercept coefficient (SE)</th>
<th>Intervention coefficient (SE)</th>
<th>Baseline coefficient (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline coefficient (SE)</strong></td>
<td><strong>Intervention coefficient (SE)</strong></td>
<td><strong>Intercept coefficient (SE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes towards Standardized Assessments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefit Over Clinical Judgement</td>
<td>2.77 (0.64)</td>
<td>2.89 (0.33)</td>
<td>.52</td>
<td>2.63 (0.44)(^c)</td>
<td>0.18 (0.16)</td>
<td>0.07 (0.15)</td>
</tr>
<tr>
<td>Psychometric Quality</td>
<td>3.35 (0.43)</td>
<td>3.37 (0.36)</td>
<td>.89</td>
<td>1.80 (0.47)(^c)</td>
<td>-0.30 (0.10)(^d)</td>
<td>0.50 (0.13)(^c)</td>
</tr>
<tr>
<td>Practicality</td>
<td>3.21 (0.39)</td>
<td>3.06 (0.31)</td>
<td>.28</td>
<td>2.45 (0.56)(^c)</td>
<td>-0.13 (0.12)</td>
<td>0.23 (0.17)</td>
</tr>
<tr>
<td><strong>Brief Supervision Practice Checklist</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervision Score</td>
<td>3.56 (0.18)</td>
<td>3.32 (0.27)</td>
<td>.45</td>
<td>0.53 (0.47)</td>
<td>0.09 (0.22)</td>
<td>0.76 (0.13)(^c)</td>
</tr>
<tr>
<td><strong>Supervision Process Questionnaire</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administrative tasks</td>
<td>8.78 (6.59)</td>
<td>11.53 (7.47)</td>
<td>.29</td>
<td>9.38 (2.26)(^f)</td>
<td>-3.36 (2.03)(^f)</td>
<td>0.19 (0.15)</td>
</tr>
<tr>
<td>Facilitator personal support</td>
<td>10 (6.89)(^f)</td>
<td>3.46 (4.74)(^f)</td>
<td>.01</td>
<td>5.22 (1.32)(^c)</td>
<td>1.42 (1.84)</td>
<td>0.16 (0.14)</td>
</tr>
<tr>
<td>Reviewing progress toward needs</td>
<td>4.44 (4.08)</td>
<td>5.77 (4)</td>
<td>.38</td>
<td>6.29 (1.62)(^c)</td>
<td>3.33 (1.56)(^f)</td>
<td>0.11 (0.19)</td>
</tr>
<tr>
<td>Skills coaching and training</td>
<td>12.72 (8.90)</td>
<td>17.23 (9.82)</td>
<td>.19</td>
<td>11.51 (2.78)(^f)</td>
<td>-2.32 (2.36)</td>
<td>0.25 (0.13)(^f)</td>
</tr>
<tr>
<td>Reviewing plans of care</td>
<td>15.33 (7.14)</td>
<td>16.54 (5.55)</td>
<td>.62</td>
<td>5.16 (3.27)</td>
<td>2.42 (1.99)</td>
<td>0.47 (0.16)(^d)</td>
</tr>
<tr>
<td>Crisis assessment management</td>
<td>8.67 (6.71)</td>
<td>6.62 (4.14)</td>
<td>.34</td>
<td>7.58 (1.38)(^f)</td>
<td>-1.01 (1.46)</td>
<td>0.08 (0.13)</td>
</tr>
<tr>
<td>Case conceptualization</td>
<td>5.83 (2.96)</td>
<td>5.54 (4.10)</td>
<td>.82</td>
<td>4.30 (1.25)(^d)</td>
<td>0.26 (1.12)</td>
<td>0.26 (0.17)</td>
</tr>
<tr>
<td>Youth family engagement</td>
<td>13.06 (2.71)(^f)</td>
<td>9.46 (3.82)(^f)</td>
<td>.01</td>
<td>6.58 (2.60)(^d)</td>
<td>-0.22 (1.63)</td>
<td>0.42 (0.24)(^e)</td>
</tr>
<tr>
<td>Natural support engagement</td>
<td>10.28 (4.36)</td>
<td>10.31 (4.75)</td>
<td>.99</td>
<td>11.07 (2.30)(^c)</td>
<td>0.49 (1.66)</td>
<td>-0.14 (0.19)</td>
</tr>
<tr>
<td>Support relationship</td>
<td>5.33 (3.24)(^f)</td>
<td>9.23 (4.00)(^f)</td>
<td>.01</td>
<td>4.74 (3.19)</td>
<td>0.49 (1.39)</td>
<td>0.52 (0.22)(^f)</td>
</tr>
<tr>
<td>Facilitator professional role</td>
<td>5.56 (3.38)</td>
<td>4.31 (2.81)</td>
<td>.29</td>
<td>3.14 (0.94)(^d)</td>
<td>-0.54 (0.93)</td>
<td>0.43 (0.15)(^d)</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record.
\(^b\)SAU: services as usual.
\(^c\)\(P<.001\)
\(^d\)\(P<.01\)
\(^e\)\(P<.10\)
\(^f\)\(P<.05\)

As shown, there were no differences between groups on the BSPC score at baseline. However, there were differences on the SPQ. At baseline, facilitators in the EHR group reported greater average scores on the facilitator personal support and youth family engagement subscales compared to facilitators in the SAU group. In comparison, facilitators in the EHR group reported lower average scores on the support relationship subscale compared to the SAU group. In the HLM, reports on the BSPC did not differ when comparing facilitators in the EHR group to the SAU group. On the SPQ, facilitators in the EHR group reported significantly higher scores on the reviewing progress toward needs subscale, compared to those in the SAU group. Additionally, facilitators in the EHR group reported lower scores on the administrative tasks subscale, on average, compared to those in the SAU group (result approached significance, \(P<.10\)).

Wraparound Implementation and Service Process

Implementation and fidelity outcomes are presented in Table 5. There were no significant differences between treatment groups across the WAI, TCI, WFI-EZ fidelity total score, or the CSQ (total score) variables at the four-month follow-up. Based on results of HLM, caregiver reports on these measures did not differ significantly for those in the EHR group compared to the SAU group over time. However, a trend (\(P=.10\)) was found whereby facilitators in the EHR group reported lower scores compared to those in the SAU group on the task subscale of the WAI.
Table 5. Summary of caregiver and facilitator-reported implementation and fidelity outcomes by study group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EHR (^a), mean (SD)</th>
<th>SAU (^b), mean (SD)</th>
<th>(P) value</th>
<th>Intercept coefficient (SE)</th>
<th>Intervention coefficient (SE)</th>
<th>Baseline coefficient (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Team Climate Inventory</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vision</td>
<td>17.10 (3.46)</td>
<td>17.57 (2.31)</td>
<td>.56</td>
<td>17.75 (0.73)(^c)</td>
<td>-0.65 (0.88)</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Participative safety</td>
<td>18 (0.39)</td>
<td>17.30 (3.52)</td>
<td>.38</td>
<td>17.91 (0.83)(^e)</td>
<td>-0.75 (0.80)</td>
<td>N/A</td>
</tr>
<tr>
<td>Task orientation</td>
<td>12.98 (2.50)</td>
<td>13.13 (2.16)</td>
<td>.80</td>
<td>13.24 (0.57)(^e)</td>
<td>-0.25 (0.65)</td>
<td>N/A</td>
</tr>
<tr>
<td>Support innovation</td>
<td>12.88 (2.67)</td>
<td>13 (2.22)</td>
<td>.86</td>
<td>12.89 (0.72)(^e)</td>
<td>-0.17 (0.66)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Working Alliance Inventory</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal</td>
<td>23.81 (6.39)</td>
<td>24.35 (4.16)</td>
<td>.72</td>
<td>24.39 (1.32)(^c)</td>
<td>-0.68 (1.54)</td>
<td>N/A</td>
</tr>
<tr>
<td>Task</td>
<td>23.55 (6.60)(^e)</td>
<td>26.04 (3.90)(^e)</td>
<td>.1</td>
<td>25.77 (1.59)(^e)</td>
<td>-2.66 (1.53)(^e)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bond</td>
<td>25.36 (5.55)</td>
<td>26.57 (3.46)</td>
<td>.35</td>
<td>26.23 (1.39)(^e)</td>
<td>-1.29 (1.30)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total score</td>
<td>72.71 (17.56)</td>
<td>76.96 (10.23)</td>
<td>.29</td>
<td>76.19 (4.24)(^e)</td>
<td>-4.33 (4.22)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>WFI-EZ Fidelity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcomes</td>
<td>0.74 (0.26)</td>
<td>0.75 (0.12)</td>
<td>.95</td>
<td>0.73 (0.07)(^e)</td>
<td>-0.01 (0.06)</td>
<td>N/A</td>
</tr>
<tr>
<td>Teamwork</td>
<td>0.70 (0.21)</td>
<td>0.66 (0.19)</td>
<td>.50</td>
<td>0.65 (0.06)(^e)</td>
<td>0.03 (0.05)</td>
<td>N/A</td>
</tr>
<tr>
<td>Natural supports</td>
<td>0.58 (0.20)</td>
<td>0.62 (0.16)</td>
<td>.36</td>
<td>0.63 (0.04)(^e)</td>
<td>-0.05 (0.05)</td>
<td>N/A</td>
</tr>
<tr>
<td>Needs</td>
<td>0.72 (0.20)</td>
<td>0.74 (0.12)</td>
<td>.68</td>
<td>0.74 (0.04)(^e)</td>
<td>-0.03 (0.05)</td>
<td>N/A</td>
</tr>
<tr>
<td>Strengths</td>
<td>0.80 (0.20)(^e)</td>
<td>0.71 (0.14)(^e)</td>
<td>.09</td>
<td>0.71 (0.05)(^e)</td>
<td>0.07 (0.05)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Parent and Child Satisfaction Scale</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>3.40 (0.69)</td>
<td>3.44 (0.59)</td>
<td>.84</td>
<td>3.37 (0.20)(^e)</td>
<td>-0.04 (0.18)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Facilitator</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Therapist Satisfaction Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>2.77 (0.64)(^e)</td>
<td>2.89 (0.33)(^e)</td>
<td>.08</td>
<td>-3.06 (1.66)(^e)</td>
<td>3.10 (2.14)</td>
<td>0.99 (0.20)(^f)</td>
</tr>
</tbody>
</table>

\(^a\)EHR: electronic health record. n=42 and n=18 for caregiver and facilitator groups, respectively.
\(^b\)SAU: services as usual; multiple imputation (mi) used to handle missing data (mi=100 imputed datasets). n=23 and n=13 for caregiver and facilitator groups, respectively.
\(^c\)\(P<.001\)
\(^d\)N/A: not applicable.
\(^e\)\(P<.10\)
\(^f\)\(P<.01\)
<table>
<thead>
<tr>
<th>Variable</th>
<th>Fixed effects coefficient</th>
<th>Standard error</th>
<th>Random effects, SD</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Administered Standardized Assessment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>13.26</td>
<td>17.08</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month (L1)</td>
<td>1.30^c</td>
<td>0.39</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intervention (L2)^d,e</td>
<td>8.87</td>
<td>7.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Site (L2)^d,f</td>
<td>11.77</td>
<td>15</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitator</td>
<td>N/A</td>
<td>N/A</td>
<td>19.48^f</td>
<td>379.6</td>
</tr>
<tr>
<td>Month</td>
<td>N/A</td>
<td>N/A</td>
<td>1.62^h</td>
<td>2.62</td>
</tr>
<tr>
<td><strong>Given Feedback about Assessment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>18.27</td>
<td>15.83</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month (L1)</td>
<td>1.40^g</td>
<td>0.36</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intervention (L2)^d,e</td>
<td>7.68</td>
<td>6.78</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Site (L2)^d,f</td>
<td>6.29</td>
<td>14.13</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitator</td>
<td>N/A</td>
<td>N/A</td>
<td>17.44^f</td>
<td>304.2</td>
</tr>
<tr>
<td>Month</td>
<td>N/A</td>
<td>N/A</td>
<td>1.40^c</td>
<td>1.95</td>
</tr>
<tr>
<td><strong>Systematically Tracked Outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>44.69^f</td>
<td>12.47</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month (L1)</td>
<td>0.87^b</td>
<td>0.35</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intervention (L2)^d,e</td>
<td>−2.43</td>
<td>6.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Site (L2)^d,f</td>
<td>4.16</td>
<td>12.05</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitator</td>
<td>N/A</td>
<td>N/A</td>
<td>15.79^f</td>
<td>249.45</td>
</tr>
<tr>
<td>Month</td>
<td>N/A</td>
<td>N/A</td>
<td>1.16^h</td>
<td>1.34</td>
</tr>
<tr>
<td><strong>Given Feedback on Outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>51.13^c</td>
<td>14.27</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month (L1)</td>
<td>0.76^b</td>
<td>0.34</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intervention (L2)^d,e</td>
<td>−0.98</td>
<td>6.28</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Site (L2)^d,f</td>
<td>−2.63</td>
<td>13.71</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitator</td>
<td>N/A</td>
<td>N/A</td>
<td>16.26^f</td>
<td>264.51</td>
</tr>
<tr>
<td>Month</td>
<td>N/A</td>
<td>N/A</td>
<td>1.10^b</td>
<td>1.21</td>
</tr>
<tr>
<td><strong>Plan of Care Altered Based on Assessment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>42.95^f</td>
<td>8.57</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Month (L1)</td>
<td>1.07^g</td>
<td>0.29</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Intervention (L2)^d,e</td>
<td>2.61</td>
<td>4.99</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Site (L2)^d,f</td>
<td>−18.03^c</td>
<td>5.83</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Facilitator</td>
<td>N/A</td>
<td>N/A</td>
<td>10.14^e</td>
<td>102.92</td>
</tr>
<tr>
<td>Month</td>
<td>N/A</td>
<td>N/A</td>
<td>0.95^h</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>Assessment Used to Choose Service</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>4.59</td>
<td>15.5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Time trends and other results from the growth curve models for the facilitator-completed CAPER are found in Table 6. Significant linear time trends were found for six items, with increasing proportions of facilitators reporting administering standardized assessments, giving feedback about assessments, systematically tracking outcomes, altering plans of care based on assessments, giving feedback on outcomes, and using assessments to choose services. Regarding between-group differences, facilitators in the EHR group reported sending reminders to a significantly smaller proportion of families compared to those in the SAU group. Facilitator reports did not differ by treatment group for the remaining subscales.

### Discussion

#### Principal Results

Research on the use of EHR systems in behavioral healthcare has lagged behind research in general healthcare, resulting in a dearth of empirical guidance around issues such as software design and the impact of EHR adoption on services. The current study attempted to fill gaps in the research base by asking whether care coordinators serving children and youth with complex behavioral health needs who were randomly assigned to use an EHR would demonstrate differences in service processes and service quality compared to providers using paper records. Results indicated that there were few such impacts. No between-group differences were found for fidelity to the Wraparound practice model, an overall working alliance among practitioners and families, Wraparound team climate, parent satisfaction with care, or practitioner satisfaction with services.

At the same time, practitioners in the EHR group reported spending significantly more time reviewing and applying client progress data in supervision, and significantly less time on administrative tasks. This finding provides support to the proposal that use of EHR systems can facilitate greater attention to client progress and subsequent problem solving and is consistent with prior research indicating that digital feedback technologies can effectively support assessment-related provider behavior change [63,64]. This is an encouraging result given that “treating to target” is a commonly-cited principle of effective behavioral healthcare, and has been found to account for substantial variance in positive outcomes [65]. Also, results from the CAPER found that facilitators in the EHR group were significantly less likely to send reminders to enrolled clients. Given that reminders around meetings and appointments can be automatically undertaken by the EHR, it may be that EHR use reduced the need for facilitators to do these tasks manually, potentially freeing time for other tasks.

Results from the CAPER also showed significant increases among facilitators in both groups for collecting and using assessment and outcomes data, altering plans of care based on assessments, and using assessments to choose services. Although between-group effects were not found, leaders in the two agencies suggested that these significant increases may have been a result of the EHR influencing supervisor behavior with
facilitators in both groups, and peer influence among practitioners within the agency.

Not all significant results supported positive impacts of the EHR. First, there was a pattern of poorer scores for the EHR group on the WAI, including a trend toward significance ($P=0.10$) on the subscale focused on agreement on tasks to achieve identified goals. While such findings may have been spurious given the number of statistical tests conducted, they also may indicate that the time and effort needed to integrate a new EHR into workflow compromised engagement and alliance between EHR-assigned facilitators and families.

Second, perceptions of psychometric quality of standardized assessments improved over time for the SAU group but not the EHR group, resulting in a significant between-group difference for this subscale. Although a subtle effect, it may be that these provider organizations’ increased attention to use of measurement and measurement scales was received more enthusiastically among staff waiting to be trained on the EHR than the initial adopters, who were exposed to the day-to-day realities and challenges of a rapid training and implementation process on the EHR, as well as shifts in how supervision was conducted.

All the above findings must be interpreted within the context of practitioners’ perceptions of usability and acceptability of this particular software package. Results from surveys suggested that staff perceived the software to be reasonably well-aligned with the Wraparound practice model and the day-to-day workflow of facilitators. Mean ratings of overall usability were, however, lower, scoring in the “marginal” range on the SUS. Qualitative feedback from staff assigned to the EHR condition indicates that at the launch of the study, the EHR had some functionality issues (eg, frequent timing out, multiple clicks required to execute simple but frequently required tasks) that compromised its ease of use. Although the study (and the larger federally-funded project within which the study was conducted) allowed such issues to be identified and addressed by programmers, usability issues at the outset may have compromised the capacity for the EHR to achieve its full proposed impact.

Future studies would benefit from an examination of the impact of usability of EHR systems (or impact across multiple stages of development or implementation of a single system) on outcomes. It is important to note that successful application of EHRs—and HIT in general—requires strategic implementation supports to be successfully applied [66-68].

The rapid timeframe for the current study meant that EHR training and initiation of youth/family study enrollment happened very quickly and with less development of readiness and local implementation support than may have been ideal. Although service quality and fidelity were not assessed, it is worth noting that six months after initiation of the current study, the larger of the two provider organizations introduced a refined variant of the EHR in another site with all its staff at once and with local staff who had participated in the current study leading the roll-out and supporting implementation. Mean SUS scores for this cohort of facilitators was 63.7, nearly 10 points higher than for the EHR-assigned group in the current study.

**Limitations**

The current study has several major limitations. It focused only on short-term (4 months) outcomes, and these were limited to the provider, workflow, and service variables. The actual impact on outcomes such as residential placement, symptoms, and functioning and family outcomes such as family functioning or caregiver strain were not assessed. The sample size was small, and over one-third of the initial sample of youth/caregivers was lost to follow-up, limiting our ability to detect significant differences. As described above, randomization at the site or supervisor level was not possible, meaning that between-group contamination (eg, in areas such as supervision style or activities or use of standardized assessment) may have occurred. This may also have compromised the study’s ability to detect impacts of the EHR.

Finally, as described above, the funding mechanism for the study only provided one year for development and refinement of the system followed by a single year to undertake a randomized pilot study, hindering the usability and implementation of the EHR. Although research and experience suggest that practitioner perceptions of EHR system usability and provision of training and implementation support are often poor in behavioral health, this situation may reduce the generalizability of results. Conducting the study in the context of Wraparound facilitation, which consists of a relatively unique set of practice activities, also may limit generalizability to other service types.

**Implications**

Along with other subtypes of HIT, EHR systems have been increasingly proposed as a method to support service quality implementation support, functioning as a practitioner-facing implementation strategy that can help organize plans of care, provide reminders, and structure workflow and supervision [69-71]. Results of the current study suggest that even when implemented under ideal circumstances (eg, a randomized study within an organization), the introduction of an EHR may indeed facilitate measurable and beneficial shifts in practice, such as greater attention to measurement-based care. At the same time, results suggest that EHRs may give rise—at least initially—to measurable, if subtle, negative impacts, such as less capacity for practitioners to nurture engagement and alliance.

These findings align with findings from other studies [15,72] that work tasks can be influenced positively by EHR adoption. At the same time, this research also supports conclusions by other researchers that productivity, and presumably quality of care, may decrease after initial implementation of an EHR, primarily as a result of the implementation effort typically required, and that no less than one month may be required after transition to a new EHR before practitioners return to baseline productivity [18,73]. This is also consistent with research on the implementation of new practices in general, where an initial decrease in competence might be expected before providers building mastery of the innovation [74].

Research is needed that provides more rigorous tests of these associations, and that can unpack the underlying causes. In this
study, for example, it is unclear whether greater benefits of EHR implementation would have been found had the system featured greater usability at the outset, rather than still undergoing improvement during the study. Fleming and colleagues, for example, found that it took 12 months for overall productivity to rebound to baseline levels after installation of an EHR [18]. Although logistical and methodological challenges may arise, researchers conducting more robust controlled tests of EHR systems in the future may be advised to wait up to one-year post-implementation before assessing impacts. Similarly, it is unclear whether more robust implementation support (and agency-wide versus partial implementation) may have resulted in different outcomes. Future studies may focus on these issues by using “hybrid trial” approaches that simultaneously consider—or experimentally manipulate—EHR usability and contextual fit, implementation strategies, and outcomes [75]. Given the level of prioritization of HIT generally and EHR specifically in behavioral healthcare—and the number of system resources and human capital being invested in these technologies—continued expansion of the research base on these topics would seem to be a critically important investment.

Acknowledgments
This study was funded by the National Institute of Mental Health (R42-MH95516; PI EJB). The authors would like to express their deep gratitude to the participating Wraparound organizations for their willingness to partner in this research.

Conflicts of Interest
KLH is the founder, CEO, and majority owner of FidelityEHR, the company that created and maintains the EHR used in the trial presented in this manuscript. The other authors have no conflicts to disclose.

Multimedia Appendix 1
CONSORT - EHEALTH checklist (V.1.6.1).

References


49. Cook CR, Zhang Y. Merging measures to develop a more robust measure of perceptual predictors of implementation. 2014 Presented at: Annual Conference on Advancing School Mental Health; September 18-20, 2014; Pittsburgh, PA.


Abbreviations

ASA: Attitudes toward Standardized Assessment Scale
BSPC: Brief Supervision Practice Checklist-Adapted
CAPER: Current Assessment Practice Evaluation-Revised
CSQ: Client Satisfaction Questionnaire
EHR: electronic health record
HIT: health information technology
HITECH Act: Health Information Technology for Economic and Clinical Health
ICC: intraclass correlation coefficient
SAAS: System Acceptability and Appropriateness Scale
SAU: services as usual
SPQ: Supervision Process Questionnaire
SUS: System Usability Scale
TCI: Team Climate Inventory, Short Version
WAI: Working Alliance Inventory
WFI-EZ: Wraparound Fidelity Index, Brief Version

Edited by G Eysenbach; submitted 16.03.18; peer-reviewed by G Strudwick, R Verheij; comments to author 09.04.18; revised version received 23.04.18; accepted 24.04.18; published 14.06.18.

Please cite as:
Bruns EJ, Hook AN, Parker EM, Esposito I, Sather A, Parigoris RM, Lyon AR, Hyde KL.
Impact of a Web-Based Electronic Health Record on Behavioral Health Service Delivery for Children and Adolescents: Randomized Controlled Trial
J Med Internet Res 2018;20(6):e10197
URL: http://www.jmir.org/2018/6/e10197/
doi:10.2196/10197
PMID:29903701

©Eric J Bruns, Alyssa N Hook, Elizabeth M Parker, Isabella Esposito, April Sather, Ryan M Parigoris, Aaron R Lyon, Kelly L Hyde. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 14.06.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Validation of a Novel Electronic Health Record Patient Portal Advance Care Planning Delivery System

Seuli Bose-Brill¹, MD; Michelle Feeney², BS; Laura Prater³, MPH, MHA; Laura Miles¹, BSc; Angela Corbett¹, RN; Stephen Koesters¹, MD

¹Division of General Internal Medicine, Department of Internal Medicine, College of Medicine, The Ohio State University, Columbus, OH, United States
²Medical Student Research Program, College of Medicine, The Ohio State University, Columbus, OH, United States
³College of Public Health, The Ohio State University, Columbus, OH, United States

Corresponding Author:
Seuli Bose-Brill, MD
Division of General Internal Medicine, Department of Internal Medicine
College of Medicine
The Ohio State University
895 Yard Street
Columbus, OH, 43212
United States
Phone: 1 614 293 7980
Email: seuli.brill@osumc.edu

Abstract

Background: Advance care planning allows patients to articulate their future care preferences should they no longer be able to make decisions on their own. Early advance care planning in outpatient settings provides benefits such as less aggressive care and fewer hospitalizations, yet it is underutilized due to barriers such as provider time constraints and communication complexity. Novel methods, such as patient portals, provide a unique opportunity to conduct advance care planning previsit planning for outpatient care. This follow-up to our pilot study aimed to conduct pragmatic testing of a novel electronic health record-tethered framework and its effects on advance care planning delivery in a real-world primary care setting.

Objective: Our intervention tested a previsit advance care planning workflow centered around a framework sent via secure electronic health record-linked patient portal in a real-world clinical setting. The primary objective of this study was to determine its impact on frequency and quality of advance care planning documentation.

Methods: We conducted a pragmatic trial including 2 sister clinical sites, one site implementing the intervention and the other continuing standard care. A total of 419 patients aged between 50 and 93 years with active portal accounts received intervention (n=200) or standard care (n=219). Chart review analyzed the presence of advance care planning and its quality and was graded with previously established scoring criteria based on advance care planning best practice guidelines from multiple nations.

Results: A total of 19.5% (39/200) of patients who received previsit planning responded to the framework. We found that the intervention site had statistically significant improvement in new advance care planning documentation rates ($P<.01$) and quality ($P<.01$) among all eligible patients. Advance care planning documentation rates increased by 105% (19/39 to 39/39) and quality improved among all patients who engaged in the previsit planning framework (n=39). Among eligible patients aged between 50 and 60 years at the intervention site, advance care planning documentation rates increased by 37% (27/96 to 37/96). Advance care planning documentation rates increased 34% among high users (27/67 to 36/67).

Conclusions: Advance care planning previsit planning using a secure electronic health record-supported patient portal framework yielded improvement in the presence of advance care planning documentation, with highest improvement in active patient portal users and patients aged between 50 and 60 years. Targeted previsit patient portal advance care planning delivery in these populations can potentially improve the quality of care in these populations.

(J Med Internet Res 2018;20(6):e208) doi:10.2196/jmir.9203
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**Introduction**

**Background**

Advance care planning (ACP) is the formal process of outlining a patient’s future care preferences should they lose the ability to make informed decisions for themselves [1,2]. ACP documentation provides guidance in accordance with patient care preferences to proxy decision makers and medical teams in times of medical crisis. Patients with documented ACP experience increased adherence to their desired medical preferences [3], higher rates of palliative management, fewer hospitalizations, and increased quality of life near death [1]. Similar studies have found that patients with a plan for future medical care spend less time in the hospital during their last year of life and have their wishes more frequently respected by family members [1,4-6]. ACP also has the potential to reduce expensive health care interventions not wanted by the patient, such as lengthy critical care stays at the end of life [7]. Despite these benefits, the Center for Disease Control and Prevention estimates that ACP completion rates are around 30%, even with advancements in the electronic health record (EHR) and ACP delivery [8].

The Institute of Medicine recommends conducting ACP early in a patient’s chronic disease diagnosis, with periodic reassessment every several years or with change in prognosis (such as new diagnosis, hospitalization, or worsening of chronic disease) [9]. This ACP communication is best provided in the primary care setting [10]; yet, primary care remains ill-equipped to systematically conduct ACP discussions due to the competing care demands and fast pace of appointments [11]. As few as 1% of Medicare beneficiaries with an established primary care physician report having an ACP conversation with their health care provider [12]. Identified barriers include provider time constraints, uncertain patient prognosis, emotional complexity of ACP decisions, and difficulty in information sharing within and between health organizations [13]. The Centers for Medicare and Medicaid have recognized the need for early ACP by providing reimbursement for team-based primary care ACP discussions occurring under physician supervision [14]. These current gaps in care, juxtaposed with the urgent need for effective outpatient ACP care models, require development and rapid dissemination of innovative ACP strategies [15].

EHR-linked patient portals, first described in the 1990s and now ubiquitous due to EHR Meaningful Use guidelines [16], allow patients to electronically communicate with their medical providers within a secure platform. Patient portal communication has driven innovation in chronic disease management, population management, and previsit planning with strategies such as incorporating a patient portal refill button for hypertension patients; sharing top-priority problem list information with complex diabetes patients; and providing influenza vaccine outreach. These strategies allow providers to more effectively use time during an appointment by providing preparatory communication to patients before the appointment begins [17-21]. Patient portal–based outreach for health maintenance has been reported to marginally improve health maintenance behaviors such as flu vaccination (by 1-2%) [17].

Response rates to provider-initiated patient portal communication for chronic disease management have been reported at about 15% [22]. Patient portals are not without their own unique barriers; one study found that patients chose not to activate their portal due to a lack of sufficient instructions, privacy concerns, preference for face-to-face interaction, or connectivity obstacles [23-26]. Despite these limitations, patients and care teams are increasingly actively incorporating portals into medical management.

**Framework and Objectives**

In an earlier study, our research team developed and pilot-tested a concise EHR patient portal–linked, electronic ACP communication framework in a small randomized controlled trial [11,27]. The framework was developed through incorporating best practice guidelines, and then refined through focus group feedback and cognitive interviewing [11]. This developed framework consists of an introduction to ACP and key evidence-based questions that can be sent to patients for response outside of their office visit. By allowing patients to think and comment about their future wishes for care in advance of visits, we hoped to maximize patient-provider time in the office visit for advanced communication and documentation. The framework responses were automatically stored in a patient’s medical record for retrieval by clinical staff or physicians at office visits. Patient responses to the framework could also be sent to the primary care provider for review [11]. Use of this framework in a small pilot study demonstrated improvement in ACP documentation rates and quality [11]. Even though our framework was the first to be piloted in the field [11], its feasibility and impact on outcomes in a real-world primary care setting when integrated into actual previsit planning algorithms in the course of actual clinical primary care were yet to be determined [28].

The aim of this study was to determine the impact of previsit ACP planning using a secure EHR-linked framework upon ACP documentation when incorporated into a real-world primary care environment.

**Methods**

This study was approved by the Ohio State University Institutional Review Board.

**Sample**

Patients 50 years or older, presenting for a preventive health or chronic disease follow-up visit, with an active MyChart account, at a participating clinical site were included in the study. Patients did not need prior MyChart experience. There were 2 clinical sites participating in the study. Sites were selected based on their demographic, size, and provider similarity, as well as their uniform clinical practices with respect to ACP delivery. Each clinical site used the same ACP practices before the study period, which included an institutional packet of information on ACP, state-issued documents about Advance Directives (ADs), and encouragement to discuss any ACP questions with their provider. The usual care site maintained these practices throughout the duration of the study. The intervention site incorporated an open-ended ACP framework (containing 4
questions), sent via a patient’s EHR-tethered patient portal, into a clinical practice algorithm. Physicians, nurses, and other clinical staff at the intervention clinic were collectively involved in developing this ACP previsit planning algorithm that was rolled out practice wide over a 3 month period (Figure 1). The algorithm focused on promoting patient/provider communication surrounding ACP preferences, rather than intervening specifically on completed ADs scanned into the EHR. Furthermore, 219 patients in the control group and 200 patients in the intervention group were cared for during the study period, yielding 419 total participants. Further demographic characteristics are outlined in Table 1 for both the control and intervention sites. This study measured the impact of a clinical intervention rolled out practice wide. Our study team received a Waiver of Consent by the Institutional Review Board to assess the pragmatic impact of this clinical intervention. It was not possible to blind this study because chart review automatically revealed participants who received the ACP framework versus those who did not. We mitigated the inability to blind this study by using binomial metrics, such as documentation present/absent, and rigid scoring criteria for quality. We also conducted spot checking of reviews to ensure accuracy of dataset, as outlined above.

Participants did not know their intervention was the intervention of interest. Each clinical site agreed to participate in an ACP process study. However, providers and patient participants did not receive labels about whether they were receiving intervention or usual care. Practice workflow was implemented without labels.

Data security was paramount in this study. We used clinical staff (Institutional Review Board approved) routinely interacting with the patient record and completing previsit planning for clinical care to administer the intervention. Our research team was embedded in the clinical site. Data were housed within the secure institutional firewall and only accessed within the clinical site. Only de-identified datasets were shared with the statistical team for analysis using a secure, institutional drive. The delivery system developed by the practice providers had built-in safeguards for addressing clinical emergencies, such as patients responding to the secure message with medical complaints, by having a nurse and physician on call for urgent messages.

**Measures**

Charts were reviewed both 1 week and 4 weeks post appointment. Charts were reviewed by a member of the team who had received training and quality control checks on ACP chart review protocol. Chart review findings were spot checked by a second member of the team (one every 20 records) to ensure accuracy. The protocol outlined that training and education interventions would be used to respond to discrepancies in chart review rates and quality assessments. However, interventions were not needed because spot checking did not yield discrepancies. The participant’s demographics, presence of ACP (including before and after the visit), quality of ACP if present, and number of MyChart messages sent in the last year were recorded. The intervention charts were reviewed to see if the patient had read the intervention on their portal and responded to any of the questions.

**Table 1.** Demographic information from both the control and intervention clinic.

<table>
<thead>
<tr>
<th>Demographic Information</th>
<th>Control (n=219)</th>
<th>Intervention (n=200)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median age, years</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>Age range, years</td>
<td>50-93</td>
<td>50-91</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>76 (35)</td>
<td>101 (50.5)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>143 (65)</td>
<td>99 (49.5)</td>
</tr>
<tr>
<td>Number of chronic diseases a</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Number of medications a</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

*aMedian number per patient at each practice site.*

Figure 1. Intervention workflow that was implemented at the study practice during the 3-month trial period. ACP: advance care planning; PCP: primary care physician.
Quality of ACP was measured using a 20-point scoring criteria entitled “Criteria for Scoring Quality of ACP Documentation” (Multimedia Appendix 1) that has been used in previous studies [11,27]. The rubric was created by our team after reviewing best practice reports on how to measure ACP quality, such as those from the United Kingdom National Health Service, the Australian Quality Advance Care Planning Board, and the National Hospice and Palliative Care Organization’s “Caring Connections” program [29-31]. This method of scoring the quality of ACP has not been validated, but assigned points for the presence of items in the patient’s ACP. The ability to quantify the quality of our patient’s ACP was a crucial component of the study and gave us more thorough feedback on the utility of the novel framework.

Analysis

Our study analyzed the documentation rates and quality of ACP across both study sites, especially focusing on new ACP documentation appearing in the EHR. To assess whether or not the increase in new documentation was significant between the 2 sites, a Fisher exact test was used. To analyze quality, a Mann-Whitney test was used to test the significance in new ACP quality between the 2 sites. The data were also analyzed by age and portal usage. Participants were separated into age groups by decade and portal usage was defined as either high or low, with high usage being more than 10 portal messages in 1 year.

Results

Intervention

Of the 200 patients who were sent the intervention, 156 read the message (78.0% read rate) on their portal and 39 responded (19.5% response rate) to at least one question in the framework (see Multimedia Appendix 2). Of those who responded to our intervention, 49% (19/39) already had some form of ACP documented in their EHR and 51% (20/39) added ACP to their EHR for the first time, yielding a 105% (19/39 to 39/39) increase in ACP documentation rates. Responders with existing ACP had a mean quality score of 4.94, as compared with a mean score of 4.09 for all documented ACP at the intervention arm during our study period. For respondents without prior documented ACP, the intervention alone yielded a mean quality score of 3.7. Respondents sent a median 11 MyChart messages per year and had a median age of 63 years. MyChart usage did not increase due to the intervention at the site overall; patients had a median 5 messages per year at our intervention arm before and during the study period.

Table 2. Documented advance care planning (ACP) in electronic health record. Documentation rates represent the percentage of charts that had any form of ACP, and quality is rated by the 20-point scoring criteria.

<table>
<thead>
<tr>
<th>Patient characteristic</th>
<th>Control</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACP documentation rate, N</td>
<td>219</td>
<td>200</td>
</tr>
<tr>
<td>Preintervention, n (%)</td>
<td>129 (58.9)</td>
<td>74 (37.0)</td>
</tr>
<tr>
<td>Postintervention, n (%)</td>
<td>130 (59.3)</td>
<td>94 (47.0)</td>
</tr>
<tr>
<td>Rate percentage increase, n (%)</td>
<td>0.7</td>
<td>27.0</td>
</tr>
<tr>
<td>Quality of all documented ACP, N</td>
<td>130</td>
<td>94</td>
</tr>
<tr>
<td>Quality rating postintervention, mean</td>
<td>3.26</td>
<td>4.09</td>
</tr>
<tr>
<td><strong>Patients aged 50-60 years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACP documentation rate, N</td>
<td>109</td>
<td>96</td>
</tr>
<tr>
<td>Preintervention, n (%)</td>
<td>54 (49.5)</td>
<td>27 (28)</td>
</tr>
<tr>
<td>Postintervention, n (%)</td>
<td>55 (50.4)</td>
<td>37 (39)</td>
</tr>
<tr>
<td>Rate percentage increase, n (%)</td>
<td>1.8</td>
<td>37</td>
</tr>
<tr>
<td>Quality of all documented ACP, N</td>
<td>55</td>
<td>37</td>
</tr>
<tr>
<td>Quality rating postintervention, mean</td>
<td>2.81</td>
<td>3.75</td>
</tr>
<tr>
<td><strong>Patients who are high portal users (&gt;10 messages in 1 year)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACP documentation rate, N</td>
<td>82</td>
<td>67</td>
</tr>
<tr>
<td>Preintervention, n (%)</td>
<td>51 (62)</td>
<td>27 (40)</td>
</tr>
<tr>
<td>Postintervention, n (%)</td>
<td>51 (62)</td>
<td>36 (54)</td>
</tr>
<tr>
<td>Rate percentage increase, n (%)</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>Quality of ACP documentation, N</td>
<td>51</td>
<td>36</td>
</tr>
<tr>
<td>Quality rating postintervention, mean</td>
<td>3.25</td>
<td>4.19</td>
</tr>
</tbody>
</table>

*ACP: advance care planning.*
Our intervention did not appear to affect the percentage of patients who had a scanned document in their EHR; both before and after the intervention, approximately 14% (2/8/200 and 7/4/47) of patients had a scanned directive at that practice. One patient brought in an Advance Directive to be scanned after responding to our framework.

Documentation and Quality Rates

ACP documentation in the EHR increased by 27.0% (74/200 to 94/200) during the study period at our intervention site, compared with a 0.7% (129/219 to 130/219) increase at our control site (Table 2; see Multimedia Appendix 1 for scoring criteria used for rating quality). A Fisher exact test was used to determine the significance of the differing increase in new documentation rates during the study period and yielded $P<.001$, indicating that patients exposed to our intervention were more likely to document ACP than those receiving usual care. A Mann-Whitney test was used to see if new ACP documented under our intervention was higher in quality and yielded $P<.001$, indicating that having the intervention led to a statistically significant ACP quality difference.

Age

Patients aged between 50 and 60 years saw the greatest increase in ACP completion rates. At our intervention site, documentation rose 37% (27/76 to 37/96) as compared with 1.8% (54/109 to 55/109) at the control site. Comparatively, the 61-70 age group saw a 31% (29/76 to 38/76) increase in documentation rates, and the 71-80 age group saw a 6% (17/26 to 18/26) increase at the intervention site. Our control site had a 0% increase in each of those 2 age groups, but higher baseline rates of ACP completion before the study period (64% and 81%). In the intervention arm, there was only 1 patient between 80 and 89 years, and 1 patient over 90 years, so there were insufficient data to analyze this group. Individuals in the 50-60 age group, however, had slightly lower ACP quality as compared with the study population as a whole.

MyChart Users

Those who sent more than 10 MyChart messages in 1 year were defined as “High Portal Users” and comprised approximately a third of the study group at each site. Documentation rose by over 33% (27/67 to 36/67) at the intervention site for this group. Comparatively, low portal users (10 messages or less) at our intervention site had only 1 patient between 80 and 89 years, and 1 patient over 90, so there were insufficient data to analyze this group. Individuals in the 50-60 age group, however, had slightly lower ACP quality as compared with the study population as a whole.

Discussion

Patient Applications

In this study, we found that patients exposed to our framework were significantly more likely to have ACP documentation in the EHR and the quality of that documentation was better. This intervention benefits both the patient and the provider by providing another way for patients to think through the difficult decisions of how they envision their future care before their office visits. For patients who already used the patient portal, adding the framework would be a seamless integration into their usual part of their care. This tool was used most frequently by patients in the 50-60 age group and already active on MyChart. Targeting patients who are high users or in this age demographic to receive this tool can be a strategy for providing high-yield individualized previsit planning for ACP using patient portals. This intervention did not capture many different demographics, including all nonportal users, so developing other strategies to improve ACP documentation against cultural, technological, and demographic barriers must be used to ensure that there are improved outcomes for all and to continue to address existing health disparities in ACP documentation [32]. Previous research has found that patients who are middle-aged, male, and have greater disease burden are more likely to use their patient portals, which is similar to the trend we found in our study [33]. Few studies report on response rates to practice level, provider-initiated patient portal interventions; however, response rates to our framework (20%) using this previsit planning system were higher than response rates to a similar intervention for primary care depression screening and management (15.4%) using a secure patient portal messaging system [22].

Office Workflow Applications

In terms of workflow, the framework requires a member of the care team to send out the MyChart message 3-5 days before the appointment. If a patient responded, answers were appropriately documented and sent to the patient’s provider. In our study, the messages were sent out by a clinic nurse who could also answer any follow-up questions the patient had and then route the message to the appropriate provider. With increased team-based, patient-centered medical home patient outreach before appointments in primary care settings, as well as ubiquitous use of patient portals for practices to adhere to meaningful use guidelines, these interventions can be disseminated to a wide array of primary care practices. Higher rates of ACP documentation resulted, while reducing time needed to have a complete ACP discussion with the patient during the office visit, as existing answers have already been recorded and the patient had preparatory time to articulate their wishes.

Long-Term Clinical Applications

Previous studies have shown the benefits of previsit planning; if the provider has documentation of some of the patient’s future care preferences beforehand, there can be a more productive discussion with the patient during their appointment [34]. As end-of-life discussions can be difficult for patients, having a standardized framework that is sent to all patients over 50 years helps normalize the discussion and better prepare the patient [34]. Physicians can also tailor their future ACP discussions based off the patient’s documented answers from the framework, allowing them to be more effective conducting individualized ACP discussions [35]. For provider workflow, having the ACP process begin before the appointment can save time during the appointment and documentation afterwards, helping to ensure communication about end-of-life preferences occurs despite competing priorities [36].

The study was not designed to elicit qualitative feedback from patients and providers to promote its pragmatic implementation. However, the participating site liked the delivery system enough to implement it as a permanent intervention. Furthermore, the participating site shared the intervention, which has now been
disseminated to the wider net of associated primary care sites at the institution.

**Limitations**

Baseline rates of ACP documentation at each site were different, as noted in the results section, with the usual care site having higher rates of completed ACP documentation at baseline. However, preintervention chart review at both sites allowed assessment of typical documentation rates, to determine the change in documentation rates in intervention versus control before and after the intervention period. Additionally, patients had to have an activated MyChart account to be included, which excluded a portion of the clinic population.

**Conclusions**

Incorporating the patient portal into ACP delivery is a promising way to increase completion rates and efficiently facilitate the conversation between the provider and the patient about their future wishes. This strategy may be more effective in patients familiar with patient portal use, who regularly use patient portal communication to access clinical care.
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Abstract

Background: Physical activity has long been considered as an important component of a healthy lifestyle. Although many efforts have been made to promote physical activity, there is no effective global intervention for physical activity promotion. Some researchers have suggested that Pokémon GO, a location-based augmented reality game, was associated with a short-term increase in players’ physical activity on a global scale, but the details are far from clear.

Objective: The objective of our study was to study the relationship between Pokémon GO use and players’ physical activity and how the relationship varies across players with different physical activity levels.

Methods: We conducted a field study in Hong Kong to investigate if Pokémon GO use was associated with physical activity. Pokémon GO players were asked to report their demographics through a survey; data on their Pokémon GO behaviors and daily walking and running distances were collected from their mobile phones. Participants (n=210) were Hong Kong residents, aged 13 to 65 years, who played Pokémon GO using iPhone 5 or 6 series in 5 selected types of built environment. We measured the participants’ average daily walking and running distances over a period of 35 days, from 14 days before to 21 days after game installation. Multilevel modeling was used to identify and examine the predictors (including Pokémon GO behaviors, weather, demographics, and built environment) of the relationship between Pokémon GO use and daily walking and running distances.

Results: The average daily walking and running distances increased by 18.1% (0.96 km, approximately 1200 steps) in the 21 days after the participants installed Pokémon GO compared with the average distances over the 14 days before installation (P<.001). However, this association attenuated over time and was estimated to disappear 24 days after game installation. Multilevel models indicated that Pokémon GO had a stronger and more lasting association among the less physically active players compared with the physically active ones (P<.001). Playing Pokémon GO in green space had a significant positive relationship with daily walking and running distances (P=.03). Moreover, our results showed that whether Pokémon GO was played, the number of days played, weather (total rainfall, bright sunshine, mean air temperature, and mean wind speed), and demographics (age, gender, income, education, and body mass index) were associated with daily walking and running distances.

Conclusions: Pokémon GO was associated with a short-term increase in the players’ daily walking and running distances; this association was especially strong among less physically active participants. Pokémon GO can build new links between humans and green space and encourage people to engage in physical activity. Our results show that location-based augmented reality games, such as Pokémon GO, have the potential to be a global public health intervention tool.
Introduction

As a Pokémon GO player, the first author of this paper walked 1526 km over 5 continents (Asia, Africa, Europe, North America, and South America) during the course of the game. This substantially increased his walking activity. His case may be that of an outlier, but increased walking is very common among Pokémon GO players. Pokémon GO is a location-based augmented reality (AR) game, which was launched in July 2016. Impressively, it receives 65 million monthly active players and has recorded more than 650 million app downloads within 6 months [1]. Pokémon are virtual creatures that inhabit the fictional Pokémon World. Pokémon GO allows players to locate, capture, and battle Pokémon on their mobile devices, as if the Pokémon were in the same real-world locations as the players. As players move around their real world, their avatars in the game move within the in-game map based on real world geographical locations. The in-game map contains many features such as “Gyms” and “Pokéstops,” where players can get Poké balls and other items to catch and battle with Pokémon. To play this game, players need to move around in the real world and not be sedentary. By May 2017, 9% of the global population installed Pokémon GO and traveled more than 15.8 billion km while playing Pokémon GO [2].

In this study, we sought to measure the relationship between Pokémon GO use and the players’ physical activity and how this relationship varied across players. Physical activity has long been considered an essential component of a healthy lifestyle [3-5]. Although many efforts to promote physical activity [3-7] have been undertaken, there is no effective global intervention for physical activity promotion [8]. Physical inactivity is the second-leading cause of preventable death worldwide, next to smoking [5].

The literature indicates that physical activity is affected by various variables, such as demographics [9-11], body mass index (BMI) [12,13], weather [14-16], and built environment [17-19]. Recently, increasing research suggested that new technologies, especially “gamified” physical activity interventions, are used to promote physical activity [20]; however, it was not until 2016 that Pokémon GO provided the first glimpse of how to intervene for the promotion of physical activity on a global scale.

Past studies found that Pokémon GO was associated with short-term increases in players’ physical activity levels. The existing literature can be mainly divided into 2 groups. Objectively-collected physical activity data indicated that there was an increase in the daily number of walking steps among the Pokémon GO players after game installation [21,22]. Studies using self-reported data indicated that players spent more time outside and performed more physical exercise because of Pokémon GO [23-26]. Other research included studies on Pokémon GO players’ motivations [27,28], experiences while playing Pokémon GO [29], and potential adverse effects associated with playing Pokémon GO [30,31].

However, there remain 2 major research gaps. First, physical activity on each day is not only determined by players’ demographics and Pokémon GO behaviors (such as whether Pokémon GO was played, and the number of days played) but also by weather and built environment. Inclement or extreme weather can be physical activity barriers [15]. Further, built environment is the essential element for location-based AR games because the games are built based on the actual physical world environment. However, existing research failed to take them into account when investigating the relationship between Pokémon GO use and physical activity.

Second, although some researchers suggested that the association between Pokémon GO and physical activity varies among different populations [24,25,32,33], to date, little research has been performed on these potential differences among players. Howe et al focused on young adults [21]; Althoff et al studied wearable Microsoft product users [22]; Kogan et al focused their study on dog owners [34]; and Wong et al researched university students [26]. Asia is home to 60% of the world’s population [35]; although Pokémon GO has been suspended in Mainland China, there are still considerable numbers of Pokémon GO players in other parts of Asia. However, most studies were conducted in Western countries, and there are no objective studies of Pokémon GO and physical activity in Asia.

Therefore, we used a multilevel modeling approach to answer 2 main research questions. They are as follows:

- What is the relationship between Pokémon GO use and players’ physical activity levels?
- How does the association between Pokémon GO and physical activity vary across players with different physical activity levels?

Methods

Research Design

We conducted a field survey in August 2016 during the first month after Pokémon GO was launched in Hong Kong. Researchers approached Pokémon GO players at 5 study sites that represented 5 typical types of built environment. Participants’ data, including sex, age, income, education level, BMI (kg/m²), and the start date of Pokémon GO, were collected using a questionnaire. Participants’ physical activity data, specifically daily walking and running distances, were captured from their iPhone “health” app pages by taking pictures of their screens. Eventually, we compiled a data set covering the period from 14 days before and 21 days after the installation of Pokémon GO. Weather data were collected from Hong Kong Observatory, including total rainfall (mm), bright sunshine.
values were empty. excluded 15 observations from the analysis because the data recorded on that day. We also excluded those who did not complete the questionnaire, were not iPhone 5s or 6 users or were iPhone users but unable to provide their daily walking and running distance data. Additionally, we excluded those who did not complete the questionnaire (n=7) or who were unable to unlock the primary functions of the game (n=3).

The survey was conducted by our researchers on a face to face basis with each participant in the study areas. All participants provided written informed consent to participate prior to survey conduction. Participants received a Pokémon toy as a token of appreciation for completing the study. All data collected were anonymized, and the participants’ names and home addresses were not collected.

Study Population
We approached Pokémon GO players while they were playing Pokémon GO within the study sites. To ensure the reliability and consistency of data, only iPhone 5s or 6 series users with qualified daily walking and running distances in their iPhone “health” app were included in this study. We excluded individuals who did not complete the questionnaire, were not iPhone 5s or 6 users, and those who were iPhone users but were unable to provide their daily walking and running distances data. We also excluded respondents with insufficient Pokémon GO levels to unlock the primary functions of the game. The primary function of the game was to reach level 5 and gain access to the Gyms.

Study Sites
We used 5 study sites, which represented 5 typical types of built environment in Hong Kong, namely, a green space, an office area, a residential area, a mixed-use area, and a retail location (Table 1). For each built environment, we selected a 200-m radial zone based on the surrounding land use [36] and set ≥60% of the surrounding land use belonging to that type of built environment as the criterion for the site selection through a GIS platform [37].

Daily Walking and Running Distances
Daily walking and running distance data represented the daily physical activities of Pokémon GO players. To compare players’ physical activities before and after installation, we used the average walking and running distances each day over a period of 35 days (14 days before to 21 days after the game installation). We estimated 95% CI 5.8-6.0 through a bootstrap with 500 resamples of daily walking and running distances. If there were no data on a given day, which meant the player probably did not touch his or her phone at all, or there were problems with the phone, we ignored the data recorded on that day. We excluded 15 observations from the analysis because the data values were empty.

Table 1. Descriptions of study sites.

<table>
<thead>
<tr>
<th>Study site</th>
<th>Type of built environment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central</td>
<td>Office area</td>
<td>Land used for administration, or clerical, technical, professional, or other like business activity</td>
</tr>
<tr>
<td>Wan Chai</td>
<td>Mixed use area</td>
<td>Land used for mixed uses</td>
</tr>
<tr>
<td>Victoria Park</td>
<td>Green space</td>
<td>Integrated park consisting of playgrounds, sitting-out areas or public mini sports grounds</td>
</tr>
<tr>
<td>Wong Tai Sin</td>
<td>Residential area</td>
<td>Land used to for residential accommodations</td>
</tr>
<tr>
<td>Causeway Bay</td>
<td>Retail premises</td>
<td>Land used to: (a) sell goods by retail or by retail and wholesale; (b) sell services; or (c) hire goods</td>
</tr>
</tbody>
</table>

Study Populations and Sites
Overall, 210 Pokémon GO players were included in this study: Table 2 shows the profile of the participants. We identified 2964 individual players while they were playing Pokémon GO within the study sites. Of these, 1248 answered our questionnaire and 1028 players were excluded because they were not iPhone 5s or 6 users or were iPhone users but unable to provide their daily walking and running distance data. Additionally, we excluded those who did not complete the questionnaire (n=7) or who were unable to unlock the primary functions of the game (n=3).

Multilevel Modeling
Multilevel modeling was employed to investigate the difference of association between Pokémon GO and daily walking and running distances across players. We have multiple observations of daily walking and running distances of the same individual (from 14 days before to 21 days after the game installation); based on this cluster data structure, multilevel modeling was applied to investigate the relationship between Pokémon GO use and physical activity. At observation level, each observation has its own observation-level attributes, including whether Pokémon GO was played, the number of days played, total rainfall (mm), bright sunshine (hours), mean air temperature (degree Celsius), and mean wind speed (km/h). At player level, age, income, gender, education, BMI (kg/m²), and built environment variables were added. Further, interdependencies among different player levels were taken into account through multilevel modeling. We transferred parts of variables into dummy variables based on questions that we intended to investigate. MLwiN V.3.0 was used to conduct the multilevel modeling analysis.

Funding, Ethical Approval, and Data Sharing
This research received no specific grant from any funding agency in the public, commercial, or not-for-profit sectors. This study was approved by Survey and Behavioral Research Ethics Committee at The Chinese University of Hong Kong on August 4, 2016. The statistical code and dataset are available from the corresponding author.
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Results

Study Populations and Sites
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Table 2. Characteristics of Pokémon GO players (N=210).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>26.1 (8.7)</td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>13-17</td>
<td>25 (11.9)</td>
</tr>
<tr>
<td>18-23</td>
<td>67 (31.9)</td>
</tr>
<tr>
<td>24-29</td>
<td>43 (20.5)</td>
</tr>
<tr>
<td>30-35</td>
<td>35 (16.7)</td>
</tr>
<tr>
<td>36-50</td>
<td>21 (10.0)</td>
</tr>
<tr>
<td>&gt;51</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>71 (33.8)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>70 (33.3)</td>
</tr>
<tr>
<td>College or higher</td>
<td>118 (56.1)</td>
</tr>
<tr>
<td><strong>Monthly income (HKD), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>65 (31.0)</td>
</tr>
<tr>
<td>5000-10000</td>
<td>12 (5.7)</td>
</tr>
<tr>
<td>10001-15000</td>
<td>41 (19.5)</td>
</tr>
<tr>
<td>15001-20000</td>
<td>30 (14.3)</td>
</tr>
<tr>
<td>20001-30000</td>
<td>18 (8.6)</td>
</tr>
<tr>
<td>&gt;30000</td>
<td>18 (8.6)</td>
</tr>
<tr>
<td><strong>Site, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Office (Central)</td>
<td>33 (15.7)</td>
</tr>
<tr>
<td>Mixed use (Wan Chai)</td>
<td>48 (22.9)</td>
</tr>
<tr>
<td>Green space (Victoria Park)</td>
<td>46 (21.9)</td>
</tr>
<tr>
<td>Residential (Wong Tai Sin)</td>
<td>55 (26.2)</td>
</tr>
<tr>
<td>Retail premises (Causeway Bay)</td>
<td>28 (13.3)</td>
</tr>
<tr>
<td><strong>Body mass index (BMI; kg/m^2), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5)</td>
<td>57 (27.1)</td>
</tr>
<tr>
<td>Normal (18.5≤BMI&lt;25)</td>
<td>121 (57.6)</td>
</tr>
<tr>
<td>Overweight/obese (25≤BMI)</td>
<td>16 (7.6)</td>
</tr>
<tr>
<td><strong>Daily walking and running distances in 2 weeks before installation of Pokémon GO (km), mean (SD)</strong></td>
<td>5.4 (3.5)</td>
</tr>
</tbody>
</table>

**Daily Walking and Running Distances Before and After the Game Installation**

Figure 1 shows the change in average daily walking and running distances of the Pokémon GO players in the period from 14 days before to 21 days after game installation. The average distance increased by 18.1% (0.96 km), from 5.30 km (SD 2.12) (before installation) to 6.26 km (SD 2.45) (after installation). A comparison of means shows that Pokémon GO was associated with increases in daily walking and running distances ($F=33.825, P<.001$). We observed a decrease in daily walking and running distances during the period from the 5th to 8th day after installation. During that period, Hong Kong’s weather deteriorated because of the influence of the typhoon Nida.

**Pokémon GO and Physical Activity across Players**

The results of multilevel models are shown in Table 3. A null model, a model without any input variances, which simply describes the variance at each level, was conducted first. We found that 22.5% of the variance was explained at the observation level, and this provided justification for proceeding to the subsequent analysis.
Model 1 contains observation-level variables. In model 2, the player-level variables were added and analyzed together with the observation-level variables (Table 3). In model 3, assuming that all other variables in the model were held constant, the relation between Pokémon GO behaviors and dependent variables were investigated. In model 4, on the basis of model 3, the interactions of Pokémon GO use (or no Pokémon GO use) and built environment were included (Table 4).

The results of multilevel models showed that the observation-level variables (including whether Pokémon GO was played, the number of days played, total rainfall, bright sunshine duration, mean air temperature, and mean wind speed) were significantly related to daily walking and running distances. Whether Pokémon GO was played ($P=.005$) and bright sunshine duration ($P=.01$) were significantly associated with the increased daily walking and running distances. Conversely, the number of days played ($P<.001$), total rainfall ($P=.003$), mean air temperature ($P=.01$), and mean wind speed ($P=.04$) were negatively correlated with daily walking and running distances. At the player level, our results indicated that players who were male, had high school or lower education, and exhibited normal BMI (kg/m$^2$) were likely to have higher daily walking and running distances (Table 4). Furthermore, playing Pokémon GO in green space was associated with higher daily walking and running distances ($P=.03$).

Playing Pokémon GO was significantly associated with increased daily walking and running distances ($P=.005$), whereas the number of days played was significantly associated with decreased daily walking and running distances ($P<.001$). The results showed that the association between Pokémon GO and daily walking and running distances attenuated over time and may have dissipated after players played Pokémon GO for 24 days (Table 4).

Most importantly, our results indicate that the effects of playing Pokémon GO are somewhat stronger for players with lower levels of daily physical activity and slightly stronger for those who have played the game for fewer days. These findings are obtained when the estimated effects of playing Pokémon GO and number of days played are allowed to vary across individuals in the sample. The negative estimate of the covariance of playing Pokémon GO and intercept ($-0.008$ in Model 4) captures the stronger health benefits of playing among respondents with shorter walking and running distances. The estimated covariance between days played and whether Pokémon GO was played of $-0.00057$ shows that those playing the game for a shorter period of time have, all else equal, experienced slightly less health benefits.

Figure 1. Average daily walking and running distance before and after the installation of Pokémon GO. Error bars correspond to bootstrapped 95% confidence intervals.
Table 3. Multilevel models of Pokémon GO and daily walking and running distances (km) models 1 and 2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td>Observation level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pokémon GO or not a (reference: not)</td>
<td>0.085</td>
<td>&lt;.001</td>
<td>0.084</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Days played b</td>
<td>−0.003</td>
<td>&lt;.001</td>
<td>−0.004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Weather</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total rainfall</td>
<td>−0.001</td>
<td>.013</td>
<td>−0.001</td>
<td>.012</td>
</tr>
<tr>
<td>Bright sunshine duration</td>
<td>0.003</td>
<td>.013</td>
<td>0.003</td>
<td>.013</td>
</tr>
<tr>
<td>Mean air temperature</td>
<td>−0.012</td>
<td>.020</td>
<td>−0.013</td>
<td>.016</td>
</tr>
<tr>
<td>Mean wind speed</td>
<td>−0.001</td>
<td>.010</td>
<td>−0.001</td>
<td>.009</td>
</tr>
<tr>
<td>Player level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference &gt;35)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>13-17</td>
<td>—</td>
<td>—</td>
<td>−0.087</td>
<td>.019</td>
</tr>
<tr>
<td>18-23</td>
<td>—</td>
<td>—</td>
<td>−0.016</td>
<td>.320</td>
</tr>
<tr>
<td>24-29</td>
<td>—</td>
<td>—</td>
<td>−0.016</td>
<td>.316</td>
</tr>
<tr>
<td>30-35</td>
<td>—</td>
<td>—</td>
<td>−0.065</td>
<td>.028</td>
</tr>
<tr>
<td>Income (HKD; reference &gt;30000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>—</td>
<td>—</td>
<td>−0.011</td>
<td>.385</td>
</tr>
<tr>
<td>5000-10000</td>
<td>—</td>
<td>—</td>
<td>−0.111</td>
<td>.012</td>
</tr>
<tr>
<td>10001-15000</td>
<td>—</td>
<td>—</td>
<td>−0.028</td>
<td>.223</td>
</tr>
<tr>
<td>15001-20000</td>
<td>—</td>
<td>—</td>
<td>0.050</td>
<td>.096</td>
</tr>
<tr>
<td>20001-30000</td>
<td>—</td>
<td>—</td>
<td>0.030</td>
<td>.223</td>
</tr>
<tr>
<td>Gender (reference: female)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education (reference: high school or lower)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or higher</td>
<td>—</td>
<td>—</td>
<td>−0.077</td>
<td>.036</td>
</tr>
<tr>
<td><strong>BMI</strong> (reference: normal; kg/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5)</td>
<td>—</td>
<td>—</td>
<td>−0.069</td>
<td>.004</td>
</tr>
<tr>
<td>Overweight and obese (25≤BMI)</td>
<td>—</td>
<td>—</td>
<td>−0.050</td>
<td>.045</td>
</tr>
<tr>
<td>Built environment (reference: office)</td>
<td>—</td>
<td>—</td>
<td>0.026</td>
<td>.207</td>
</tr>
<tr>
<td>Mixed use area</td>
<td>—</td>
<td>—</td>
<td>0.041</td>
<td>.094</td>
</tr>
<tr>
<td>Green space</td>
<td>—</td>
<td>—</td>
<td>0.001</td>
<td>.491</td>
</tr>
<tr>
<td>Residential</td>
<td>—</td>
<td>—</td>
<td>−0.003</td>
<td>.469</td>
</tr>
<tr>
<td>Retail premises</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Intercept</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.714</td>
<td>&lt;.001</td>
<td>0.735</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance (observation level)</td>
<td>0.058</td>
<td>&lt;.001</td>
<td>0.058</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance (player level)</td>
<td>0.017</td>
<td>&lt;.001</td>
<td>0.014</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aIf the data belonged to the date before the participant played Pokémon GO, this value would be 0. Otherwise, it would be 1.
bIf the data belonged to the date before the participant played Pokémon GO, this value would be 0. Otherwise, it would be the number of days he or she played.
cBMI: body mass index.
### Table 4. Multilevel models of Pokémon GO and daily walking and running distances (km) models 3 and 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 3</th>
<th></th>
<th></th>
<th>Model 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td><strong>Observation level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pokémon GO or not</strong> (reference: not)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.093</td>
<td>&lt;.001</td>
<td>0.072</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Variance (player level)</td>
<td>0.018</td>
<td>&lt;.001</td>
<td>0.017</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Covariance with intercept (player level)</td>
<td>−0.009</td>
<td>&lt;.001</td>
<td>−0.008</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Days played</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>−0.004</td>
<td>&lt;.001</td>
<td>−0.005</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Variance (player level)</td>
<td>0.000096</td>
<td>&lt;.001</td>
<td>0.000097</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Covariance with intercept (player level)</td>
<td>0.000068</td>
<td>.346</td>
<td>0.000059</td>
<td>.346</td>
<td></td>
</tr>
<tr>
<td>Covariance with Pokémon GO (player level)</td>
<td>−0.00058</td>
<td>.004</td>
<td>−0.00057</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td><strong>Weather</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total rainfall</td>
<td>−0.001</td>
<td>.003</td>
<td>−0.001</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Bright sunshine duration</td>
<td>0.003</td>
<td>.11</td>
<td>0.003</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>Mean air temperature</td>
<td>−0.013</td>
<td>.10</td>
<td>−0.013</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>Mean wind speed</td>
<td>−0.001</td>
<td>.037</td>
<td>−0.001</td>
<td>.036</td>
<td></td>
</tr>
<tr>
<td><strong>Players level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (reference &gt;35)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13-17</td>
<td>−0.068</td>
<td>.048</td>
<td>−0.067</td>
<td>.047</td>
<td></td>
</tr>
<tr>
<td>18-23</td>
<td>−0.007</td>
<td>.414</td>
<td>−0.007</td>
<td>.415</td>
<td></td>
</tr>
<tr>
<td>24-29</td>
<td>−0.010</td>
<td>.380</td>
<td>−0.009</td>
<td>.389</td>
<td></td>
</tr>
<tr>
<td>30-35</td>
<td>−0.061</td>
<td>.031</td>
<td>−0.061</td>
<td>.031</td>
<td></td>
</tr>
<tr>
<td><strong>Income (HKD; reference &gt;30000)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>−0.024</td>
<td>.263</td>
<td>−0.024</td>
<td>.265</td>
<td></td>
</tr>
<tr>
<td>5000-10000</td>
<td>−0.122</td>
<td>.005</td>
<td>−0.122</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>10001-15000</td>
<td>−0.041</td>
<td>.123</td>
<td>−0.040</td>
<td>.125</td>
<td></td>
</tr>
<tr>
<td>15001-20000</td>
<td>0.044</td>
<td>.112</td>
<td>0.046</td>
<td>.103</td>
<td></td>
</tr>
<tr>
<td>20001-30000</td>
<td>0.027</td>
<td>.239</td>
<td>0.028</td>
<td>.227</td>
<td></td>
</tr>
<tr>
<td><strong>Gender (reference: female)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.040</td>
<td>.019</td>
<td>0.041</td>
<td>.017</td>
<td></td>
</tr>
<tr>
<td><strong>Education (reference: high school or lower)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or higher</td>
<td>−0.075</td>
<td>.037</td>
<td>−0.073</td>
<td>.040</td>
<td></td>
</tr>
<tr>
<td><strong>BMI</strong> (reference: normal; kg/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI&lt;18.5)</td>
<td>−0.074</td>
<td>.002</td>
<td>−0.073</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Overweight and obese (25≤BMI)</td>
<td>−0.052</td>
<td>.036</td>
<td>−0.051</td>
<td>.038</td>
<td></td>
</tr>
<tr>
<td><strong>Built environment (reference: office)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed use area</td>
<td>0.032</td>
<td>.195</td>
<td>0.028</td>
<td>.191</td>
<td></td>
</tr>
<tr>
<td>Green space</td>
<td>0.044</td>
<td>.068</td>
<td>0.001</td>
<td>.494</td>
<td></td>
</tr>
<tr>
<td>Residential</td>
<td>−0.001</td>
<td>.490</td>
<td>−0.018</td>
<td>.309</td>
<td></td>
</tr>
<tr>
<td>Retail premises</td>
<td>0.003</td>
<td>.460</td>
<td>0.001</td>
<td>.491</td>
<td></td>
</tr>
</tbody>
</table>

**Interactions** (reference: Pokémon GO x Office)
Discussion

Principal Results and Comparison With Prior Work

This study reported that after the game installation, average daily walking and running distances of Hong Kong Pokémon GO players increased by 18.1% (0.96 km, approximately 1200 steps) compared with the period before installation, which spanned for over a period of 35 days. These results were largely consistent with those of previous studies that were conducted in USA. For example, Howe et al found that the average number of daily steps for Pokémon GO players during the first week of installation increased by 955 steps [21]. Althoff and his colleagues indicated that Pokémon GO led to significant increases of more than 25% (1473 steps per day over a period of 30 days) [22]. These studies conducted in USA and the study conducted in Asia study showed that playing Pokémon GO was associated with an increase in physical activity in the first month players played the game. These results supported the idea that Pokémon GO may improve public health by promoting physical activity.

Our results showed that the increases in daily walking and running distances attenuated over time. This finding is also congruent with those of the previous studies conducted in USA [21,22]. However, the speed of attenuation was different between the study conducted by us, in Asia, and those conducted in USA. Although Howe et al [21] reported that the association was no longer observed after 6 weeks (42 days), our results indicated that the association disappeared faster, in 24 days, with Hong Kong players. This may be because Hong Kong is a relatively fast-paced society [40], which may make it easier for people to lose interest in the game. The high-density built environment, which lacks spacious places for playing location-based AR games, could also be another reason for this difference. If we wish to maximize the positive benefit from the game, initiatives should be taken to find ways to slow down attenuation.

From multilevel models, we found that total rainfall, bright sunshine duration, mean air temperature, and mean wind speed were significantly related to Pokémon GO players’ physical activity levels. The link between the weather and physical activity is well established. An increased duration of daily bright sunshine could increase daily walking activity [41] and participation in outdoor activities [42]; higher rainfall and wind speed are likely to be associated with lower physical activity levels [43-46]; the temperature could have different impacts on physical activities across areas and seasons [47]. For the season during which we conducted our study in Hong Kong, we found that the duration of bright sunshine was significantly associated with increased daily walking and running distances, whereas total rainfall, mean air temperature, and mean wind speed were negatively correlated with the distances. To the best of our knowledge, this is the first study that controlled the weather variables to provide a more precise relationship between Pokémon GO behaviors and physical activity levels. On December 7, 2017, the new version of Pokémon GO was introduced and included weather features, in addition to an in-game weather visual map, weather near Pokémon players will impact Pokémon in a variety of ways. This update made weather an even more important factor for the players [48].

The relationship between physical activity and built environment has been well investigated in recent decades [17]. As a location-based AR game, Pokémon GO is highly connected with built environment and both of these variables could be associated with players’ physical activity levels. In previous studies, however, built environment was not taken into consideration or they showed little impact on physical activity levels [21,22]. We examined Pokémon GO together with built environment and found that green space had a significant positive relationship with daily walking and running distances (Table 4). This result indicated that Pokémon GO may have encouraged players to use the green space around them to engage in physical activity. Nature-based recreation has decreased by 25% in the last 40 years [49], endangering the health benefits associated with nature and green space [50]. To solve this problem, Pokémon GO shows great potential to build connections between green space and opportunities for physical activity.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 3 β</th>
<th>P value</th>
<th>Model 4 β</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.733</td>
<td>&lt;.001</td>
<td>0.733</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance (observation level)</td>
<td>0.053</td>
<td>&lt;.001</td>
<td>0.053</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variance (player level)</td>
<td>0.016</td>
<td>&lt;.001</td>
<td>0.016</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aIf the data belonged to the date before the participant played Pokémon GO, this value would be 0. Otherwise, it would be 1.
bIf the data belonged to the date before the participant played Pokémon GO, this value would be 0. Otherwise, it would be the number of days he or she played.
cBMI: body mass index.
dThe value is equal to the value of Pokémon GO or not multiplied by built environment.
By controlling for the weather variable at the observation level and for demographics and built environment at the player level, our results showed that players with shorter daily walking and running distances exhibited stronger associations with Pokémon GO. These associations also lasted longer than players with relatively longer distances before installation. This result confirmed the previous findings from the studies conducted in USA that Pokémon GO is able to reach low activity populations [22,26]. Governments and public health agencies may consider the possibility of using location-based AR technology to improve physical activity and public health.

Contributions
To the best of our knowledge, this study was one of the earliest and the only studies conducted during the Pokémon GO craze (from July 2016 to August 2016). This work offers 3 main contributions. First, we combined field surveys with automatically recorded physical activity data from mobile devices. The field study gave us an idea of who was playing the game outside and engaging in physical activity. Second, this paper was the first paper that investigated the relationship between Pokémon GO and physical activity with the weather and built environment added as covariates. Third, the difference in associations between Pokémon GO use and physical activity among different players was investigated. Such information is important to enhance the positive impact brought by future games or interventions. Further, as the first objective physical activity study of Pokémon GO in Asia, this study provided evidence together with other previous studies, which indicated that Pokémon GO was associated with short-term increases in physical activity levels.

Limitations
Our study had some limitations. First, our study population was a representative of active Pokémon GO players; it was not a random sample of the Hong Kong population. It could not represent all the Pokémon GO players in Hong Kong. It is possible that some players may have only played at midnight (or during other irregular times), which was not within our survey time, or some people may have only played Pokémon GO in a place that was dissimilar to our study areas.

Second, this was a one group pretest-posttest design study. We acknowledge that we lack a control group; however, our data indicate that Pokémon GO alone was associated with physical activity changes in participants. During the study time, there was no campaign, parade, or other large-scale physical activity-related event that happened in Hong Kong. There were also no dramatic weather changes that could have led to increases in physical activity levels.

Further, we used daily walking and running distances as a proxy measurement of physical activity. We do acknowledge the possibility that other physical activities (eg, swimming and basketball) were likely to be not recorded if the players did not carry their phones during those activities.

Conclusions
We studied 210 Pokémon GO players in Hong Kong during the Pokémon GO craze of 2016. Our results indicated that after the installation of the game, the average daily walking and running distances increased by 18.1% (0.96 km, approximately 1200 steps) compared with the levels measured before the installation. However, this association attenuated over time and was estimated to disappear after 24 days. The results of multilevel models indicated that the weather should be considered in this kind of research and the association between Pokémon GO use and physical activity was stronger among less physically active people compared with physically active people. We found that a game like Pokémon GO has the potential to build new links between humans and green space and to encourage people to engage in physical activity outdoor. Having a better understanding of the relationship between Pokémon GO use and physical activity may cast light on the future efforts needed to promote public health on a global scale.
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Abstract

Background: The availability of an increasing number of online health forums has altered the experience of living with a health condition, as more people are now able to connect and support one another. Empathy is an important component of peer-to-peer support, although little is known about how empathy develops and operates within online health forums.

Objective: The aim of this paper is to explore how empathy develops and operates within two online health forums for differing health conditions: breast cancer and motor neuron disease (MND), also known as amyotrophic lateral sclerosis.

Methods: This qualitative study analyzed data from two sources: interviews with forum users and downloaded forum posts. Data were collected from two online health forums provided by UK charities: Breast Cancer Care and the Motor Neurone Disease Association. We analyzed 84 threads from the breast cancer forum and 52 from the MND forum. Threads were purposively sampled to reflect varied experiences (e.g., illness stages, topics of conversation, and user characteristics). Semistructured interviews were conducted with 14 Breast Cancer Care forum users and five users of the MND forum. All datasets were analyzed thematically using Braun and Clarke’s six-phase approach and combined to triangulate the analysis.

Results: We found that empathy develops and operates through shared experiences and connections. The development of empathy begins outside the forum with experiences of illness onset and diagnosis, creating emotional and informational needs. Users came to the forum and found their experiences and needs were shared and understood by others, setting the empathetic tone and supportive ethos of the forum. The forum was viewed as both a useful and meaningful space in which they could share experiences, information, and emotions, and receive empathetic support within a supportive and warm atmosphere. Empathy operated through connections formed within this humane space based on similarity, relationships, and shared feelings. Users felt a need to connect to users who they felt were like themselves (e.g., people sharing the same specific diagnosis). They formed relationships with other users. They connected based on the emotional understanding of ill health. Within these connections, empathic communication flourished.

Conclusions: Empathy develops and operates within shared experiences and connections, enabled by structural possibilities provided by the forums giving users the opportunity and means to interact within public, restricted, and more private spaces, as well as within groups and in one-to-one exchanges. The atmosphere and feeling of both sites and perceived audiences were important facilitators of empathy, with users sharing a perception of virtual communities of caring and supportive people. Our findings are of value to organizations hosting health forums and to health professionals signposting patients to additional sources of support.

http://www.jmir.org/2018/6/e222/
**Introduction**

**Background**

The availability of an increasing number of online health forums has altered the experience of living with a health condition because more people are now able to connect and support one another [1]. This relatively accessible means of communication is particularly important when someone is living with a health condition that is rare or which inhibits communication (e.g., motor neuron disease [MND]) [2]. Online support communities provide various types of support, such as emotional [3-5] and informational support [2]. One aspect of human emotional intelligence, which may, in part, shape online communication within forums, is empathy. Previous research has highlighted the role of empathy in encouraging helpful behaviors, such as motivating users to share knowledge [6], and the potential benefits users derive from empathetic communications [7]. However, less is known about the processes which facilitate social and relational connections, such as empathy, within online forums [1]. The study reported in this paper addressed this by exploring how empathy develops within these spaces, is enacted, and operates within two online health forums—one for individuals living with or affected by breast cancer and another for people living with or affected by MND. Although most research on forums and online communities tends to focus on a single health condition [1,8], we sought to enrich our understanding of empathic processes by exploring the lived experience of individuals engaging with two different online health forums.

**Definitions of Empathy**

There are many definitions of empathy and these have been applied inconsistently within research [9]. However, there are aspects of empathy that are commonly discussed, such as cognitive empathy (the capacity to understand another person’s feelings) and affective empathy (the capacity to respond with appropriate emotion). A less commonly discussed aspect is congruence in empathy, which is the requirement for empathetic emotion of the observer to correspond with that of the observed. For the purposes of this paper, we define empathy as “(1) knowing what the other person is feeling, (2) feeling what the other person is feeling, and (3) responding compassionately to another person’s distress” (p 234 [10]). This definition was adopted for the purposes of this paper because it resonated with participants’ understandings of empathy, which had emerged during the interviews. Participants with both health conditions understood empathy chiefly as the ability to understand what another is feeling and to stand in another person’s shoes. Many noted the ease with which they were able to achieve this with forum members because of their shared illness experiences. This enabled them to both (1) know and (2) feel. Participants linked thought with action, requiring empathy to be demonstrated with (3) a compassionate response. Within previous studies on online health forums, focusing on a variety of topics, there are elements within the findings that correspond with this definition:

1. **Knowing what another person is feeling**, such as users with shared very specific understandings of living with particular conditions (eg, [1,11,12]).
2. **Feeling what another person is feeling**, such as users recognizing emotions and feeling a resonance (eg, [13]).
3. **Responding compassionately to another person’s distress**, such as written responses to problems expressed on the forum, demonstrating compassion by offering mutual understanding [14], sharing personal experience [14], validating feelings [8,15], or responding promptly to requests for support [14,16].

This paper, therefore, makes a new contribution to understanding of empathy in eHealth in that it explores the importance of these three aspects of empathy for people with life-threatening conditions using online health forums and their communication online. In the following section, we outline previous research that has examined the role of empathy in online communication and in online health forums.

**Empathic Communication Online**

For online health forums to flourish, users must be prepared to share knowledge and experiences with others in the community [6] and to develop trust in how the forum operates and with others who use it [17]. Empathy is thought to encourage and motivate sharing [6], and thus has been studied by researchers seeking both to understand the mechanisms that facilitate a forum’s usefulness and to consider how software might facilitate empathetic communication [18]. To date, research on empathy has focused on assessing whether empathy is present within messages posted on online communities [19] and on how empathy is expressed and structured within interactions among users [19,20]. Studies have examined differing levels of support provided by users to group members in need, with empathic exchanges thought to offer a greater depth of support [19,21]. The emotional depth conveyed through empathic interactions emanates from an understanding gained from others having shared their experiences of being in a similar situation and the ability to imagine and work oneself into the emotions and situation of others [21]. Empathetic support requires effort, understanding, and caring [19].

Studies have identified the factors that may increase the likelihood of empathetic exchanges or strengthen empathetic bonds. Empathy is stronger or more evident when users share similarities, such as going through the same experience. Similarity provides a basis for greater identification between users, increases the likelihood of an accurate understanding of the situation (empathetic accuracy), and fosters greater intimacy [12,14,19,22]. Gender also influences these processes, with more empathy present in communities with a female membership [23]. Communications among women tend to have greater empathic content and lower factual content, and
communications between men typically have lower empathic content and higher factual content [18]. Age is also a factor in influencing emotional and empathetic communication online, with one study showing that teenagers send more emotional messages in a personal style, in contrast to the formal style of older adults [24]. However, older adults within this study expressed higher levels of concern for others than their teenage counterparts. Crucially, empathy is influenced greatly by the topic of interest, and is found to be most present within support communities [25,26]. Messages conveying emotions and feelings are the most common trigger for an empathic response [19,20]. Empathy is also encouraged by the altruistic sharing behaviors of users, such as sharing personal knowledge, feelings, and experiences [6], and moving the focus from self to offering peer support [13]. Empathy is commonly expressed in responses to requests for support [27]. Self-disclosure is an important element of online communication [19], which informs empathic interactions among users.

Empathy and Online Health Forums

Studies focusing on online health forums have explored the context in which online interactions take place as users work through illness experiences, interact with health services, and experience the impacts of ill health on offline relationships and everyday lives [1,8]. This context influences empathy building within health forums as users live with the ongoing stresses and challenges of ill health. For people living with health conditions that may or will shorten their life, the need for empathetic support and understanding can be particularly important [28,29]. Shared understanding and experiences of living with ill health found within condition-specific health forums have been shown to help foster a sense of community and build friendships [1]. These factors encourage empathetic behaviors because users seek to nurture and support one another [30]. However, this relatively limited research on empathy in online health forums has not considered the processes by which empathy is developed in online health forums and this study sought to fill this gap.

Study Aims

The aim of our study was to develop a better understanding of the role of empathy among people who share information, experiences, and emotions in online health forums. More specifically, we were interested in exploring the processes that underpin the development of empathy and influence sharing among users of two online health forums for two very different conditions. In this paper, we explore how empathy is developed through shared experiences and via connections formed between users. We used forum data to explore how empathy is narrated within the forums and the interviews to explore, and gain a deeper understanding of, the human processes behind it.

Methods

Study Design

This study is part of a wider project exploring how and why people living in a range of extreme circumstances share information, emotions, and experience in online spaces and communities. The key focus was on understanding the role of trust and empathy in encouraging and shaping sharing behaviors. The study recently reported on the processes by which trust develops on a breast cancer forum [17], demonstrating how it operates within structural, relational, and temporal dimensions. This paper explores the development of empathy through sharing in online environments.

The paper focuses on the experiences of people living with two very different health conditions: breast cancer and MND, also known as amyotrophic lateral sclerosis. Breast cancer is both a life-threatening and a long-term condition given that many people survive for 10 years after diagnosis [31], whereas others may die of it or associated conditions. It is not a single condition; there are different stages and types of cancer, with differing prognoses, treatment options, and choices. People with breast cancer face differing trajectories and, for some, the condition can be terminal. In contrast, MND is a relatively rare and incurable condition, and people diagnosed with one of the diseases within this group can expect to have their life severely shortened [32]. MND causes damage to nerves and muscles, and as the disease progresses people may experience difficulties with mobility, speech, eating, drinking, and breathing. The lack of a curative treatment means that people face an inevitable decline. These two health conditions were chosen to explore aspects of living in extreme circumstances with two quite different conditions: one that is potentially life threatening (breast cancer) and the other which is life shortening and for which there is no cure (MND).

We explored how empathy develops within two online health forums that provide support for people living with breast cancer and with MND. We utilized a case-study approach to gain an in-depth understanding of the phenomenon, undertaking qualitative analysis of a sample of threads from the online forum provided by Breast Cancer Care (a UK-based charitable organization) and a forum hosted by the Motor Neurone Disease Association (a charity providing support in England, Wales, and Northern Ireland). We also conducted semistructured interviews with 20 users of these forums. The combined datasets broadened our understanding of the issues raised because each source illuminated particular aspects of the forum experience and additional insights were gained from analyzing connections between the threads and interview material. Although analysis of combined data sources is not commonly undertaken [8], in this instance, it provided the opportunity to triangulate analyses and reach a better understanding of how empathy develops in the forums [17]. The forum posts demonstrated how empathy is presented within postings and the interviews provided insights on participants’ thoughts and feelings about empathy within the forums, and how this informed their interactions and sharing practices within these online spaces.

Study Setting

We approached and gained permission from two leading UK charities to access and analyze forum posts and to invite forum users to participate as interviewees in the study: Breast Cancer Care and the Motor Neurone Disease Association. These particular forums were chosen for a number of reasons. Both forums met the inclusion criteria, they are open access (in that anyone may view and read the messages without having a user ID and password), and the terms and conditions stated that it is
permissible to use the forum data for research purposes. The two forums were also chosen to explore differing research settings. The two forums differ in the following ways:

1. **Size of membership:** Breast Cancer Care is a relatively large forum—at the time of the study, it was estimated there were 200,000 registered users (Breast Cancer Care, personal communication). MND is a smaller forum, with more than 3000 registered users, although approximately 50 to 100 of these are active users (MND, personal communication).

2. **Length of time established:** Breast Cancer Care is one of the longest established Web-based forums; it was established in 1999-2000. The MND forum is more recent; it was established in 2013-2014.

3. **The health conditions are distinctive and different** (as previously described).

4. **Gender differences:** the Breast Cancer Care forum is predominantly female and the active members of the MND forum are predominantly male.

Both sites are moderated by staff employed by the charities. Both forums were structured to reflect both stages within user journeys (eg, diagnosis), user characteristics (eg, carers), and aspects of living with the condition. The Breast Cancer Care forum provides a wider range of boards in which to share experiences, reflecting journeys across differing trajectories.

**Forum Threads**

The researcher (JE) spent time reading through the posts to familiarize herself with both sites and gain an understanding of the context and feel of the online environment and characteristics of the differing boards [17]. We undertook a two-stage process to download a sample of forum threads from the two forums. In the first stage, we purposively selected discussion boards from the two forums to provide suitable diversity of the topics discussed. In 2015, 233 threads were downloaded from 10 boards on the Breast Cancer Care forum and 135 were downloaded from five boards on the MND forum. The threads spanned a range of years (2006-2014), reflecting the different dates in which the boards originated. The posts were collected from the start date of the board until the sample quota was reached. The quota was decided pragmatically, the calculation based on the volume of threads within each site, and a requirement to ensure that the amount of data downloaded was manageable. The data collection strategy was designed to ensure that the forum threads sampled were collected in a consistent way across the differing boards. From these, a subset of 84 threads from the Breast Cancer Care forum and 52 from the MND forum were purposively selected to reflect varied experiences (eg, illness stages, topics of conversation, and user characteristics; Table 1). Sampling was undertaken with an awareness of the study purpose to explore concepts of empathy, and a wider focus on sharing and trust. The broad sampling strategy sought to ensure the study gained an understanding of both how empathy develops and operates; therefore, we included threads in which empathy was very apparent (eg, emotional threads, moments of need), threads in which empathy could be perceived as lacking (eg, moments of conflict), and threads in which empathy was not apparent or immediately apparent (eg, everyday conversations).

**Table 1.** Details of forum posts included in the analysis.

<table>
<thead>
<tr>
<th>Forum type and section</th>
<th>Board</th>
<th>Date of posts</th>
<th>Threads analyzed, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Breast Cancer Care forum</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Talk to people like me</td>
<td>Men’s board</td>
<td>2006</td>
<td>10</td>
</tr>
<tr>
<td>Talk to people like me</td>
<td>Younger women and families</td>
<td>2007</td>
<td>10</td>
</tr>
<tr>
<td>Welcome to the forum</td>
<td>New members board</td>
<td>2012-2013</td>
<td>12</td>
</tr>
<tr>
<td>Going through treatment</td>
<td>Surgery</td>
<td>2007</td>
<td>11</td>
</tr>
<tr>
<td>Going through treatment</td>
<td>Chemotherapy (monthly)</td>
<td>2013</td>
<td>1a</td>
</tr>
<tr>
<td>I am recently diagnosed</td>
<td>Diagnosed with breast cancer</td>
<td>2007</td>
<td>10</td>
</tr>
<tr>
<td>Have I got breast cancer?</td>
<td>Appointments and waiting</td>
<td>2007-2008</td>
<td>10</td>
</tr>
<tr>
<td>I have secondary breast cancer</td>
<td>End-of-life board</td>
<td>2009-2010</td>
<td>10</td>
</tr>
<tr>
<td>Living with and beyond breast cancer</td>
<td>Coping with fear and anxiety</td>
<td>2012-2014</td>
<td>5</td>
</tr>
<tr>
<td>Living with and beyond breast cancer</td>
<td>Sex and relationships</td>
<td>2012-2014</td>
<td>5</td>
</tr>
<tr>
<td><strong>Motor neuron disease forum</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help and advice</td>
<td>Tips and experiences</td>
<td>2011-2013</td>
<td>10</td>
</tr>
<tr>
<td>Miscellaneous discussion</td>
<td>Off topic</td>
<td>2011 and 2013</td>
<td>10</td>
</tr>
<tr>
<td>General discussion</td>
<td>Life with MND</td>
<td>2010-2013</td>
<td>11</td>
</tr>
<tr>
<td>General discussion</td>
<td>Introduce yourself</td>
<td>2010-2013</td>
<td>11</td>
</tr>
<tr>
<td>General discussion</td>
<td>For carers</td>
<td>2010-2013</td>
<td>10</td>
</tr>
</tbody>
</table>

*aThe chemotherapy board differed from other boards because it was in one long thread. Stages within one thread were sampled (eg, start, one-quarter way through, halfway through, and so on).
Interviews

The interview participants were recruited by posting a message on the Breast Cancer Care and Motor Neurone Disease Association forums. The message explained the aim of the study and people who were interested in participating were invited to contact the study team. Criteria for interview were as follows: participants were aged 18 years and older, users of the forums with a diagnosis of breast cancer or MND, or a relative or friend of someone with the condition. All interview volunteers recruited were people living with the health conditions, with the exception of the partners of two participants with MND who sat in on and contributed to the interviews. Interviews were conducted by JE either face-to-face, via phone, Skype, or email. The final sample, therefore, was self-selecting (ie, those people who contacted the study team to take part). Although there is potential for a biased sample, this method yielded a range of experiences (Table 2). Some interview participants with MND communicated via a speech synthesizer in face-to-face sessions and one participated via email. Interviews were conducted at a time and in a place convenient for the interviewees, typically at home. Table 2 shows the characteristics of the interviewees. There were 14 breast cancer interviewees and five MND interviewees.

The interviews were semistructured, and a topic guide was used to prompt discussion on topics relating to the person’s use of the forum, their experiences of sharing online, relationships with other forum users, and experiences and perceptions of how trust and empathy operated in the forums. A flexible schedule was used to guide participants to issues of relevance to the study, but also to give freedom to explore other aspects of importance to participants. The topic guide included asking participants about their use of the Internet and online health forums; their experiences of online sharing of information, resources, stories, emotions, and experiences; their relationships with other people they met in the forums; and how they experienced trust and empathy in relation to other forum users. The duration of the breast cancer interviews ranged from 49 minutes to 2.5 hours, with an average length of approximately 1 hour. The duration of the MND interviews ranged from 1.3 hours to 2.4 hours, with an average length of 1.7 hours; this longer duration reflected the slower pace of communication for people with MND. All interviews were audio-recorded and fully transcribed. After each interview, field notes were taken by JE to document any immediate contextual and analytical insights.

Data Analysis

The data were analyzed thematically following the methodology outlined by Braun and Clarke [33]. In the first stage (familiarization) two researchers (SD and SH) read through the datasets (forum posts, interview transcripts, and field notes). SH took the lead on analysis for this paper and, in the next stage, discussed initial ideas with the interviewer (JE) and the lead investigator (PB). Initial coding was undertaken manually to give a greater immediacy to the data sources. Comparisons were made with earlier initial coding developed by JE. A subset of data were coded independently by SH and SD to check consistency of coding and data interpretation. The data were then analyzed thematically by SH using NVivo 10 software, with interpretation of codes discussed with JE, PB, and SD. Codes were grouped into themes and then reviewed and refined by rereading data extracts, thus ensuring a fit between the datasets and interpretation. Data interpretation was discussed in an ongoing dialog between SH and SD to further ensure that analysis reflected participant experience. Findings were also discussed with PB. The analysis was also informed by interactions with members of the public at dissemination events for the study, and who shared experiences of online health forums.

Data analysis from the interviews yielded a rich understanding of the role of empathy in online communication and in these online health forums, with a variety of perspectives (generating a breadth of understanding) and a detailed understanding of themes (depth of understanding). It was unnecessary to seek further interviewees.

Analysis of Both Data Types

The datasets (interview and forum posts) were analyzed separately and then together to gain a better understanding of how empathy operates within the forums. This interplay between datasets enabled the study to explore a greater range and depth of understanding because each data source revealed both overlapping and differing aspects.

We did not seek to understand empathy at a fixed point in time. The data sources were not anchored to one single time point. Interviews and forum samples covered a range of time frames, which did not necessarily overlap. However, this was not considered inconsistent given that memories and experience bridge a wide time frame. This approach was considered appropriate to gain a broad understanding of how empathy operates within the forums. These varied time frames do not preclude triangulation of data sources because it provided a means of exploring consistency of themes across the differing sources and times.

Themes were informed by both sources. The theme “transformative experience,” for example, came initially from interview data where interviewees from both forums gave vivid accounts of life-changing experiences of illness onset and diagnosis. These events happened “off-stage” from the forum. The interview data provided a depth of understanding of the devastation caused by diagnosis, and the process by which this both created a need for empathetic understanding and drew interviewees to the forum, where they could share their story with others in the same boat. These events were often summarized in introductory posts on the forums.
Table 2. Participant characteristics (N=19).

<table>
<thead>
<tr>
<th>Forum and participant (pseudonym)</th>
<th>Age range of person with illness</th>
<th>Gender</th>
<th>Interviewee</th>
<th>Length of time since diagnosis</th>
<th>Period/time of joining the forum</th>
<th>Current level of activity on the forum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Breast Cancer Care forum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anne</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~15 months</td>
<td>Joined before formal diagnosis</td>
<td>Posting daily and checking posts</td>
</tr>
<tr>
<td>Beth</td>
<td>40-49</td>
<td>Female</td>
<td>User</td>
<td>3 years</td>
<td>At biopsy</td>
<td>Less frequent contact with forum; moved onto Facebook group with friends</td>
</tr>
<tr>
<td>Christine</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~13 months</td>
<td>1 year ago (joined chemo thread)</td>
<td>Checking posts and posting daily</td>
</tr>
<tr>
<td>Danielle</td>
<td>40-49</td>
<td>Female</td>
<td>User</td>
<td>~4 months</td>
<td>~4 months ago</td>
<td>Checking post every 3-4 days</td>
</tr>
<tr>
<td>Eleanor</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~2.5 years</td>
<td>2 years ago</td>
<td>Checking posts 2-3 times a week</td>
</tr>
<tr>
<td>Frances</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~16 months</td>
<td>Started using the forum at chemo</td>
<td>Checking posts twice weekly</td>
</tr>
<tr>
<td>Gayle</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~18 months</td>
<td>Started using the forum at chemo</td>
<td>Checks posts once or twice a week</td>
</tr>
<tr>
<td>Hazel</td>
<td>60-69</td>
<td>Female</td>
<td>User</td>
<td>~3 years</td>
<td>Joining ~19 months ago</td>
<td>Accessing forum at points of worry</td>
</tr>
<tr>
<td>Isobel</td>
<td>40-49</td>
<td>Female</td>
<td>User</td>
<td>~15 months</td>
<td>Joined chemo group ~15 months ago</td>
<td>Regularly checks posts</td>
</tr>
<tr>
<td>Janice</td>
<td>60-69</td>
<td>Female</td>
<td>User</td>
<td>~13.5 months</td>
<td>Joined chemo group (~13 months ago)</td>
<td>Regularly checks posts</td>
</tr>
<tr>
<td>Kathryn</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>First diagnosis: 23 years; second diagnosis: 4.5 months</td>
<td>~4 months ago</td>
<td>Checks posts daily</td>
</tr>
<tr>
<td>Libby</td>
<td>40-49</td>
<td>Female</td>
<td>User</td>
<td>~10 months</td>
<td>Since chemo (~8 months ago)</td>
<td>Checks posts twice a day</td>
</tr>
<tr>
<td>Nancy</td>
<td>40-49</td>
<td>Female</td>
<td>User</td>
<td>~7 months</td>
<td>Since diagnosis (~7 months ago)</td>
<td>Lurker (reading posts twice daily)</td>
</tr>
<tr>
<td>Olivia</td>
<td>50-59</td>
<td>Female</td>
<td>User</td>
<td>~5 years</td>
<td>Since diagnosis (~5 years ago)</td>
<td>Checks forum every 6-8 weeks</td>
</tr>
<tr>
<td><strong>Motor neuron disease forum</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pippa &amp; Michael</td>
<td>60-69</td>
<td>Female</td>
<td>User and partner</td>
<td>10 months</td>
<td>First went on forum 3 months before formal diagnosis</td>
<td>Daily user</td>
</tr>
<tr>
<td>Robert &amp; Meg</td>
<td>60-69</td>
<td>Male</td>
<td>User and partner</td>
<td>~19 months</td>
<td>Joined forum at unidentified point and become active user 3 months ago when realized the disease was becoming more aggressive</td>
<td>Daily user</td>
</tr>
<tr>
<td>Sue</td>
<td>70-79</td>
<td>Female</td>
<td>User</td>
<td>5 years</td>
<td>Joined forum 4.5 years ago</td>
<td>Daily user</td>
</tr>
<tr>
<td>Terry</td>
<td>70-79</td>
<td>Male</td>
<td>User</td>
<td>~4 months</td>
<td>Joined forum soon after diagnosis</td>
<td>On the forum most days</td>
</tr>
<tr>
<td>Vincent</td>
<td>60-69</td>
<td>Male</td>
<td>User</td>
<td>~3 years</td>
<td>Forum member for 3 years</td>
<td>Very active—checking posts 2-3 times a day</td>
</tr>
</tbody>
</table>
Ethical Considerations

Both forums are openly accessible by anyone choosing to read the message boards online, although users are required to register and log in to actually make posts. At the time of the study, terms and conditions in each forum stated that posts were publicly visible and, with permission of the charitable organization, the posts may be used for research purposes. Recommendations provided by the University of Sheffield’s Research Ethics Committee regarding the forum data were followed, with steps taken to preserve user anonymity by removing individual identifiers and changing details that might identify individuals or organizations. When preparing material for publication, we have reworded forum posts carefully to retain their original meaning and nuance while ensuring that phrases cannot be used in Internet search engines to trace quotations back to individual users.

Potential interviewees were provided with study information sheets and a copy of the consent form at least 24 hours prior to the interview to obtain informed consent. Interviewees were informed that they could stop the interview and/or withdraw from the study at any time up until the point of publication. We were mindful that participants may become distressed during the interview, and thus a protocol was devised with both charities to manage this sensitively and ensure, when necessary, participants were appropriately signposted to support. To prepare for interviews with individuals with MND who may experience communication difficulties, JE spent time discussing appropriate approaches with the Motor Neurone Disease Association.

Ethical approval was granted by the University of Sheffield Research Ethics Committee (analysis of forum posts: application 001955) and UK Ministry of Defence Research Ethics Committee (interviews: application 614/MODREC/14).

Results

Through our analysis, we developed a conceptual framework representing how empathy developed and operated within the forums. We found that empathy was built on shared experiences and connections (Textbox 1). In this paper, we explore these themes, shared experience, and connections, and also discuss their subthemes to highlight how empathy develops in online health forums. An additional theme—knowledge—will be discussed in further work.

Empathy Built on a Shared Experience

Users of the forums had one thing in common: that in some way their lives had been affected by the diagnosis of a life-threatening health condition. The majority of users were individuals who had been diagnosed with the health condition, although some experienced this indirectly as family caregivers. This bond of a shared experience and, most importantly, of knowing what it felt like to receive a diagnosis and live with a serious health condition, formed the shared emotional backdrop and common understanding within both forums.

Across each forum, users shared some similar experiences and emotions relating to diagnosis, but the process from becoming aware that they had a serious illness to diagnosis was quite different for the two conditions. Users of the Breast Cancer Care forum typically described a speedy transition to the world of ill health, going from the assumption that their breast lump would be benign, to receiving a diagnosis that was often both unexpected and shocking, to then often having to adapt swiftly to treatment regimens:

...the shock of the diagnosis, the fact that the treatment was starting so quickly, the operation and all of that, um, and it was kind of just trying to [pause] internalize it all and make sense of it and deal with all the different emotions and kind of my kids and my husband and everything... [Christine, breast cancer interviewee]

The process of diagnosis was typically slower for MND participants: there was an awareness of things going wrong with their body and then the uncertainty of undergoing diagnostic tests before a diagnosis was eventually made. However, receiving the diagnosis was still a devastating blow and, for some participants, the hopelessness of their situation was made worse by the way the diagnosis was communicated:

...and the neurologist said to me...in a very blunt fashion... “I think it’s MND.” I’ll make a second opinion and I asked, “What’s MND?” Because I hadn’t a clue. Um, he said, “Well, let me say you’d best go home and sort your affairs out and do what you want to do because,” he said, “two to five years.” [Vincent, MND interviewee]

For both users with breast cancer and MND, the transition to ill health and diagnosis was a traumatic experience as they sought to deal with the emotional impact and to live with uncertainty. At this point of need, most participants found the forums by chance by searching for sources of help on the Internet. Only two interviewees in our study, one with breast cancer and one with MND, were directed to the forums by a health professional.

Introductory posts on both forums summarized people’s experiences, offering an important starting point for forum users to reach out and connect:

Thank you everyone for sharing all of that. Everyone’s experiences are really important so other people can empathize with... [moderator post, MND forum, in response to someone’s post]

It’s Saturday 16th June & I was diagnosed (grade 3) last Wednesday. The tumor is 1.5 cm, which sounds not too bad to me. I’m booked in to have a [name of procedure] op next Weds. At the moment, it’s difficult to come to terms with the speed of it all, and I feel as though I am totally in limbo. Just waiting for Wednesday really. [breast cancer forum post]
Textbox 1. Thematic map of themes and subthemes for how empathy is built with the breast cancer and MND forums.

<table>
<thead>
<tr>
<th>Theme 1: Shared Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Transformative experience</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Forum community</td>
</tr>
<tr>
<td>• A meaningful space</td>
</tr>
<tr>
<td>• Feeling set apart from others</td>
</tr>
<tr>
<td>2. Similarity</td>
</tr>
<tr>
<td>• Different but similar</td>
</tr>
<tr>
<td>• Drawn to and seeking out similarity</td>
</tr>
<tr>
<td>• New spaces for empathy</td>
</tr>
<tr>
<td>3. Relationships</td>
</tr>
<tr>
<td>• Building relationships</td>
</tr>
<tr>
<td>• Friendship</td>
</tr>
<tr>
<td>4. Feelings</td>
</tr>
<tr>
<td>• Expression of feelings</td>
</tr>
<tr>
<td>• Emotional impacts</td>
</tr>
</tbody>
</table>

These quotations demonstrate the need for individuals to share their experiences and emotions with other people at an early stage in their diagnosis. It also gave fellow users the opportunity to provide empathic responses. This information sharing was fundamental to the process of building connections between forum users and provided a basis on which to express, offer, and experience empathy.

Empathy Built on Connections

The second theme, “connections,” explores the means by which empathy is built through differing types of connections that are developed within the forums. The first aspect of this was having a sense of being connected to online support communities (eg, within the Breast Cancer Care or Motor Neurone Disease Association forums), as well as the wider community of people living with these conditions:

> I do see it as a supportive community... [Terry, MND interviewee]

> It is important to remember is that we will all be helped and supported through our distressing experience by the others on this site who have or are “walking in our shoes”—and for which I have found a godsend! [breast cancer forum post]

Within this theme, we explore key attributes of the forum that drew interviewees to the forums and enabled them to form an attachment to the people within these spaces.

Connected by Forum Community

Finding a Meaningful Space

Interviewees with both health conditions perceived the forums as meaningful spaces where they could share their own experiences and emotions with people in a similar position and receive an empathic response:

> I’ve certainly found it useful myself, certainly to know that there’s people there who really understand what you’re going through, your thoughts and worries, etcetera. [Anne, breast cancer interviewee]

> You need to be around people who are rowing in the same boat trying to keep afloat in the face of real adversity and on the forum you find this empathy because it is so unique. There is nowhere else like it. [Pippa, MND interviewee]

There was also recognition that the forums could be a unique source of information as well as an emotional support, provided by others undergoing similar journeys and who shared their own experiences and information:

> [The forum is] a safety net of, you know, good, solid information and the most enormous amount of kind of warmth and support from other women, yeah. [Olivia, breast cancer interviewee]

> We all have a real need for this forum as a platform for our fears and anxieties, for advice, for guidance, for solace, and for friendship. [Pippa, MND interviewee]

All the interviewees perceived this support to be useful and relevant to them, and it was also considered beneficial in helping them through difficult situations. Both forums were perceived as supportive and welcoming spaces, offering warmth, comfort, and human understanding. These qualities made the spaces conducive to empathy, as shown in Table 3.
These humane qualities were especially appreciated by participants (particularly those with MND) who had felt this quality lacking from some of their interactions with health professionals. Human contact and connection was a key factor in the sense of attachment that participants felt toward the forums. Although they were connecting to an online space where they could not see others within the forums, there was a common perception that they were joining a group of people sharing the same situation:

...it’s kind of human contact with people in a similar situation. [Gayle, breast cancer interviewee]

I just thought there was a lot of support on it [the MND forum] from people who were in the same boat. [Pippa, MND interviewee]

Feeling Set Apart From Others

Interviewees from both health conditions reported that ill health distanced them from friends and family, who had not been through the same transformative experiences. This was also mentioned in posts on both forums:

The whole breast cancer DX [diagnosis] turns life upside down and sadly, some people (including family) just don’t get the impact it can have on the mind and body. [breast cancer forum post]

...I’ve got...family support. I’ve got friends’ support. Um, I’ve got...medical support....but this [the forum] is another form of support because none of the aforementioned people have got this disease, that’s it. That’s the difference. [Terry, MND interviewee]

This contrasted with views about members of the forum communities. Interviewees perceived that forums users understood what they were going through because they all had lived through, and therefore shared, these transformative experiences. This enabled participants to share and express concerns, experiences, and feelings with other forum users that could not necessarily be said to family and friends for fear they would not be understood in the same way, and to express things that could only be said to others sharing that same situation:

The amazing thing about talking to fellow breast cancer sufferers is that they totally understand what you’re talking about, no matter how much you think you’re not making sense! [breast cancer forum post]

...you know, you feel an affinity with the other people on the forum and you know they understand what it is that’s happening to me... [Vincent, MND interviewee]

Some interviewees talked about sharing experiences with forum users with an emotional honesty that they were unable to extend to conversations with family and friends. These honest exchanges were also encouraged by being able to write and share their feelings within an anonymous space. Some participants felt constrained in sharing feelings with family members because they were striving to keep their feelings in check to present a positive face to others close to them who they wanted to protect. Participants from both forums valued the opportunity to offload feelings and fears in forum posts—to express what could not be said to family and friends for fear of burdening them:

I think without the forum I would have had huge depression here because there’s nobody for me to share anything with and I can’t bring my husband down all the time. He doesn’t understand everything anyway... [Christine, breast cancer interviewee]

I don’t feel comfortable with talking to [my family] about what the future holds for me...I’m more prepared to share my feelings and fears with the forum members than my immediate family, just because it—I know it upsets them more than it does me. [Vincent, MND interviewee]

The interview participants indicated the importance of connecting with a supportive community of others who share similar experiences; they understood very well the emotional impact of living with a serious illness and demonstrated a willingness to share information about their own experiences, which were of value to others. This depth of understanding and reciprocity of emotional exchange opened up opportunities for empathic discourse. Our data suggest that empathic qualities are enhanced further by the atmosphere and ethos of the online space, with users of both forums clearly valuing the comforting and humane qualities they found within the forums. In addition to this, some users experienced a greater depth of empathic connection when they formed connections with individuals or groups of users with whom they shared similar circumstances.
Connected by Similarity

Participants from both forums frequently reported feeling a connection to users with whom they felt a shared similarity. These connections operated on different levels, from a fundamental understanding of sharing the same general diagnosis, to an even greater mirroring of experiences, such as sharing a specific breast cancer diagnosis or experiencing similar symptoms and/or rates of deterioration due to MND. This influenced empathetic communication, as users reported that they felt better able to converse with those they perceived to be similar to them. This connection stimulated conversation, users were more prepared to invest time in conversing with similar users, and this increased the potential for conversations to develop, increasing the likelihood of empathetic exchanges.

Different but Similar

Although people within the forums shared the same broad diagnosis, there were many individual differences in terms of experiences of living with a health condition (eg, varied pace of deterioration in MND, different stages, and types of breast cancer), the treatment and services received, family circumstances, and attitudes:

...it just shows, although all of us may have cancer the similarities end there. Our diagnoses are different and how we respond to treatment is different, and our opinions are all different, let's welcome that. [breast cancer forum post]

...everybody is so different, even if they have the same diagnosis... [MND forum post]

Although people were aware that these differences existed, the connections went beyond these, operating at a more profound level:

I don't know. It's just you—when you related to people on such a sort of deep and personal and painful part of your life, you just—it just makes a connection, um, that goes beyond the sort of superficial really. [Janice, breast cancer interviewee]

Really deep connections because there is no hope, no cure. We are all fighting the same fight with the same enemy. [Pippa, MND interviewee]

The quotations indicate that although users were aware of individual differences, these were overridden by the shared experience of living in extremis and often users formed deep connections. However, it was also common for interviewees to talk about strong bonds forged through greater similarities.

Drawn to and Seeking Out Similarity

Within both forums, people sought or made connections based on similarity. These similarities varied, such as living in a close geographical location, shared hobbies, past history, family circumstances (eg, children of the same age), or shared attitudes. Users either identified similarities while reading posts and, from this shared similarity, conversations grew, which could potentially lead to friendships. Other connections were sought, with users asking specifically if others shared their experience or situation, or accessing spaces set aside for users with the sought after characteristic. This was evidenced by interviewee data in which participants talked about wishing to connect with others who were very similar to them. Within the MND forum, connections were sought based on shared problems or the pace of their deterioration, and these provided the necessary bridge between people often living without face-to-face contact with others in the same situation:

There have been a few who seem on a similar journey so they make a lasting impact and one I regularly contact by PM [Sue, MND interviewee]

It was apparent that some Breast Cancer Care forum users may seek specific connections, posting detailed descriptions of their situation and diagnosis in introductory posts, in order to find users sharing similar circumstances. This was confirmed by interview data, with participants expressing a need to connect with similar others. Moreover, the Breast Cancer Care forum created particular demarcated spaces to connect people sharing specific circumstances or situations. One powerful example of this was the monthly chemotherapy threads that were set up specifically for users (overwhelmingly women) who were commencing chemotherapy within a specific calendar month:

[We were] all going through chemo at the same time. So you were able to talk about symptoms and how you were feeling and that kind of thing... [Isobel, breast cancer interviewee]

This provided a context-specific exchange of empathy that was based on temporality. The fact that these particular forum users were experiencing the same kind of treatment at the same time gave them a synchronized experiential basis on which to develop very strong relationships and form subgroups within the forum environment.

New Spaces for Empathy

Users could create their own spaces within the forums by requesting a new space within the forum (eg, a themed board, starting a new thread, exchanging private messages, or moving conversations out of the forum and setting up their own closed Facebook groups). This desire for new spaces came from both a perception that people within the wider forum would not necessarily share or understand the same concerns, and simultaneously a need to connect with others sharing the same particular situation, concerns, approaches, etc. In the following quotation, Olivia described how, as a lesbian woman going through breast cancer, she felt a need for a separate space:

...well actually, there are things that people don’t quite get [within the wider forum] and it would be, you know, really nice to have our own forum. So Evie and I between us requested, bullied, pushed, battered Breast Cancer Care until they did put a little bit up [a space for us]... [Olivia, breast cancer interviewee]

Olivia had felt an initial reluctance to mention her sexuality within the wider forum, and her first post had felt like “coming out.” For Olivia, this new space meant that lesbian and bisexual women coming to the forum would feel both welcomed and accepted by others who could perhaps more readily empathize with their experiences more broadly. The space encouraged conversations of particular relevance to this group so they could be had without the need to consider reactions from the wider
community. This lack of constraint opened up empathetic communications with others sharing a similar experience, creating a space within the online space of the forum.

Users also set up Facebook groups; this appeared to be more common for breast cancer participants. There were many breast cancer Facebook groups. Users set up groups to talk about experiences that were unique to them, such as a specific cancer diagnoses. For Isobel, the opportunity to connect with others sharing the same diagnosis provided a space where she was better able to open up and share with others who she considered could have greater empathy for her situation:

*I think it was mainly because they’d all gone through the same cancer I had and they’d all gone through very similar treatments to what I had and they were dealing with very similar fears to what I was...I think for me it was just...the kind of emotional...you know, fear of recurrence or whatever was easier to discuss with the people who were facing very similar situations to me rather than in a wider group...* [Isobel, breast cancer interviewee]

Users sought to connect newcomers to these spaces, by signposting to the appropriate group. This signposting role was an important means of building empathy by enabling users with a particular situation/characteristic to connect with similar others.

Invitations posted to the forums about joining Facebook groups emphasized certain advantages offered by these alternative spaces—primarily that Facebook was private and the closed groups offered a secure space to share as the messages posted could not be read by anyone who was not a registered member of the group:

*...Josie has set up a FB [Facebook] group and many of us in the December group are on it so no other friends or family can go on it...* [breast cancer forum post]

Being away from the forum allowed forum users to be less anonymous with others who joined the Facebook group; the Facebook groups were not moderated by staff from the forum organization and personal details could be exchanged. However, although some breast cancer interviewees felt that Facebook offered a space to share with greater openness, there was also awareness that closed Facebook groups excluded some users and took valuable conversations away from the forum.

Finally, within both forums, personal messages sent between individual users via direct messaging and email offered an important means of building more personal communications. Users sent messages directly to others whom they perceived needed greater support, giving them the option of further contact via direct messaging or email. Frequently within both sites, this offer was made without obligation, giving the user the choice to make contact only if they wanted. Personal messages were used within both forums to talk about specific issues, which could not be shared openly within the forum, and to expand and discuss issues at greater length. Personal messaging was also used to express concern. If users were absent from the forum, or were known to be going through a difficult time, members would send a personal message checking up on that person and offering support:

*...sometimes one of the members will have gone quiet for a week or so or will have posted something that says, you know, we’re feeling really low about something then you don’t hear from them for a day or two. So I’ll just send a little message to say are you alright, you know, do you want to talk? I’m here* [Anne, breast cancer interviewee]

*I messaged her on FB (Facebook)...Getting worried now...hope gets back soon. I miss her.*

*Hi Rosie, I have also pmd [private messaged] her xx* [MND forum posts]

These more individual messages differed from those shared on the open forum by their personal nature, focused as they were on offering particular support to one person. The technologies provided a private space in which friendships grew, and where intimate and personal conversations took place.

**Connected by Relationships**

Empathy is a relational experience and it was evident that it was something that developed through forum relationships. Although some users preferred a matter-of-fact relationship with the forum using it as a source of help rather than friendship, the majority of interviewees with both health conditions felt a strong bond to people within the sites. This is not to say that those with a more pragmatic involvement did not feel empathy for other users; however, relationships encouraged a greater depth of empathetic connection.

**Building Relationships**

Over time, relationships developed in both forums. Users connected with one another as described previously, and friendships grew as they shared information about their situation and lives. Participants were drawn to people with whom they felt a particular connection or affinity. Interviewees described “gelling” or “connecting with” others: one breast cancer interviewee described feeling drawn like a “magnet” to her online friend. In the monthly breast cancer chemotherapy groups, initial sharing focused on treatment experiences and the quickly developed to encompass chatting about a whole range of life experiences. A willingness to share more holistically became “culture” for the groups and increased opportunities of dialog between those participating as well as creating more scope to demonstrate empathy (eg, remembering to ask how a holiday was, whether that glass of wine was enjoyed). During early days of treatment, users typically corresponded daily with the group, and with time and sharing, users came to know one another as friends. These friendships could be intense because they were founded at a time of extremis, and thus there was a depth to the relationships that facilitated sharing and empathy:

*I suppose it started off with a—bit all about treatment and cancer and all the rest of it but a lot of the time it isn’t now and—and we’ve also been through a lot. Individuals have shared lots of things on the group, things that have happened to them. I mean...one other woman lost her father, another one whose father was*
extremely ill...you get to know things about people that you would have to be really—you’d have to have quite a sort of established friendship with other people to get to that point but because you go in on this deep level, it’s sort of much easier to talk about those things and share them. [Janice, breast cancer interviewee]

This same process of building friendships through sharing experiences also occurred on the MND forum. Users built up a sense of the people they were communicating with through sharing, gaining a sense of their personality, and their inner thoughts:

...she gets to know the people, gets to know their personality, and their thoughts and their fears [Michael, husband of Pippa MND interviewee]

Two of the MND participants spent a great deal of time communicating with their forum friends, and this constancy strengthened bonds and deepened relationships:

I am in constant touch with them all. [Pippa, MND interviewee]

These relationships, built on empathy and shared experiences were very important to forum users and could lead to long-term friendships.

Friendship

Friendships operated at different levels, within groups or communities, or in one-to-one relationships. The majority of interviewees described their relationships with other forum users as friendships, sometimes qualifying the description, for example, as forum friends or cancer friends. Some interviewees were keen to emphasize that these were friendships in the truest sense (ie, these friendships were felt, emotional bonds). Some MND interviewees talked about feeling a closeness and affinity to their forum friends, bonded by the unique experience of MND. The majority of interviewees had never met these friends face-to-face and did not have plans to do so, but they supported one another within the online spaces. It was not uncommon for interviewees to remark about the paradox that these forum friends knew more about them than some their offline friends:

...I mean, I always remember one of the people on the forum just sort of saying who would have believed you could get so much support from a computer and a bunch of strangers? Which I think is an absolutely wonderful quote, um, and actually is very true...we are in a sense strangers but we also know each other better than you probably know most—a lot of people in your life really. It’s a very strange relationship. [Janice, breast cancer forum interviewee]

Conversations were found to move away from the forum so that private thoughts could be expressed without fear of being seen by others:

There was another lady that, um—she was in a different group than I was at the time and we actually still email each other regularly now, um, and I suppose she’s the only person that I have really opened up to and likewise her to me. We’ve never met. She lives up north—um, she was a couple of months behind or one month behind and we used to talk and then we’d talk about our darkest moments and our fears and, you know, our families and things. So she’s—to me, it’s more of an intimate relationship. [Frances, breast cancer interviewee]

Let’s take this thread to email and let’s keep in touch. [MND forum post]

Friendships provided a space for empathy, where the connections and understanding enabled empathic feelings to grow:

Yeah, understanding somebody, empathy, all those terms you’d associate with a friendship... [Vincent, MND interviewee]

...I feel for them when things are going bad and I’m glad for them when things are going well and I enjoy kind of talking to them. [Isobel, breast cancer interviewee]

Friendship motivated users to act in empathic ways—watching out for one another and coming to the aid of friends in moments of need:

...we’re all going through similar experiences and I’ve made a number of...friends, err, who I would do whatever I can to assist...physically...or emotionally... [Vincent, MND interviewee]

I lost my father in December and within the—put in a message—you know, I put oh, I’ve just had a phone call I didn’t want. You know, I’ve just—Dad’s just died. I had about 13 messages within an hour. So—you know, it’s—it’s been a huge support. [Christine, breast cancer interviewee]

These were bonds of mutual support, whereby users gave and received comfort and support within the context of an ongoing relationship.

Connected by Feelings

Feelings were a strong theme within both forums, mentioned frequently both within interviews and forum posts. An emotional understanding of ill health formed an important means of connecting users. The expression of feelings and emotional vulnerabilities formed both a language of empathy and an empathetic cue for users to provide support to others in need. These remarkably honest and open expressions of feeling were encouraged by the anonymity of conversing within an online space. However, some interviewees were unaware that posts could be read by anyone searching the Internet and not all users felt comfortable with emotional expression on the forum. This view was expressed by a minority of interviewees reflecting their worries around emotions getting out of hand:

...I don’t personally discuss my deepest fears and how I feel on there...I think because it is opening the door again, you know, so once [unclear], you’ve got to deal with those emotions. [Frances, breast cancer interviewee]

I just think the forum is for sharing experiences and really private matters about how you feel needs
Both forums had a strong emotional undercurrent because people within these spaces lived with fear and uncertainty, but the depth of distress was perhaps more evident from these comments from one person within the MND forum:

I worry about my family because I won’t be there for them.
I have to leave a room to spare people from my uncontrolled emotions.
I cried after the diagnosis, my wife held me like a small child.
I used to laugh and tell jokes, now I fade into the background so others don’t have to slow conversation down whilst I tap away on the wretched smartphone.
People look with sympathy and I want to scream.

For MND users, although deterioration and ultimately death were inevitable, they also faced uncertainty in their near futures about the nature of their decline and the speed with which it would happen. Users were brutally reminded of the reality of their situation when other users died, and although members of the Breast Cancer Care community also lost their lives to the disease, for MND sufferers the nature of the condition meant that end-of-life issues were more imminently germane for them. The fact that these losses were documented within the forum and experienced by the users affected the empathetic tone of the community. Members were bonded by their grief, the knowledge of their own mortality, and the loss of the person they once were, as the disease stripped away previous normalities. This made for a profound emotional connection with others sharing the same fate:

There is a tremendous empathetic bond between the forumites. We share a life sentence. It cannot be more powerful than that.
The feeling between us all on the forum has been strengthened through all these deaths. It is tangible.

[Robert, MND interviewee]

Within the Breast Cancer Care forum, death tended to be discussed within particular spaces, such as the Living with Secondary Breast Cancer end-of-life board; this effectively shielded the wider forum from the experiences and meant that users who were at a different stage of the illness (eg, awaiting a diagnosis) did not encounter these difficult issues when they were not ready for them. Forum users could choose whether they wished to view these discussions or they could avoid them altogether. This effectively created spaces within spaces, in which users who were facing difficult situations could discuss these openly with others, while the wider forum membership were protected from these conversations.

Although participants felt sadness or grief on hearing about the deaths of other users, the experience also highlighted individual vulnerabilities:

Um, someone on the Younger Breast Cancer Network died last weekend and I have to say I did shed a tear, even though I’ve never met her, um, just because of the really sad story of it all. So um, I don’t know because it’s a bit mawkish sometimes to read—read the sadder things that happen but you have to be aware that it’s a possibility...

[Libby, breast cancer interviewee]

Users from both forums understood the emotional cost of living with ill health. The emotions and tensions of living with uncertainty provided a language for empathetic expression.

Expression of Feelings

Discussing feelings was a recurring theme within both health forums. Some expressions used to describe feelings were common in both forums, such as the emotional roller coaster many experienced at the time of diagnosis or during other points of particular turmoil. Feeling alone was also a commonly expressed emotion, as people sought to deal with the isolation of living with health conditions that separated them from others, both emotionally—and especially for people with MND—physically:

I imagined saying goodbye to my children, thought about the instructions and letters I would need to leave...Was wondering about at 3 am scared lonely frightened I am sure that most of us feel like this but isn’t it horrible!! [breast cancer forum post]
My legs failed first...but I have found it harder now my arms are deteriorating badly. I don’t know if anyone here has ever felt like they’re alone but especially at my age it is hard to get my head round this day to day. [MND forum post]

Emotional venting provided an important means of “letting go” of emotions, of catharsis, an expression more powerful and meaningful because it was undertaken with an audience of users going through the same thing. Users also asked others to validate feelings, often asking specifically if anyone else within the forum shared the same feeling. This request occurred more frequently within the Breast Cancer Care forum, but was also found within MND posts, as illustrated in the previous quotation. The need to check out emotions seemed to occur at times of great emotional intensity or when users experienced unexpected feelings:

All this is good news [now that I have got to the end of treatment] and yet why am i so fed up? People say how well I’ve done and now it’s nearly over, but I feel like crying all the time like I did in the beginning. [breast cancer forum post]

These types of post often motivated forum members to reach out and to offer reassurance that the emotions described were normal and shared by others:

...you’ll find somebody [who can relate to the emotion] who can kind of pitch in say—validate that yes, you’re not going crazy. [laughing]. You’re just being like that today or whatever it is, it just kind of—it’s part of that roller coaster that you’re just going to have to go through...[Danielle, breast cancer interviewee]

...Your [sic] not on your own feeling the way you do, I know I [expletive] well try very hard to hang onto
keeping sane, so don’t think everything is down to you, it’s what this [expletive] disease does to you...I understand the loneliness you feel even with people around don’t help much, and seeing what we had now become what you have now... [MND forum post]

Users shared their own emotional experiences with the intention of comforting others. Libby (a breast cancer interviewee) spoke of sharing in order to calm and to reassure, "...to calm her (another forum user) down and say ‘Well yes, totally understand what you’re going through, been there...’" People from both forums sent encouraging messages to struggling forum members either sending “strength” or advising that the users should “keep strong.”

**Emotional Impacts**

The emotional impact of serious illness was understood within the forum where all participants could relate to the impact of the illness on relationships and daily life. Participants described giving up jobs they loved and they discussed the pressures placed on families, as partners became carers, relationships were put under pressure, and friendships did not necessarily last. Some participants felt that there was not the same understanding of the emotional consequences of illness from people who had not experienced it first hand, but they were able to gain this from other forum users who had been through similar experiences:

> um, you talk to somebody on this forum and he has a—perhaps a better emotional understanding of where you are, not just the physical stuff but, you know, he’s perhaps been through the emotional side and with great respect to the medic—the medics, they might have seen it but they haven’t done it. [Terry, MND interviewee]

> ...you see, the thing is the medics are very good here, err, but there’s no emotional support. That is completely what’s missing so you know... [Christine, breast cancer interviewee]

Members of both forums documented struggles to deal with the emotional impact of living with a changed body. The MND forum users reported physical losses as a result of disease progression, whereas users on the Breast Cancer Care forum posted experiences of coming to terms with a body changed as a result of therapies or surgery. They worked through the implications of this for social and personal identity as well as the ability to carry out everyday tasks. Some feelings were more likely to be expressed within one particular forum or space within the forum, for example, the monthly chemotherapy threads on the Breast Cancer Care forum. Frustrations regarding the physical realities of living with MND were commonly expressed, with users often describing the impact of the disease on their body and everyday activities. Part of this frustration was borne out of the “battles” that some users experienced to get appropriate support from services to manage their condition and also the lack of progress in finding a cure for MND:

> ...frustration is probably the only emotion I feel constantly; frustration, not anger. [Vincent, MND interviewee]

For those living with breast cancer, fear was commonly expressed (eg, fear of not surviving, fears about test results, and emotional strain of living with such fears day to day). When articulated, these emotional outpourings had particular resonance within these spaces and elicited great empathy from others:

> ...I’m reading this because I’m in the same boat—anxious and fearful especially at night. I wish I had more peace of mind... [breast cancer forum]

**Discussion**

**Principal Findings**

The aim of this paper is to develop a better understanding of how empathy develops and operates in online spaces where people share information, experiences, and emotions relating to living with a serious illness. Although other papers on empathy have tended to quantify and deconstruct processes of empathy documented on forums, our study provides a deeper understanding of the human experiences and human processes that build and foster empathy. Our approach of combining both interview and forum data enabled us to gain a new and deeper understanding of the processes of how empathy is developed and operates within the forums and therefore provides a novel contribution to current literature. The interview data enabled us to situate empathy building within the wider human experience of ill health and to hear directly from participants how they experienced empathy within the space, their thoughts, and actions. The forum data provided a demonstration of how these processes were enacted within the two forums. The analysis provides a unique insight into the development and operation of empathy from the perspective of participants with two very different health conditions. We found that although differences existed, there were points of similarity and key to this was the experience of uncertainty found in both conditions. These experiences both drew participants to the online forums and made for empathetic spaces. Our study found a common means by which empathy is built within both online health forums. Empathy emerges as a process beginning outside the forums in the shared experience of diagnosis, and then develops and operates within the forums through connections sought and made among users.

Participants experienced diagnosis as a life-changing event. This shocking and devastating event marked the transition from previous normalities, into an uncertain world [34-36]. The sense of devastation was particularly marked for participants with MND told that they had a debilitating condition without cure [29,36-38]. Participants with both health conditions described a period when they struggled to make sense of their situation, and felt the need for support and information [38-40]. Participants felt that there was insufficient focus on the emotional impacts of living with breast cancer and MND [41,42]. These intensely emotional experiences both drew participants to the forums and provided an emotional understanding which informed empathetic interactions with other users [15,43]. Other studies have observed that forum participation can be prompted by negative experiences within the offline world [44]. Interestingly, most participants in our study came across the forums while searching on the Internet.
Both forums were experienced as very human spaces, connecting people to a community of shared experiences. The communities were felt, and were perceived as warm and comforting communities, where members worked to support one another within a shared supportive ethos [46,47]. This feeling came primarily from the sense that they were connecting to human experience [14,48]. The dimensions of experience discussed within both forums felt more meaningful and true to the lived experience than interactions with health professionals focusing on medical aspects [42] or with their family where conversation may be constrained by fear of causing upset [12]. It is the case that some users can feel distant from their usual sources of support, most frequently family and friends [49]. Often they do not want to burden them with their fears or they are reluctant to share because they feel that they will not adequately understand the experience [12,50,51]. The useful and relevant sharing undertaken within both sites provided a unique source of support, of experiential and practical information, and emotional support [6]. This fit between support provided by the forum and what participants felt they needed echoes the idea of empathetic accuracy [22].

The informational and emotional support provided within both forums fit within the criteria of social support [52,53]. However, the added element of empathy from others with greater homophily profoundly altered the experience of giving and receiving social support within the context of both online health forums. Consider, for example, emotional support. The fact that users from both forums shared first-hand experience of what it is like to live with both conditions took this emotional support to a higher level. Users knew from the inside what it meant to live with the differing conditions and what is at stake, and used this to inform empathetic responses. Emotional support within this context was considered more meaningful (eg, users were able to use short-hand descriptions to describe situations and they knew others within the forum would recognize and understand). The emotional support was highly valued and trusted [17], coming as it did from an audience of others sharing similar situations and who took the time to provide support even though they themselves may be suffering negative impacts of ill health. Emotional support provided by both online health forums differed from that provided by family, friends, and health professionals. Family and friends could imagine/approximate the other person, their personality, circumstances, and illness but soon broadened to encompass everyday experiences [1,30].

Empathy was fostered by relationships developed in the forums. Participants described how they sought out or chanced upon an individual or group that they felt either an affinity or a connection to, because of a shared similarity. Relationships grew and deepened through acts of narrative sharing. Initial phases of sharing may have focused on the illness experience, but soon broadened to encompass everyday experiences [1,30]. Over time, users gained an understanding and a sense of the other person, their personality, circumstances, and illness experiences [14,19]. These acts of sharing and connection enabled feelings to grow for fellow users [30], and encouraged empathetic and supportive behaviors [15,19]. Friendships provided an emotional space for users to express their deepest fears in acts of unburdening [25,30]. Online friendships provided a buffer against the isolating impacts of ill health [35]; this was of particular importance for participants with MND, for whom speech and mobility difficulties may combine to inhibit
interactions in the offline world [2]. Conversations between friends were shared in the open forum, including within the spaces dedicated for specific groups, such as the monthly chemotherapy threads and the board for lesbian and bisexual women on the Breast Cancer Care forum, as well as in external spaces such as closed Facebook groups where privacy may foster even greater intimacy [58]. Although there is a risk that conversations within these private spaces might take valuable sharing away from the health forum [59], these alternative spaces were needed and supported practices in everyday life whereby people converse both within groups and more openly within private conversations.

Emotions were an important facilitator of empathy. The experience of ill health was “felt” by interviewees who described in vivid terms the emotional impacts of breast cancer and MND. This understanding of what is feels like to live through a journey from diagnosis into the unknown, and the wider impacts on family and previous ways of living, was shared, recognized, and understood within the forums [3,14]. Participants perceived that they gained an emotional understanding from the forums that was not found elsewhere because it came from both lived and felt experiences [60]. Feelings were anchored in experiences, thus enabling users to recall how they felt at particular times within their illness [30,61]. This motivated users to reach out and support others, and provide the type of support that was needed, particularly during times of great emotional need [19]. This recognition of feelings by others within both forums was a key element bonding users together into an empathetic community [60].

The study demonstrates the importance of time in the development of empathy. Participants from both health conditions described individual journeys, going from diagnosis, to finding the forums, and building connections and friendships within the forums. These processes occurring over time facilitated the development of empathy. Users took time to get to know one another. Empathy developed and grew within relationships. Thus, time both underpinned the development of empathy and intersected with the key enablers of empathy identified by this study. This interconnection between temporality and other key enablers is noted by a study exploring the development of trust in online health forums [17].

Empathy was built within both forums on the same building blocks of shared experiences and connections; however, the breast cancer and MND forums also differed in some respects. The differing disease trajectories altered how empathy was enacted within the two forums. The hoped-for trajectory in breast cancer of treatment and recovery was played out within the forum, with waves of new users joining the monthly treatment groups and working their way through varied treatment pathways. The emotional peaks and troughs of these individual journeys, and the fact that the majority of the users were female [23], all shaped how empathy played out within the space. The MND forum had fewer members and fewer boards within the forums, reflecting the rarity of the condition, the lack of a curative pathway, and the focus on supportive treatments and living with and managing the condition. Users were bonded by shared experiences; the debilitating impact of the conditions stripped away independence and narrowed interactions with the outside world. This made for a distinctive type of empathetic bond [2]. The gender balance of the forum also differed. The majority of core members, posting most frequently, were male; however, the site itself was mixed gender [62]. There was also a greater presence of family caregivers on the site than that found on the Breast Cancer Care forum. However, despite these differences there were clear points of similarity, with participants from both conditions experiencing uncertainty. For participants with breast cancer, this often meant an ongoing fear of not knowing what would happen to them in the future (eg, treatment outcomes or risk of secondary cancers). Participants with MND knew that they would deteriorate, but did not know when and how fast this would happen, and how it would impact on their lives. People from both conditions dealt with this by coming together on forums to make sense of their situation within the empathetic space provided by the forums.

Strengths and Limitations
Our findings are strengthened by combining interview data and forum posts, the two sources providing differing views and perspectives [16,63] as well as new insights. Use of both datasets together strengthened our analysis and the validity of our claims [17]. This approach has particular value when researching a topic such as empathy, which is abstract and intangible [64].

We combined these differing methodological approaches with the exploration of two contrasting health forums and argue that this approach yielded a richer level of analysis and deeper understanding [63].

This paper adds to knowledge of how empathy is defined by users of health forums. The definition utilized was chosen because it matched interviewee participant definitions. Core elements of this definition—knowing and feeling—could be defined as emotional intelligence, informed by experiences specific to the health conditions. Users knew what others in the forums were feeling, recalling (often vividly) how they themselves had felt during the stage of illness identified or feeling a resonance with emotions described. Users were able to imagine themselves in the circumstances of others, using this understanding to inform compassionate and considered responses.

Interviewees were self-selecting and there is a danger that they represented an overly positive view of health forums, although participants did discuss both positive and negative issues. The interview data were combined with forum data, which provided insights into the perceptions and experiences of a wider body of forum members [65]. However, neither of these approaches can represent the views and experiences of individuals who choose not to share in online environments (eg, people who lurk and read posts but do not post themselves or who are digitally excluded). A further limitation is that there were fewer interviewees with MND, possibly reflecting perhaps the physical and communicative barriers to participation in research for people with this condition.

Implications for Practice
The study highlights areas of unmet need for individuals living with breast cancer and MND, particularly around emotional and informational support [37,38,66]. Forums provide a means of
fulfilling needs within a supportive peer-to-peer environment, and that aspect is particularly valued [65]. Study participants commonly found the forums while searching the Internet, rather than being signposted by health or social care professionals. The potential value of forums to patients and families may not be fully understood by health professionals [44,45], and additional factors, such as level of awareness and time constraints, may reduce the likelihood that professionals will sign-post patients to forums. Raising awareness of the potential benefits of online health forums among health professionals could help them to encourage patients to use these as support, to supplement the care that they, as health professionals, provide.

The study highlights important issues for organizations hosting online health forums. Our research brings a new understanding of how users operate within the forums, seeking support that they perceive as beneficial to fulfill emotional and practical needs. Hosts may consider how best to enhance forums to foster elements that users found most helpful and appealing. The human aspects were of key importance (ie, the supportive and warm atmosphere, the ability to connect with others who shared and understood, and to build relationships). Provision of useful information on practical support was also a key element. Thus, structures or affordances are needed to enable users to both find useful information and satisfy needs to connect with others [47]. This requires empathetic design, which should reflect the needs of users coming to the space, but also provides a means of enabling users to interact in an empathetic way within the space [67]. Design needs to take account of needs changing over time [50], for example, so that there are spaces available for different stages of an illness. Attention should also be focused on protecting the supportive atmosphere of the space [46] because this was perceived to be more conducive to empathetic interactions. Forum moderators might consider how best to moderate spaces to protect the supportive and warm ambiance.

Users interacted with one another in different spaces and conversed in different ways within the spaces, often sharing most private fears within a one-to-one setting. Thus forums should reflect these differing needs, providing access to differing levels of communication (forum, subgroups, one-to-one messaging). Some users may leave the forum space to form special interest groups within other platforms (eg, Facebook). Forum hosts may consider how best to interact with Facebook groups, given the popularity of this social media site [68] and the ease with which social media enables people to form groups independently. Health forums exist within this dynamic space, and thus it should not be considered a failure if users meet within the forum and move off into another setting. The informal, less-anonymous space provided by Facebook may enable users to get to know one another with greater immediacy, and thus encourage empathy. However, there are risks associated with interacting within a private unmoderated space [69] of which users should be aware.

Implications for Future Research

Further research on empathy in online health forums could examine barriers to the development of empathy and how these affect people’s sharing of their information and experiences, as well as how they receive information from people with whom they have little or no empathic connection. Although our research has highlighted the importance of sharing in the development of empathy, and how empathy can lead to further sharing, there was little evidence from the discussion boards we sampled, or from the interviews, of how conflicts and disagreements within the forums affect empathy and sharing, or of the extent to which empathy acted as a buffer during disagreements and enabled people to continue to share experiences and emotions. Further research could also examine how empathy operates in relation to other aspects of the lives of people with life-threatening or terminal illnesses in relation to sharing information and experiences; for example, perceptions of the risks of sharing and self-disclosure, and the importance of trust [17] in the development of empathy. As new online platforms and functionalities develop, and people become more aware of issues relating to privacy, developing a better understanding of how empathy and trust operate will enable forum designers and providers to develop spaces in which users feel confident about sharing information, experiences, and emotions.

Conclusion

This study contributes new knowledge to the underresearched and important area of how empathy develops and operates in online environments by an exploration of two online health forums. Our study demonstrated that empathy develops through shared experiences and connections. The process begins outside the forums with the transformative experience of diagnosis. Forum users in our study were motivated to seek online support to meet emotional and informational needs unfulfilled by usual sources of support. They were often at a point of great emotional need, ready to both receive and give empathy. These empathic processes are developed through connections formed on the basis of shared needs, feelings, similarities, and relationships. Empathy was also fostered by a range of structural possibilities within the forums which gave users the opportunity and means to interact within public, restricted, and more private spaces, as well as within groups and one-to-one exchanges. The atmosphere and feeling of sites and perceived audiences were also important, with forum users sharing a perception of a virtual community of caring and supportive people, offering comfort and support. Our findings are of value to organizations hosting health forums that seek to offer support to individuals living with long-term and acute life-threatening conditions. Our findings show the importance of providing and protecting how empathetic interactions are formed and maintained, given the key importance of these interactions in encouraging sharing among forum users, which in turn nurtures well-being and resilience.
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Abstract

Background: In 2016, 44,965 people in the United States died by suicide. It is common to see people with suicidal ideation seek help or leave suicide notes on social media before attempting suicide. Many prefer to express their feelings with longer passages on forums such as Reddit and blogs. Because these expressive posts follow regular language patterns, potential suicide attempts can be prevented by detecting suicidal posts as they are written.

Objective: This study aims to build a classifier that differentiates suicidal and nonsuicidal forum posts via text mining methods applied on post titles and bodies.

Methods: A total of 508,398 Reddit posts longer than 100 characters and posted between 2008 and 2016 on SuicideWatch, Depression, Anxiety, and ShowerThoughts subreddits were downloaded from the publicly available Reddit dataset. Of these, 10,785 posts were randomly selected and 785 were manually annotated as suicidal or nonsuicidal. Features were extracted using term frequency-inverse document frequency, linguistic inquiry and word count, and sentiment analysis on post titles and bodies. Logistic regression, random forest, and support vector machine (SVM) classification algorithms were applied on resulting corpus and prediction performance is evaluated.

Results: The logistic regression and SVM classifiers correctly identified suicidality of posts with 80\% to 92\% accuracy and F1 score, respectively, depending on different data compositions closely followed by random forest, compared to baseline ZeroR algorithm achieving 50\% accuracy and 66\% F1 score.

Conclusions: This study demonstrated that it is possible to detect people with suicidal ideation on online forums with high accuracy. The logistic regression classifier in this study can potentially be embedded on blogs and forums to make the decision to offer real-time online counseling in case a suicidal post is being written.


KEYWORDS

suicide; suicidal ideation; suicidality; detection; prevention; classification model; text mining; machine learning; artificial intelligence; suicidal surveillance
Introduction

Background

Suicide was the tenth leading cause of death for all ages in 2016 with 44,965 completed suicides in the United States, corresponding to 123 deaths by suicide per day [1]. According to estimations, approximately 2.7 million US adults (1.1% of the population) made a suicide plan in 2014. Among these, 1.3 million made an actual suicide attempt [2,3]. It was shown that suicide plans were more commonly (2.5%) observed among adults aged between 18 and 25 years [2]. Considering the high social media penetration rates of this group, many suicide attempts could possibly be prevented via social media surveillance. Suicide does not only affect the victim, but also their family, friends, and even society. The economic cost of death due to suicide in the United States in 2013 was estimated to be US $58.4 billion [4]. To prevent suicides, monitoring is significantly important. Risk factors of suicide include previous suicide attempt(s), history of depression or other mental illness, alcohol or drug abuse, family history of suicide or violence, physical illness, and feeling alone [2]. There is no agreement on the definition of the suicide stages yet [5]. However, suicidal people were commonly divided into two main classes: ideators (ideators, planners) and attempters (attempters, completers). Considering 80% of the patients attempting suicide were found to score in the depressed range [6], we consider depression a potential precursor to suicidal ideation: depression, suicidal ideation, plan, attempt, and completion.

Suicidal Surveillance and Suicide Prevention

While monitoring for suicide prevention, it is prudent to “cast a wider net,” meaning it is fine to see a few false positive overhead, up to an acceptable level, for the sake of not missing suicidal people. It has been shown that half of all suicides are likely to occur in lower-risk groups [7]. In this sense, sensitivity/recall (the ability to accurately detect suicidal behavior) is more important than precision (the ability to accurately discard nonsuicidal behavior) and accuracy (predicting suicidal status correctly) [8]. However, having 100% recall and very low precision (which is unacceptable) would be a waste of resources and potentially annoying for the patient. Thus, a balance between the two should be sought.

Any suicidal sign should be taken seriously and the patient should be questioned on existence of suicidal thoughts. In common clinical practice, patients with depressive symptoms are asked whether they have any suicidal thoughts for early diagnosis. To perform a better risk assessment, suicide prevention researchers analyze patient history, statements, and suicide notes. It is known that more than 50% of suicide completers and 20% of suicide attempters left suicide notes [9]. Thus, leaving suicide notes should be considered a significant signal [10-13].

Suicidal Ideation on Social Media

In the past, suicidal individuals could only write suicide notes to express their feelings and some studies focused on linguistic and content analysis of these notes [14]. However, with the introduction of social media, such as Facebook, Twitter, Reddit, and Tumblr, Internet users are now sharing their suicidal feelings and thoughts on these platforms [15,16]. Because postings occur in the earlier phases of ideation, these people can potentially be saved if proper support is given. For each post on such platforms, the following questions can be asked:

1. Does the author of this post have suicidal ideation?
2. Does this person have potential to attempt suicide?
3. Is this post a suicide note?
4. Is this post authentic?
5. Has this person already committed suicide?

Answering each question is a different problem on its own. Because every individual with suicidal or depressive expressions should be provided support, answering the first question (which is our objective) is more beneficial in suicide prevention. For this purpose, detecting suicidal and potentially suicidal people via surveillance is important.

Text Mining Methods for Suicidal Ideation Detection

In efforts of suicidal surveillance, applying text processing and supervised machine learning (classification) techniques for performing suicidal text detection is becoming more popular in suicide research. In this approach, textual features are extracted from posts for discriminating suicidality of a text. Then statistical classification algorithms, such as logistic regression, random forest, and support vector machine (SVM) algorithms are applied to discover patterns (relationships between the features and the suicidality status). Finally, models resulting from training with these classifiers are evaluated with test data and evaluation metrics. Accuracy, precision, recall (sensitivity), and F1 score are the commonly used metrics for evaluation of the classifier performance. In suicidal post classification context, accuracy represents the fraction of posts classified correctly over all posts. Recall represents the fraction of suicidal posts that are correctly classified as suicidal. Precision represents the fraction of posts that are actually suicidal among the posts classified as suicidal. The F1 score is the harmonic mean of precision and recall, leading to a more balanced evaluation because precision and recall are complementary metrics.

The prediction performance heavily relies on extracting the best features. Several techniques are used for extracting significant features (feature extraction). Some are the bag-of-words model [17], term frequency-inverse document frequency (tf-idf) [18], linguistic inquiry and word count (LIWC) [19], and sentiment analysis. These techniques provide an analysis of words, themes, or tones commonly used in suicidal posts. See Multimedia Appendix 1 for a detailed explanation of these techniques.

Related Work

There have been efforts on differentiating suicide note content from regular content [20-22]. With the rapid rise of social media, recent studies have begun to utilize text mining on online posts with depression [22], suicidal ideation [23-30], and mental health disorders [30]. These studies have shown the potential of using online posts to assess suicide risk or depression in English (Twitter) and Chinese (Weibo). However, character limitations make the prediction on these microblogging platforms error-prone because thoughts are spanned over multiple posts, making it harder to grasp the context if posts are
evaluated independently during the machine learning process. On the other hand, evaluating all posts of a user results in a dilution of suicidality [25] because suicidality is not expected to be expressed in all posts. Therefore, there is a need to analyze all consecutive posts by the author and define boundaries of a suicidal set of posts. Moreover, recent studies on microblogging platforms used limited number of short posts and few of them provided sufficient performance. After further improvements, classifiers in the study by Guan et al [25] can be used for passive surveillance on Weibo to track users with suicidal mood spanning over a long time period, whereas classifiers in the study by O’Dea et al [24] can be used to detect impulsive suicidal expressions on Twitter. However, it was seen that strongly concerning suicide-related tweets and Weibo posts had higher word count [27,28]. This indicates that seriously suicidal individuals may need longer space to express themselves, such as blogs, forums, or Facebook posts. Thus, classifiers resulting from these studies may fall short in detecting serious and thoughtful suicidal ideators. Furthermore, longer posts have higher chance of being identified correctly due to their longer content. At this point, using Reddit as the dataset and aiming to predict suicidality on longer-form posts may be more effective.

Goal of This Study

This study aims to build a classifier that detects long passages like forum and blog posts containing suicidal ideation via text mining methods to assist authorities in preventing potential suicide attempts.

Methods

Classification models were developed to predict whether a given post with title and body text contains suicidal ideation using a dataset consisting of Reddit posts. The performance objective was to achieve a prediction performance that would mimic a human expert.

Data Collection

In this study, a dataset containing publicly available Reddit posts was used. Reddit was chosen as the data source because it allows longer posts and has a special section on suicidal ideation. However, the generated models can be applied on blogs or any other social media platform, especially ones allowing long posts. No personally identifiable information apart from usernames (in many cases not revealing the real identity) and explicitly stated information were provided with the data. Nevertheless, usernames were not downloaded from the data source during this study and ethics committee approval was not sought. As a consequence, posts from the same authors were handled as separate posts. Because we did not have concerns about differentiating the author-post relationship, this limitation did not pose a problem.

Using Google Cloud BigQuery, posts with a text body of at least 100 characters and that were posted on the subreddits SuicideWatch, Depression, Anxiety, and ShowerThoughts between September 2008 and October 2016 inclusive (508,398 posts) were downloaded. Each post had an ID, title, body, and subreddit name. SuicideWatch is a subreddit where thousands of people write about their suicidal ideations. The majority of authors on this subreddit are depressed and thinking about suicide. They share their feelings and some ask for help. It is unknown whether any of these people killed themselves unless they left comments stating they changed their mind or published new posts afterwards. Nevertheless, the contents of these posts can definitely be seen as signs of suicidal ideation. Posts on the subreddits Depression and Anxiety contain depressive and anxious thoughts, respectively. A minority of posts on these two subreddits may contain suicidal thoughts as well because suicidal people may have anxiety and depressive feelings, which may lead them to write in these places. Posts on ShowerThoughts, on the other hand, contain authentic personal thoughts that came to mind in the shower on any topic. Therefore, ShowerThoughts is a good candidate for comparison against the aforementioned thought-oriented subreddits and not many suicidal posts are expected on this subreddit.

Data Annotation

Among the posts collected, random posts were selected from all subreddits and manually annotated. In total, 785 posts on SuicideWatch (n=175), Depression (n=200), Anxiety (n=200), and ShowerThoughts (n=210) were manually annotated. Because the dataset would be balanced by binary annotation using oversampling, a balance in the number of annotated posts among subreddits was not sought. A post was labeled as suicidal (1) if the author of the post clearly seemed to have suicidal thoughts; otherwise, it was labeled nonsuicidal (0). One exception to this rule was posts on the SuicideWatch subreddit with strong depression and anticipated suicide risk. These posts were annotated as suicidal even if they did not have a suicidal language because posting on that subreddit is an implicit sign of suicidality. Posts on SuicideWatch were annotated by psychiatrists (NBA and OZ) with an initial agreement rate of 93% and a Cohen kappa [31] coefficient of κ = 0.74. The conflicts were then resolved by these authors reaching a consensus. It was seen that 150 of 175 (85.7%) posts were actually posts of people with suicidal ideation; 25 of 175 (14.3%) posts were not. The nonsuicidal segment contained (1) posts asking what to do for a suicidal friend, (2) posts of people who had a suicidal ideation in mind but who were not willing to die anymore, (3) posts asking questions about suicidal people, and (4) a few posts unrelated to the topic. These 25 posts seemed suicidal at first by solely looking at their choice of words; however, they were not suicidal although having been about suicidality. There were posts in a similar situation in other subreddits as well. Although these posts may cause noise when used as a test set, we included them in our dataset for better generalization. Posts in other subreddits were annotated by the AEA under consultancy and guidance of NBA and OZ. See Table 1 for distribution of the suicidality label among annotated posts.
Dataset Formation

Four experiments were carried out with different samplings from four subreddits. For each experiment ($E_i$), a custom dataset ($D_i$) and a corresponding label vector ($L_i$) indicating binary suicidality status was generated. The custom dataset contained post information from selected subreddits (or annotated post set) with rows corresponding to posts, columns corresponding to ID, subreddit, title, and body fields for posts. The label vector $L_i=[l_1, l_2, ..., l_{n_i}]^T$ was a vector where $l_j$ was the binary label for the corresponding post ($p_j$). The label value was set $l_j=1$ if the corresponding post $p_j$ was annotated as suicidal, $l_j=0$ otherwise (see Table 2).

Feature Extraction

First, two features were extracted for all posts: LIWC matrices ($W_t$ and $W_b$) for title and body, and sentiment matrices ($S_t$ and $S_b$) for title and body. These were the constant features that did not change by composition of posts in datasets. Then, specifically for each dataset $D_i$ to be used in $E_i$, two more features were extracted: document term matrix for title ($T_t$) and document term matrix for post body ($T_b$). See Multimedia Appendix 2 for a diagram of feature extraction and the experiment design steps.

Linguistic Inquiry and Word Count Matrix

Initially, LIWC 2015 tool [19] was run on all 508,398 posts (on titles and bodies separately), producing two LIWC matrices ($W_t$ and $W_b$) where rows corresponded to posts and columns (of size 93) corresponded to LIWC features. Each cell contained a calculated feature score for a post. Feature scaling (standard normalization) was applied on these scores to have all the features in the same range. Then, for each experiment $E_i$, subsamples of the resulting matrix were extracted for each dataset to contain only rows that also existed in $D_i$, resulting in $W_{it}$ and $W_{ib}$.

Sentiment Matrices

To build sentiment score matrices—$S_t$ (for title) and $S_b$ (for body) for $D_i$ dataset—Python TextBlob library [32] (which uses Python Natural Language Toolkit [NLTK] library [33] internally) was incorporated. This process yielded two augmented matrices $S_t=[S_{tp}S_{tb}]$ and $S_b=[S_{bp}S_{bb}]$ each with two columns: polarity ($P$) and subjectivity ($J$) in the range $[-1,1]$.

Document Term Matrices

To build $T_t$ and $T_b$ matrices, title and body fields in $D_i$ were used. For each row of $D_i$, text in title/body field was converted to lowercase and applied the Porter stemming algorithm [34] with the NLTK library [33] to obtain the word stems. This allowed words to be evaluated in their canonical forms. Words of stem “suicide” were ignored in all subreddits to avoid classifying solely by existence of the word “suicide.” Then tf-idf document term matrices $T_{ti}$ and $T_{bi}$ were built using Python scikit-learn library [35]. Having a large vocabulary (number of columns), one-way analysis of variance (ANOVA) F-test [36] was applied to the matrices to reduce the number of features to 200 for each of the two matrices, leaving the most important columns. This reduced the time required to train models with the classification algorithms.

Combining Features

At the end, these features were concatenated, resulting in corpus $C_i=[W_{it}W_{ib}S_{tp}S_{tb}T_{ti}T_{bi}]$ with 590 columns: 93, 93, 2, 2, 200, and 200, in respective order, for each dataset $D_i$. These corpora were combined with corresponding label vectors previously tied to $D_i$, forming an augmented matrix $[C_i|L_i]$ (see Table 3).

Table 1. Suicidality label distribution of posts in subreddits.

<table>
<thead>
<tr>
<th>Subreddit</th>
<th>Nonsuicidal, n</th>
<th>Suicidal, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuicideWatch</td>
<td>25</td>
<td>150</td>
<td>175</td>
</tr>
<tr>
<td>Depression</td>
<td>152</td>
<td>48</td>
<td>200</td>
</tr>
<tr>
<td>Anxiety</td>
<td>193</td>
<td>7</td>
<td>200</td>
</tr>
<tr>
<td>ShowerThoughts</td>
<td>210</td>
<td>0</td>
<td>210</td>
</tr>
<tr>
<td>Total</td>
<td>580</td>
<td>205</td>
<td>785</td>
</tr>
</tbody>
</table>

Table 2. Hypothetical dataset ($D_i$) matrix and corresponding label vector ($L_i$) for an experiment with two sample posts. A table in this form was generated for each experiment with different posts.

<table>
<thead>
<tr>
<th>Post ID</th>
<th>Subreddit</th>
<th>Title</th>
<th>Body</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SuicideWatch</td>
<td>I don’t wanna live anymore</td>
<td>Since the day I was born,...</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>ShowerThoughts</td>
<td>Why are the oceans blue?</td>
<td>I have always wondered...</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3. Sample table representing concatenated \( C_i \mid L_i \) matrix containing 590 corpus feature columns (\( C_i \)) plus one label column (\( L_i \)) that were provided to machine learning algorithms for classification. A matrix in this form was generated for each experiment with different posts.

<table>
<thead>
<tr>
<th>Post ID(^a)</th>
<th>( W_{i1} \cdots W_{i93} )(^b)</th>
<th>( W_{ib1} \cdots W_{ib93} )(^c)</th>
<th>( S_{ibp} )(^d)</th>
<th>( S_{ibj} )</th>
<th>( S_{ibp} )(^e)</th>
<th>( S_{ibj} )</th>
<th>( T_{ib1} \cdots T_{ib200} )(^f)</th>
<th>( T_{ib1} \cdots T_{ib200} )(^g)</th>
<th>( L_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3...0.00</td>
<td>0.15...0.22</td>
<td>-0.75</td>
<td>0.70</td>
<td>0.25</td>
<td>0.35</td>
<td>0.15...0.54</td>
<td>0.14...0.32</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.11...0.08</td>
<td>0.00...0.00</td>
<td>0.20</td>
<td>0.90</td>
<td>-0.45</td>
<td>0.78</td>
<td>0.07...0.93</td>
<td>0.01...0.63</td>
<td>0</td>
</tr>
<tr>
<td>Column #</td>
<td>1...93</td>
<td>94...186</td>
<td>187</td>
<td>188</td>
<td>189</td>
<td>190</td>
<td>191</td>
<td>391...590</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)Post IDs are hypothetical.
\(^b\)\( W_{it} \): Linguistic inquiry and word count (LIWC) matrix for title.
\(^c\)\( W_{ib} \): LIWC matrix for body.
\(^d\)\( S_{itp} \): sentiment score matrix for title.
\(^e\)\( S_{ib} \): sentiment score matrix for body.
\(^f\)\( T_{it} \): document term matrix for title.
\(^g\)\( T_{ib} \): document term matrix for body.

Experiment Design

Each subreddit contained posts with different levels of suicidality. SuicideWatch mostly contained suicidal posts, Depression contained highly depressive and partly suicidal posts, and Anxiety contained some suicidal but mostly nonsuicidal posts. ShowerThoughts contained mostly nonsuicidal posts. Four experiments were conducted with different compositions of posts to see if discrimination for different levels of suicidality was possible. A new data table was generated for each experiment (see Table 4).

Experiment 1 was designed to see if it is possible to differentiate suicidal posts from posts talking about random daily matters. For this purpose, 175 annotated posts from SuicideWatch and 210 annotated posts from ShowerThoughts subreddits were selected because they are on different sides of the suicidality scale and provide good samples for contrast. To avoid a potential overfit, the experiment was evaluated with 10-fold cross-validation. This experiment was expected to yield good results because the two subreddits were expected to have mostly different vocabulary.

Experiment 2 was designed to see if it is possible to differentiate suicidality when posts with anxious/depressive vocabulary are involved. For this purpose, 200 Anxiety subreddit and 200 Depression subreddit posts, which can be seen as some of the closest psychological moods to suicidality, were included in addition to the composition of experiment 1, forming the second experiment. Because the vocabulary use of depressive, anxious, and suicidal people are expected to have commonalities and posts with these moods are harder to classify, a performance loss was expected in this experiment when compared to experiment 1. However, the diversity of the posts made the models in this experiment a finer-grain predictor in real-life applications.

Experiment 3 was designed to see if it is safe to assume all posts in SuicideWatch are suicidal (\( L_i = 1 \)) and all posts in ShowerThoughts are nonsuicidal (\( L_i = 0 \)) when training a model. For this purpose, models were trained with randomly selected, nonannotated 5000 SuicideWatch and 5000 ShowerThoughts posts under this assumption. The trained models were then tested against 175 SuicideWatch and 210 ShowerThought posts, which were already annotated to see if the model trained under the aforementioned assumption could perform well against the gold standard. Because the majority of SuicideWatch posts tend to be suicidal and the majority of ShowerThoughts posts tend to be nonsuicidal, only a slight performance loss was expected when compared to experiment 1.

Experiment 4 was designed to battle-test our model trained with the assumptions in experiment 3 against all 785 annotated posts including the depressive and anxious posts, which are difficult to make judgment on. Because the model was not trained with difficult cases, it was inevitable for it to fail in such cases. However, the models were still expected to perform better than the baseline model trained with ZeroR algorithm.

Model Training and Evaluation

In experiments 1 and 2, rows (posts) from selected subreddits were appended, resulting in datasets \( D_1 \) and \( D_2 \). The datasets were then applied feature extraction steps to result in corpus \( C_1 \) and \( C_2 \). 10-fold cross-validation was applied on \( C_1 \) and \( C_2 \) and their corresponding label vectors \( L_1 \) and \( L_2 \). In each split, random synthetic minority oversampling technique (SMOTE) \(^{[37]}\) was applied before training to obtain an equal number of posts from both classes and avoid imbalanced data bias. Models for each fold were trained with ZeroR (set to always classify posts as suicidal), logistic regression (\( \delta = 1.0 \)) and random forest (with 10 trees) and SVM (with radial basis function kernel) classification implementations in Python scikit-learn library. To reduce fluctuations in scores (due to randomization and limited number of samples), experiments were repeated 100 times. Average metric scores were then evaluated. Logistic regression was chosen due to its efficiency, interpretable nature, ability to provide probabilities, and online learning (ability to update model parameters after being exposed to new labeled data) support. Random forest and SVM were chosen due to their high classification performance, especially for datasets with high number of instances and features. ZeroR was chosen as the baseline classifier for comparison.
In experiments 3 and 4, rows of train and test data were initially appended and followed the feature extraction steps. After building $C_3$ and $C_4$, rows were split (preserving the train/test formation) to form train and test corpuses $C_{train-i}$ and $C_{test-i}$ together with corresponding label vectors $L_{train-i}$ and $L_{test-i}$ for $i=3,4$. After training models on $C_{train-i}$ and $L_{train-i}$ with the aforementioned algorithms, oversampled test corpus $C_{test-i}$ and $L_{test-i}$ were used to test the trained models.

**Results**

In all the experiments, logistic regression and SVM (except for experiment 2) performed the best, followed by random forest, all much more performant than ZeroR, which provided a baseline (66% for $F_1$, 50% for other metrics) for performance evaluation of the classification task (see Figure 1). Although SVM performance slightly exceeded logistic regression in experiments 3 and 4, logistic regression would be favorable due to its simplicity.

In experiment 1, the logistic regression and SVM classifiers could differentiate suicidal posts from nonsuicidal posts with an $F_1$ score of 92%, followed by random forest (89%). We can attribute this performance to the suicidality levels of SuicideWatch and ShowerThoughts being on different sides of the scale. The experiment yielded good results as expected. Furthermore, if posts in SuicideWatch mentioning suicidal people other than the author were annotated as suicidal, those scores would be even higher. When LIWC and sentiment features were removed from the feature set, $F_1$ score went down from 92% to 88%, which is not a significant decrease. This shows that results are still promising even when solely tf-idf matrices were used.
When the Depression and Anxiety subreddits were introduced in the experiment 2 dataset, the performance was 11% lower for logistic regression ($F_1$/accuracy=81%), followed by random forest ($F_1$/accuracy=80%) and SVM ($F_1$=73%, accuracy=76%), but still sufficiently high when compared to the baseline classifier ($F_1$=66%, accuracy=50%). This also complies with our expectations because the algorithm had to deal with edge cases where depressive and suicidal people have a large intersection in vocabulary. With more labeled data, a better generalization can be achieved.

In experiment 3, where the models were trained with nonannotated posts and tested against annotated posts, $F_1$ and accuracy scores were 89% for logistic regression, 3% less than experiment 1. This was an expected reduction because some of the posts in SuicideWatch had suicidal context but were not words of a suicidal person. Nevertheless, lack of annotated posts in the training set was compensated with a higher number of posts from both subreddits, yielding a better generalization. On the other hand, SVM could surpass logistic regression with $F_1=92$%.

In experiment 4, lack of posts for training edge cases (annotated posts in Depression and Anxiety) caused a lower but still acceptable prediction performance (an $F_1$ score of 78% against 66% and an accuracy of 77% against 50%) than in experiment 3. This was an expected result and can be improved by feeding
annotated posts from Depression and Anxiety into the training set.

**Discussion**

**Principal Results**

The high (100%) recall performance of the baseline classifier ZeroR is due to its strategy to predict posts as suicidal all the time. This strategy comes with a penalty of false positive overhead, thus 0% precision. This means providing psychological support to everyone, regardless of the content of their posts, which is practically useless, potentially harmful, and costly. The high recall rate—which should be ignored during evaluation for ZeroR—supports a higher than expected illusional $F_1$ score (66%) in all cases. Although $F_1$ score is the widely used metric due to its balancing nature, other parameters including accuracy (which is valuable when the dataset is balanced) and precision (to observe the overhead) should be used for comparison with the baseline classifier.

In all the experiments, logistic regression and SVM performed much better than ZeroR baseline algorithm. In the first experiment, the classifiers could predict suicidality with an $F_1$ score of 92%. There was a reduction in performance when annotated Depression and Anxiety subreddit posts were introduced in experiment 2. This is due to posts in these two subreddits having gradient levels of suicidality, introducing new edge cases the algorithm should handle, making it harder to differentiate nonsuicidal depressives from suicidal people. Solely looking at the vocabulary and psychological meanings of the words seems to have confused the classifier, suggesting a more contextual approach, more data, and maybe a deeper classifier might be required to obtain performance levels in the first experiment.

The high performance in the third experiment shows the assumptions of (1) posts in SuicideWatch subreddit being suicidal and (2) posts in ShowerThoughts being nonsuicidal was valid. It can be said that these assumptions hold when discriminating suicidal posts from nonsuicidal posts in the absence of edge cases such as in Depression and Anxiety posts. When the aforementioned edge cases are introduced in the test set but not in the training set of experiment 4, the performance was lower (which was expected), although still significantly higher than ZeroR algorithm.

**Practical Use**

Our findings show that text mining methods can be used to detect posts with suicidal ideation online. Being one of the simplest, efficient, and most interpretable models, logistic regression performs very well on the problem. The model trained in this study can be used in spotting people with suicidal ideation while they are writing their forum (or blog) posts right away using a Javascript or mobile app library. Popup dialogs can be shown to authors of posts classified as suicidal. Authors can be asked how they feel and whether they need help or have suicidal thoughts without irritating or leading them to nonexistent suicidal thoughts. Thanks to interpretability and simplicity of logistic regression, the code to embed on mobile apps, blogs, forums, or even Web browsers would add very little overhead.

On admission of having suicidal thoughts on the popup, the author can be offered support immediately via live chat, phone call, or face-to-face counseling. Accepting the offer would be a verification of our prediction and false positives would come mainly from depressed people who have premature suicidal thoughts (who should be supported as well); therefore, lowering precision levels would not pose an overhead on the support staff. This means the model can be tuned further in favor of recall, instead of precision, by changing threshold values of logistic regression. Experiment 3 has validated the assumption that posts on SuicideWatch subreddit can be assumed as suicidal. Thus, a logistic regression model trained as in experiment 3 with the whole SuicideWatch and ShowerThoughts data would be sufficient for a real-world application since the verification system would eliminate the false positives. With the introduction of annotated edge cases (from Depression and Anxiety subreddits) to the training set, the performance can be further improved. Another interesting strategy would be using the responses received from the authors (subject to this prevention system) as annotations to further train the model to make better predictions, leading to an ever-learning online classifier.

**Limitations**

The prediction system in study is limited to text posts in the English language. Similar models can be trained on other languages given sufficient dataset. Without knowledge of whether the authors of the posts committed suicide, our system can only claim to predict suicidal ideation, not a potential suicide attempt. Although our dataset is limited to Reddit, which is a forum itself, we expect our system to work well on other forums and blogs due to similarity in format and context. However, further research is needed to verify this claim. This study is a proof of concept for online suicidal ideation surveillance, yet further development is needed for a real-time online suicide prevention system after designing appropriate questionnaires to be asked to authors with suicidal markers. In all, 175 SuicideWatch posts were annotated by psychiatrists. Due to the time-consuming nature of annotating hundreds of posts, the rest of the subreddits were annotated by AEA under guidance of the psychiatrists NBA and OZ. To avoid introducing a bias, AEA performed annotation on SuicideWatch posts as well and the similarity between annotations of authors were analyzed. It was seen that AEA and the psychiatrists agreed on annotations 87% and 89% of the time, whereas the psychiatrists agreed 93% of the time among themselves before resolving conflicts. So this indicates annotations of the computer scientist (AEA) are not expected to introduce bias.

**Conclusions**

To the best of our knowledge, this is the first study that uses forum posts in thousands scale (of which 785 were manually annotated) with an objective of detecting posts with suicidal ideation with high performance in all metrics. Results indicate it is possible to detect suicidal people online to provide them proper immediate support as they are writing. Authors of this text acknowledge that detecting suicidal ideation with high accuracy is a difficult problem even for humans and design of nonintrusive conversation for potential suicidal candidates should be carried out carefully. Application of such a detection
system in real time may save thousands of lives every year if carried out properly.
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Abstract

Background: For many elderly patients, a disproportionate amount of health care resources and expenditures is spent during the last year of life, despite the discomfort and reduced quality of life associated with many aggressive medical approaches. However, few prognostic tools have focused on predicting all-cause 1-year mortality among elderly patients at a statewide level, an issue that has implications for improving quality of life while distributing scarce resources fairly.

Objective: Using data from a statewide elderly population (aged ≥65 years), we sought to prospectively validate an algorithm to identify patients at risk for dying in the next year for the purpose of minimizing decision uncertainty, improving quality of life, and reducing futile treatment.

Methods: Analysis was performed using electronic medical records from the Health Information Exchange in the state of Maine, which covered records of nearly 95% of the statewide population. The model was developed from 125,896 patients aged at least 65 years who were discharged from any care facility in the Health Information Exchange network from September 5, 2013, to September 4, 2015. Validation was conducted using 153,199 patients with same inclusion and exclusion criteria from September 5, 2014, to September 4, 2016. Patients were stratified into risk groups. The association between all-cause 1-year mortality and risk factors was screened by chi-squared test and manually reviewed by 2 clinicians. We calculated risk scores for individual patients using a gradient tree-based boost algorithm, which measured the probability of mortality within the next year based on the preceding 1-year clinical profile.
Keywords
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Introduction

Many patients with advanced cancer would prefer to be cared for and die at home. However, among the 50% to 70% of patients with a terminal illness who prefer to be cared for and die at home, only about 25% have a home death, and more than 50% die in the hospital [1]. Nearly a third of Americans who die after age 65 years will have spent time in an intensive care unit in their final 3 months of life, and almost a fifth undergo surgery in their last month [2]. Even more, a disproportionate amount of health care resources and expenditures are spent on patients who are terminally ill [3]. Health care experts estimate that one-quarter of all Medicare costs—US $150 billion annually—goes to treating patients in their last year of life [4].

Despite aggressive interventions and escalating health costs, delaying unavoidable death may not influence patient outcome and often leads to reduced quality of life [5]. Cancer patients who die in a hospital typically experience more pain, stress, and depression than similar patients who die in hospice or at home [6,7]. Put differently, significant numbers of terminally ill patients may be suitable for and better served by palliative care but are nevertheless readmitted to acute hospitals multiple times [8].

Contributors to this disparity are multifactorial. On one hand, given the complex causal pathways to mortality, it can be difficult for doctors to decide the time and duration of the ultimate episode of decompression, increasing the uncertainty to making appropriate treatment plans. On the other hand, quality-of-life discussion is associated with less aggressive medical care near death and earlier palliative care, which needs to be balanced with the will of patients to die with comfort, the expectations of families about satisfactory end-of-life care, and saving health resources if possible [5]. Also, mental illness or neurocognitive limitations are common in patients near the end of life, which further complicates assessment and decision making around care in this population [9].

To address this issue, prognostic tools have been developed to identify patients who are approaching a terminal state [10-16]. To date, however, there is no widely acceptable model for timely assessment and risk stratification of all-cause 1-year mortality that can be applied in the general population. Barriers to a widely applicable and accurate model include insufficient risk factors [16], incomplete data available in administrative datasets [17], and lack of generalizability of study patients. Knowledge gaps also exist with regard to the new challenges of social determinants of health (SDH) in terminally ill patients, in terms of the accessibility of health care resources, exposure to hazards, and knowledge of healthy behaviors [18]. Considering SDH in health care decision making could help care teams better target context-informed care, which fills a huge gap between hospital and hospice.

The objective of this analysis was to prospectively validate a machine-learning–based model to estimate a person’s risk of all-cause mortality in the next 12 months and assist care providers and families in decision making about appropriate care plans in the last few months of life [5]. The widespread use of electronic medical records (EMRs) affords a unique opportunity to understand health care status and improve care management at the population level. First, our study collected evidence from a rather comprehensive clinical profile, including demographics, medications, diagnoses and procedures, and radiology and laboratory test results for every patient. The breadth and richness of data allowed signals predicting mortality to be detected from the networked clinical patterns. Second, the methodology implemented XGBoost machine-learning techniques to extract valuable information from EMR datasets that could assign a predictive risk score to each individual [19]. Third, a large number of patients from the whole state ensured a certain degree of generalizability. Thus, this study was able to identify patients with diverse demographics and was readily translated to populations of different geographic origins and multiple social disparities.

We hypothesized that the past 12-month clinical histories of patients can be used to predict risk of all-cause mortality within...
the next 1 year. This prognostic model aims to provide an objective assessment to aid clinicians in decision making and counseling patients and their families about alternative treatments that incorporate their personal preferences and values. Of equal importance, identifying at-risk elderly patients and providing earlier palliative care may improve their quality of life and thus reduce futile utilization.

**Methods**

**Reporting Method and Ethics Statement**

The study was reported according to the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis guidelines for a derivation and validation predictive model. Protected personal health information was removed for the purpose of this research. Analyzing deidentified data, this study was exempted from ethics review by the Stanford University Institutional Review Board (October 16, 2014).

**Health Information Exchange Dataset of Maine**

Patients for this study were extracted from the Health Information Exchange (HIE) dataset, which covered records of nearly 95% of the population of the state of Maine and was managed by HealthInfoNet, an independent nonprofit organization. The data sources were EMRs collected from 35 hospitals, 34 federally qualified health centers, and more than 400 ambulatory practices in the state of Maine covering about 1 million patients [20,21].

We developed and applied the models using EMR data that included personal demographics, social determinants from the US Census Bureau, laboratory and radiographic tests coded according to Logical Observation Identifier Names and Codes, medication prescriptions coded according to the National Drug Code, and primary and secondary diagnoses and procedures that were coded using the *International Classification of Diseases, Ninth Revision, Clinical Modification*.

**Study Sample and Selection Criteria**

The study included patients aged 65 years and older who visited any care facility in the Maine HIE network any time from September 5, 2013, to September 6, 2016.

Patients who died before September 5, 2014, were excluded. Those who did not have any active encounters during the 3 years before September 5, 2014, or whose zip codes were not located in Massachusetts, Maine, or New Hampshire were excluded from the study.

**Outcome Definition**

A mortality case was defined as a coded date of death in the EMR database in the period from September 5, 2014, to September 4, 2015, in the derivation cohort and from September 5, 2015, to September 4, 2016, in the validation cohort.

**Predictive Factors of Mortality**

A workflow chart is shown in Figure 1. The selection process was divided into 3 stages: univariate analysis, literature review, and XGBoost selection (Multimedia Appendix 1). Selection based on P values (P<.05, chi-square test or t test) was the initial screening process to trim down the high dimension of the dataset. Literature review was performed in parallel to identify risk factors of mortality that were identified by other studies. Those risk factors included demographics like age, chronic diseases (ie, cerebrovascular disease, cardiovascular disease, rheumatic disease), abnormal laboratory test results (ie, C-reactive protein, potassium), and medication prescriptions (ie, lactulose). Features identified by univariate analysis and literature review went into an XGBoost selection process, where the features were ranked based on their importance of predicting mortality in a model. To improve computational efficiency, we used machine-learning feature selection to determine the features that would go into the model prior to the derivation phase. Chronic disease history variables were modeled as dichotomous using primary and secondary diagnoses. Medication prescriptions were analyzed as the number of prescriptions for a particular medicine during the past 1 year. The thresholds defining laboratory tests as abnormal were set by facilities in the HIE network and treated as continuous variables.

We also assigned 8 SDH variables to each patient: percentage of the population residing in the zip code who were white, percentage of the population residing in the zip code who lived in a rural area, percentage of the population residing in the zip code who attained education at a bachelor’s degree level or higher, median household income in the zip code, unemployment rate in the zip code, Gini index of income inequality in the zip code, Social Vulnerability Index in the county (this is a measure of a community’s social conditions including socioeconomic status, household composition, minority status, and transportation), and Respiratory Hazard Index in the county (an indication of the adverse effects of pollutants).
These social determinants were mapped to the EMR database through a patient’s zip code and were categorized according to population quintiles (very low 0%-20%, low 20%-40%, medium 40%-60%, high 60%-80%, very high 80%-100%).

**Model Derivation**

The derivation cohort was divided into 2 subsets for training and calibration. The initial model was derived based on the training subset: 99 features were input to describe the preceding 1-year clinical profile from September 5, 2013, to September 4, 2014, and the output was set to either 1 or 0 to indicate whether or not a patient was coded with mortality during the period from September 5, 2014, to September 4, 2015.

We adopted XGBoost and tuned the hyperparameters using grid search and cross validation. As a supervised machine-learning technique, it is able to discover statistical patterns in high-dimensional and multivariate data sets and handle nonlinear correlations and random errors both in input features and the output variable.

During the process of model construction, the algorithm generated an ensemble of classification trees and ranked variable importance on the selection frequency of the variable as a decision node [22]. It then summed the scores in the corresponding leaves of each tree to calculate a final predictive estimate $\hat{y}_i$ for the $i$-th ($i = 1, \ldots, n$) instance, as demonstrated in Figure 2, where each $f_k$ corresponded to an independent classification tree and $K$ was the maximum number of trees in
the algorithm. For our study, the depth of each tree was set to be 5 and K equaled 500. We protected against overfitting by penalizing the complexity of the algorithm. Parameters were adjusted to minimize the sum of loss function and the overfitting control term. The sum term at the $t$ iteration was as seen in Figure 3, where $l$ was a differentiable convex loss function that not only measured the difference between the target $y_i$ and the prediction $\hat{y}_i^{(t-1)}$ of the $i$ instance at the $t-1$ iteration but also took the $f_t$ to improve the model most into account. The term $\Omega$ was set to penalize the complexity of the regression tree functions in avoid of overfitting. As a splitting method to grow trees, we used an approximate greedy algorithm, and features on each node were sorted to propose a couple of candidates at percentiles. Splitting points were chosen to optimize purity at the next level. The final predictive estimate was summed by individual trees.

In addition, a calibration subset was constructed to convert predictive estimates from the training set to positive predictive values (PPVs), a generalized risk measure with values that described the probability of mortality during the next 1 year. The PPV was calculated as the proportion of mortality in a subset of samples having predictive estimates higher than $\hat{y}$. In this way, all the predictive estimates were mapped to the calculated PPVs. Patients were then grouped into 3 categories: low risk, intermediate risk, and high risk based on calibrated scores. The relative risk of each patient was calculated as individual score divided by the mean score of all patients in the cohort (baseline). The relative risk indicated the probability of mortality during the next 1 year relative to the baseline.

Model Validation
To test model performance, a validation cohort with clinical history from September 5, 2014, to September 4, 2015, was assembled to predict the risk of mortality from September 5, 2015, to September 4, 2016. The predicted score and relative risk for each patient were calculated. The predictive accuracy of the model was evaluated by calculating the area under the receiver operating characteristic (ROC) curves (discrimination) in both the derivation and validation cohorts, which reflected the ability to distinguish between patients at high and low risk of death. Clinical patterns and social determinants of patients in different risk groups were compared.

Prospective analysis of average and total cost in the year of death and the number of deaths by the top 22 mortality rate commodities in high-risk mortality patients were explored. This was because delaying unavoidable death often contributed to unsustainable and escalating health care costs due to aggressive and expensive interventions. In order to better allocate health care resources spent on treating high-risk patients at the end of life, we evaluated high-risk patients who died and analyzed associations between the cost of care in the last year of life and different chronic diseases. The 22 diagnoses were selected due to their associations with higher mortality among the high-risk patients in our database.

Additionally, studies have documented the escalating treatment cost and poor quality of life associated with significant burden of symptoms. In order to profile the seriously ill elderly population based on the debilitating diseases which may lead to death, we plotted the association between average cost and disease burden grouped by the top 20 chronic diseases of high-risk patients. All analyses were performed using R software (The R Foundation).
Figure 2. Final predictive estimate of the algorithm.
Results

Cohorts and Baseline Characteristics
The final cohort included 125,896 patients for model derivation, 4842 of whom were recorded to have died in the next 1 year (from September 5, 2014, to September 4, 2015), and 153,199 patients for model validation, 5390 of whom died in the next 1 year (from September 5, 2015, to September 4, 2016). A cohort construction diagram is shown in Figure 4.

Table 1 shows the baseline characteristics for patients in derivation and validation cohorts. The 2 cohorts were evenly matched across demographics, payers, and clinical conditions (Table 1). Specifically, the study involved patients of balanced age (74.2 years in the derivation vs 74.3 years in the validation) and gender (57.64% [72,572/125,896] in the derivation and 57.56% [88,177/153,199] in the validation). With regard to clinical history, the occurrence of cancer and congestive heart failure, 2 well-established risk features of mortality, were present in 0.65% (989/153,199) and 1.09% (1667/153,199) of the validation cohort, respectively. Type 2 diabetes was present in 4.79% (7337/153,199) in the validation cohort.

Significant Risk Features
Altogether, there were 14,680 features to profile each patient’s clinical history in the HIE dataset and socioeconomic status from the public data source. We identified 86 established clinical features of mortality from the literature review. In addition, 653
features survived after the univariate analysis and literature review. XGBoost used the approximate greedy algorithm to split trees by sorting and picking features on each node in order to optimize purity at each splitting level. Finally, a total of 99 features were selected as model predictors. The top 45 univariate features of mortality for elderly patients are shown in Table 2.

In accordance with previous studies, age (≥85 years) was recognized as the most impactful demographic feature in mortality risk. In our prospective analysis, the percentage of patients aged 65 to 74 years accounted for 59.25% (90,770/153,199) of the total population, and 25.60% (1380/5390) of all deaths. Comparatively, older adults (≥85 years) composed 12.62% (19,311/153,199) of the population and 37.35% (2013/5390) of all deaths. Furthermore, we analyzed the death rate of 4 priority noncommunicable diseases and 2 high-prevalence chronic diseases among different age groups (65-69 years, 70-74 years, 75-79 years, 80-84 years, and ≥85 years) (Multimedia Appendix 2). There was a significant rise in the percentage of death cases for cardiovascular disease and hypertension that presented in all patients aged ≥85 years. The percent of mortality cases of patients with chronic kidney disease diagnosis also increased nearly 10 times when comparing the 65- to 69-year age group with the 85-year age group. Cardiovascular disease showed the highest percentages of mortality cases in all age groups.

Figure 4. Construction of derivation and validation cohorts.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Derivation cohort (n=125,896), n (%)</th>
<th>Validation cohort (n=153,199), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>73,989 (58.77)</td>
<td>90,770 (59.25)</td>
<td></td>
</tr>
<tr>
<td>75-84</td>
<td>36,076 (28.66)</td>
<td>43,098 (28.13)</td>
<td></td>
</tr>
<tr>
<td>≥85</td>
<td>15,831 (12.57)</td>
<td>19,331 (12.62)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>72,572 (57.64)</td>
<td>88,177 (57.56)</td>
<td>0.6</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>99,206 (78.80)</td>
<td>123,632 (80.70)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>126 (0.10)</td>
<td>306 (0.20)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>19,010 (15.10)</td>
<td>20,682 (13.50)</td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>7554 (6.00)</td>
<td>8579 (5.60)</td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>16,841 (13.38)</td>
<td>20,008 (13.06)</td>
<td>0.01</td>
</tr>
<tr>
<td>Medicaid</td>
<td>263 (0.21)</td>
<td>341 (0.22)</td>
<td>0.50</td>
</tr>
<tr>
<td>Comorbid conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>841 (0.67)</td>
<td>989 (0.65)</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>6019 (4.78)</td>
<td>7337 (4.79)</td>
<td></td>
</tr>
<tr>
<td>Renal disease</td>
<td>1911 (1.52)</td>
<td>2499 (1.62)</td>
<td></td>
</tr>
<tr>
<td>Anemia</td>
<td>2879 (2.29)</td>
<td>3759 (2.45)</td>
<td></td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>1386 (1.10)</td>
<td>1667 (1.09)</td>
<td></td>
</tr>
<tr>
<td>Cerebrovascular accident/stroke</td>
<td>1747 (1.39)</td>
<td>2280 (1.49)</td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td>1465 (1.16)</td>
<td>1777 (1.16)</td>
<td></td>
</tr>
</tbody>
</table>

Model Performance

Model outcomes of the derivation and validation phases are showed in Table 3. For derivation, the model had a c-statistic of 0.960 (see Multimedia Appendix 3 and Multimedia Appendix). Patients who died in the next 1 year (n=4842) had a mean relative risk of 30.91 (probability of mortality 30.91 times more than baseline). Among the 4842 patients, 595 were stratified as low risk, 1591 as intermediate risk, and 2656 as high risk. The mortality incidence and relative risk increased monotonically from low-risk (0.5%, 0.05) to high-risk (100%, 30.99) groups.

The model performance was slightly lower in the validation cohort (c-statistic 0.912), with 5390 patients who died in the next 1 year and a mean relative risk of 6.15. The total numbers of low-, intermediate-, and high-risk patients were 1384, 1593, and 2413, respectively, with high-risk patients accounting for 44.77% (2413/5390) of all patients who died within the next 1 year. The mortality incidence and relative risk climbed monotonically from low-risk (1.0%, 0.05) to high-risk (72.1%, 36.64) groups.

Risk Stratification and Clinical Patterns

As demonstrated in Table 4, clinical patterns were compared among the low-, intermediate-, and high-risk groups in the validation cohort. There was an obvious difference in age distribution between the low-risk and other 2 groups. The average ages of low- and high-risk groups were 72 and 84 years, respectively. Survival analysis among the 3 risk groups showed the model to have good risk stratification in general (Multimedia Appendix 5).

In addition, patients in the high-risk group suffered from more severe comorbidities and used more health care resources. The proportion of patients with cancer of the bronchus (lung) in the high-risk group (6.54%) was much higher than in the low-risk group (0.11%) (P<.001). Chronic diseases such as type 2 diabetes, congestive heart failure, and chronic obstructive pulmonary disease (COPD) were present in 16.19% (542/3347), 19.18% (642/3347), and 16.61% (556/3347) of the high-risk group, compared with 3.04% (4273/140,344), 0.06% (82/140,344), and 1.46% (2055/140,344) of the low-risk group (P<.001), respectively. With regard to laboratory tests, abnormal complete blood count, metabolic panel, urinalysis, and coagulation tests were present 48.07% (1609/3347), 51.33% (1718/3347), 24.59% (823/3347), and 11.95% (400/3347), respectively, of high-risk patients, while in the low-risk group, the percentages were much lower, at 0.18% (216/140,344), 0.27% (384/140,344), 0.06% (84/140,344), and 0.04% (58/140,344), respectively.
Table 2. Top 45 risk features in the final model with odds ratio and 95% confidence interval.

<table>
<thead>
<tr>
<th>Category and differentiating features</th>
<th>Odds ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age ≥85 years</td>
<td>1.41</td>
<td>1.06-1.48</td>
</tr>
<tr>
<td><strong>Social determinant</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory Hazard Index</td>
<td>1.24</td>
<td>0.92-1.40</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>1.18</td>
<td>0.98-1.24</td>
</tr>
<tr>
<td>Percent of population who lived in rural area</td>
<td>1.10</td>
<td>1.00-1.10</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>20.90</td>
<td>15.41-28.08</td>
</tr>
<tr>
<td>Cancer of ovary</td>
<td>14.42</td>
<td>2.24-53.04</td>
</tr>
<tr>
<td>Cancer of colon</td>
<td>14.07</td>
<td>10.08-19.08</td>
</tr>
<tr>
<td>Cancer of stomach</td>
<td>13.64</td>
<td>3.26-86.57</td>
</tr>
<tr>
<td>Cancer of bronchus, lung</td>
<td>12.38</td>
<td>2.91-36.04</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>11.96</td>
<td>8.49-16.29</td>
</tr>
<tr>
<td>Cancer of liver and intrahepatic bile duct</td>
<td>11.59</td>
<td>1.81-41.01</td>
</tr>
<tr>
<td>Renal failure</td>
<td>11.22</td>
<td>8.88-14.06</td>
</tr>
<tr>
<td>Cerebrovascular accident/stroke</td>
<td>9.31</td>
<td>5.59-14.68</td>
</tr>
<tr>
<td>Cancer of brain and nervous system</td>
<td>8.65</td>
<td>2.07-24.4</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>6.13</td>
<td>5.21-7.29</td>
</tr>
<tr>
<td>Leukemia</td>
<td>5.01</td>
<td>1.23-13.89</td>
</tr>
<tr>
<td>Malnutrition</td>
<td>4.66</td>
<td>1.07-22.32</td>
</tr>
<tr>
<td>Peripheral arterial disease</td>
<td>4.58</td>
<td>1.77-9.49</td>
</tr>
<tr>
<td>Somnolence</td>
<td>2.99</td>
<td>1.85-4.43</td>
</tr>
<tr>
<td>Cancer of breast</td>
<td>2.70</td>
<td>1.59-4.26</td>
</tr>
<tr>
<td>Dementia</td>
<td>2.57</td>
<td>1.76-8.67</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1.43</td>
<td>0.36-2.22</td>
</tr>
<tr>
<td><strong>Laboratory test</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hematocrit</td>
<td>4.13</td>
<td>2.00-6.31</td>
</tr>
<tr>
<td>Potassium</td>
<td>3.55</td>
<td>2.50-4.76</td>
</tr>
<tr>
<td>B-type natriuretic peptide</td>
<td>2.76</td>
<td>2.08-3.57</td>
</tr>
<tr>
<td>Glucose</td>
<td>1.54</td>
<td>1.42-1.57</td>
</tr>
<tr>
<td>C-reactive protein test</td>
<td>1.41</td>
<td>1.30-1.62</td>
</tr>
<tr>
<td>Platelets</td>
<td>1.32</td>
<td>1.02-1.42</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pazopanib hydrochloride</td>
<td>3.66</td>
<td>1.92-10.65</td>
</tr>
<tr>
<td>Lactulose</td>
<td>1.89</td>
<td>1.04-2.13</td>
</tr>
<tr>
<td>Abiraterone acetate</td>
<td>1.85</td>
<td>1.34-2.45</td>
</tr>
<tr>
<td>Metolazone</td>
<td>1.67</td>
<td>1.37-1.93</td>
</tr>
<tr>
<td>Omeprazole</td>
<td>1.67</td>
<td>1.04-1.89</td>
</tr>
<tr>
<td>Phenytoin sodium extended</td>
<td>1.61</td>
<td>0.96-1.78</td>
</tr>
<tr>
<td>Furosemide</td>
<td>1.58</td>
<td>1.13-1.71</td>
</tr>
<tr>
<td>Venlafaxine hydrochloride</td>
<td>1.54</td>
<td>0.98-1.63</td>
</tr>
</tbody>
</table>
Table 3. Comparison of the model outcome in derivation and validation cohorts.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Derivation cohort (n=125,896)</th>
<th>Validation cohort (n=153,199)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Died in the next 1 year, n (%)</td>
<td>4842 (3.84)</td>
<td>5390 (3.52)</td>
</tr>
<tr>
<td><strong>Risk score model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline score, mean (SD)</td>
<td>0.032 (0.035)</td>
<td>0.011 (0.072)</td>
</tr>
<tr>
<td>Baseline score for mortality patients in the next 1 year, median (1st, 3rd quartile)</td>
<td>0.99 (0.11, 0.99)</td>
<td>0.067 (0.01, 0.34)</td>
</tr>
<tr>
<td>Relative risk&lt;sup&gt;a&lt;/sup&gt; for mortality patient in the next 1 year, median (1st, 3rd quartile)</td>
<td>30.91 (3.48, 31.06)</td>
<td>6.15 (0.86, 31.42)</td>
</tr>
<tr>
<td>Mortality risk category: low/intermediate/high</td>
<td>595/1591/2656</td>
<td>1384/1593/2413</td>
</tr>
<tr>
<td><strong>Percent incidence of mortality (95% CI)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.50 (0.40, 0.60)</td>
<td>1.00 (0.80, 1.20)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>11.5 (11.0, 12.4)</td>
<td>16.80 (16.20, 17.52)</td>
</tr>
<tr>
<td>High</td>
<td>100 (100, 100)</td>
<td>72.10 (71.50, 73.10)</td>
</tr>
<tr>
<td><strong>Relative risk for the population baseline (95% CI)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.05 (0.04, 0.05)</td>
<td>0.052 (0.048, 0.055)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>2.76 (2.67, 2.88)</td>
<td>2.45 (2.41, 2.48)</td>
</tr>
<tr>
<td>High</td>
<td>30.99 (30.9, 31.0)</td>
<td>36.64 (36.12, 37.07)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Relative risk of each patient was defined as the ratio of the risk score of the patient to the baseline score (ie, the mean risk score of total population).

For high-risk elderly patients, we performed survival analysis for 4 leading causes of death defined by the World Health Organization: cardiovascular diseases, cancers, COPD, and type 2 diabetes. We found that all 4 chronic disease categories had a steep decrease in survival opportunity over time, indicating that our prognosis model aligned with current findings regarding major health burdens and high mortality among high-risk aged patients (Multimedia Appendix 6).

With respect to SDH, more high-risk patients lived in a community with high unemployment rate (29.46% [986/3347] vs 21.84% [30,646/140,344] in the low-risk cohort). Differently, 10.16% (340/3347) of high-risk patients had low median household income in their community, slightly lower than low-risk counterparts (17,560/140,344, 12.51%). Unemployment rate and education attainment (percentage of population who attained education at bachelor’s degree level or higher) contributed toward mortality risk in high-risk elderly patients, which made them more vulnerable to end-of-life care (see Multimedia Appendix 7).

For health care resource utilization, the mean cost during the last 12 months per patient in the high-risk group (US $10,575) was substantially higher than in the low-risk cohort (US $680). Seriously ill patients also used more health care resources as indicated by the greater number of outpatient visits at the end of life, 12 per patient per year, compared with 3 in low-risk patients.
Table 4. Clinical patterns of patients by risk categories in the validation cohort.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Low risk (n=140,344)</th>
<th>Intermediate risk (n=9508)</th>
<th>High risk (n=3347)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, median (1st, 3rd quartile)</td>
<td>72 (68, 78)</td>
<td>86 (80, 91)</td>
<td>84 (77, 90)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>81,041 (57.74)</td>
<td>5356 (56.33)</td>
<td>1780 (53.18)</td>
</tr>
<tr>
<td>Race (white), n (%)</td>
<td>113,678 (81.00)</td>
<td>7530 (79.20)</td>
<td>2510 (74.99)</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer of bronchus (lung)</td>
<td>163 (0.11)</td>
<td>60 (0.63)</td>
<td>219 (6.54)</td>
</tr>
<tr>
<td>Cancer of prostate</td>
<td>1306 (0.93)</td>
<td>97 (1.02)</td>
<td>92 (2.74)</td>
</tr>
<tr>
<td>Cancer of bladder</td>
<td>218 (0.15)</td>
<td>43 (0.45)</td>
<td>50 (1.49)</td>
</tr>
<tr>
<td>Cancer of breast</td>
<td>1052 (0.75)</td>
<td>65 (0.68)</td>
<td>63 (1.88)</td>
</tr>
<tr>
<td>Cancer of head and neck</td>
<td>138 (0.09)</td>
<td>18 (0.19)</td>
<td>14 (0.42)</td>
</tr>
<tr>
<td>Cancer of colon</td>
<td>68 (0.05)</td>
<td>23 (0.24)</td>
<td>49 (1.46)</td>
</tr>
<tr>
<td>Anemia</td>
<td>660 (0.47)</td>
<td>251 (2.64)</td>
<td>492 (14.70)</td>
</tr>
<tr>
<td>Pure hypercholesterolemia</td>
<td>5733 (4.08)</td>
<td>399 (4.19)</td>
<td>1414 (12.37)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>4273 (3.04)</td>
<td>468 (4.92)</td>
<td>542 (16.19)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>266 (0.19)</td>
<td>114 (1.19)</td>
<td>285 (8.51)</td>
</tr>
<tr>
<td>Chronic liver disease and cirrhosis</td>
<td>434 (0.31)</td>
<td>52 (0.54)</td>
<td>104 (3.10)</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>82 (0.06)</td>
<td>140 (1.47)</td>
<td>642 (19.18)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>2055 (1.46)</td>
<td>483 (5.08)</td>
<td>556 (16.61)</td>
</tr>
<tr>
<td>Leukemia</td>
<td>57 (0.04)</td>
<td>4 (0.04)</td>
<td>24 (0.72)</td>
</tr>
<tr>
<td>Dementia</td>
<td>250 (0.17)</td>
<td>171 (1.79)</td>
<td>75 (2.24)</td>
</tr>
<tr>
<td><strong>Community-level social determinant, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zip code with high median household income</td>
<td>17,560 (12.51)</td>
<td>1129 (11.87)</td>
<td>340 (10.16)</td>
</tr>
<tr>
<td>Zip code with high percentage of population who lived in rural area</td>
<td>86,577 (61.69)</td>
<td>5275 (55.48)</td>
<td>1962 (58.62)</td>
</tr>
<tr>
<td>Zip code with high unemployment rate</td>
<td>30,646 (21.84)</td>
<td>2140 (22.51)</td>
<td>986 (29.46)</td>
</tr>
<tr>
<td>Zip code with high percentage of population who attained education at bachelor level or higher</td>
<td>24,802 (17.67)</td>
<td>1634 (17.19)</td>
<td>720 (21.51)</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>27,962 (19.92)</td>
<td>5845 (61.47)</td>
<td>2681 (80.10)</td>
</tr>
<tr>
<td>Seizures</td>
<td>3775 (2.69)</td>
<td>952 (10.01)</td>
<td>584 (17.45)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>4420 (3.15)</td>
<td>1410 (14.83)</td>
<td>902 (26.95)</td>
</tr>
<tr>
<td>Heart</td>
<td>11,897 (8.47)</td>
<td>3054 (32.12)</td>
<td>1622 (48.46)</td>
</tr>
<tr>
<td>Mental illness&lt;sup&gt;a&lt;/sup&gt;</td>
<td>9144 (6.51)</td>
<td>2602 (27.36)</td>
<td>1352 (40.39)</td>
</tr>
<tr>
<td><strong>Lab test, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abnormal complete blood count</td>
<td>216 (0.18)</td>
<td>523 (5.50)</td>
<td>1609 (48.07)</td>
</tr>
<tr>
<td>Abnormal metabolic panel</td>
<td>384 (0.27)</td>
<td>646 (6.79)</td>
<td>1718 (51.33)</td>
</tr>
<tr>
<td>Abnormal urinalysis</td>
<td>84 (0.06)</td>
<td>229 (2.41)</td>
<td>823 (24.59)</td>
</tr>
<tr>
<td>Coagulation test</td>
<td>58 (0.04)</td>
<td>77 (0.81)</td>
<td>400 (11.95)</td>
</tr>
<tr>
<td><strong>Utilization, mean (1st, 3rd quartile)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost past 12 months, US $</td>
<td>680 (340, 1360)</td>
<td>1700 (680, 4420)</td>
<td>10,575 (3230, 23,796)</td>
</tr>
<tr>
<td>Mean outpatient visit per 12 months</td>
<td>3 (1, 5)</td>
<td>5 (2, 10)</td>
<td>12 (6, 24)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Donepezil hydrochloride, lorazepam, prochlorperazine maleate, memantine hydrochloride, risperidone, haloperidol, paroxetine hydrochloride, rivastigmine, zolpidem tartrate, venlafaxine hydrochloride, temazepam, amitriptyline hydrochloride, olanzapine, and nortriptyline hydrochloride.
When we focused the analysis on high-risk patients with dementia, given the increasing attention to mental illness of terminally ill patients [23,24], we found a higher prevalence of dementia among high-risk elderly patients (2.24% [75/3347] vs 0.17% [250/140,344] in the low-risk cohort, \( P < .001 \)). About 40.39% (1352/3347) of high-risk patients took medications for mental illness health conditions, substantially higher than in the low- (9144/140,344, 6.51%) and intermediate-risk (2602/9508, 27.36%) groups. We also compared mortality and health care use between high-risk patients with and without dementia (see Multimedia Appendix 8). Although the average ages in 2 groups were similar (82.8 vs 83.3 years), the mortality rate of patients who had dementia was slightly lower (41/75, 54.67%) than those at-risk patients without dementia (2372/3272, 72.49%) \( (P = .003) \). Dementia patients incurred less health care spending in the past 12 months (US $2795 vs $10,805) \( (P < .001) \) than patients without dementia and had a lower chronic disease burden (7.5 vs 10.9) \( (P < .001) \) and fewer inpatient days (1.3 vs 8.9), inpatient admissions (0.2 vs 1.3), and emergency department visits (1.1 vs 1.8) \( (P < .001) \). The community in which dementia patients lived was characterized by lower household income (US $40,407 vs $44,588) \( (P < .001) \).

**Average and Total Cost in the Final Year of Life of High-Risk Patients**

Figures 5, 6, and Multimedia Appendix 9 depict the average and total costs of medical care in the previous 1 year before death, which characterized the pertinent clinical profile and expenses of patients who died any time in the predictive year.

In the prospective cohort, the average cost in the last year of life overall was US $2346, and for the high-risk group it was US $21,799 (Figure 5). Among high-risk patients who expired, cerebrovascular accident, amputation, type 1 diabetes, obesity, and rheumatic diseases were the top 5 diseases in terms of 1-year average cost: US $64,756, $61,692, $40,329, $37,548, and $35,167, respectively. The percentages of high-risk patient deaths in those who had these conditions were 4.10% (99/2413), 2.15% (52/2413), 2.45% (59/2413), 10.73% (259/2413), and 5.64% (136/2413), respectively. This highlighted that elderly patients burdened with these diseases were likely to die with high attendant costs.

For 1-year total cost of mortality among high-risk patients (Figure 6), myocardial infarction, hyperlipidemia, congestive heart failure, edema, and shortness of breath were the top 5 diseases, given the absolute numbers of deaths in patients with these conditions in our study cohort. These diseases amounted to US $41,175,717, $34,227,212, $17,664,371, $17,495,202, and $16,063,029, respectively, and the percentages of high-risk patient deaths in those with these conditions were 62.45% (1507/2413), 51.72% (1248/2413), 26.52% (640/2413), 21.47% (518/2413), and 22.96% (554/2413), respectively.
Figure 5. Prospective analysis of average cost in the year of death and the number of deaths by the top 22 mortality rate commodities in high-risk mortality patients.
Associations Between End-of-Life Cost, Resource Utilization, and Disease Burden of High-Risk Patients

We found congestive heart failure (642/3347), COPD (556/3347), and type 2 diabetes (542/3347) were the 3 chronic diseases with the largest populations among these 20 diseases (see Multimedia Appendix 10). Patients with these 3 diagnoses had an average of 16.9, 14.0, and 16.1 chronic diseases. Patients with somnolence had the largest number of chronic diseases (20.1 per member) and the fourth highest average cost (US $34,378) of high-risk patients. Patients with leukemia were comorbid with nearly 18.5 chronic diseases at their end of life, with a high average cost of US $32,514 (compared to the overall average of US $21,799). The pattern differed from that of low-risk patients (see Multimedia Appendix 11).

Meanwhile, health care use also increased with end-of-life diseases (see Multimedia Appendix 12 and Multimedia Appendix 13). Among terminally ill patients, patients with somnolence and renal failure had the most inpatient admissions (2.6 times per member per year [PMPY]) and emergency department visits (3.4 times PMPY) at end of life. As mentioned previously, elderly patients with cerebrovascular accidents had relatively high mean cost in the final year of life as well as a high number of inpatient admissions (2.3 times PMPY) and a heavy disease burden (15.5 per member). For high-prevalence comorbid conditions, terminally ill patients with COPD, chronic
kidney disease, and type 2 diabetes had a mean number of emergency department visits more than twice PMPY. Comparatively, high-risk elderly patients with dementia had fewer inpatient admissions (0.24 times PMPY) and emergency department visits (1.3 times PMPY) in their last year of life.

Discussion

Principal Findings

In an attempt to address the enormous treatment expenditures and unmet needs of patients approaching the end of life, we prospectively validated a tool to predict the all-cause 1-year mortality of statewide patients aged 65 years and older. To our knowledge, this study was the first to examine mortality of an elderly population with respect to end-of-life care, cost, and resource use.

Both the model outcomes and survival analysis supported the effectiveness and accuracy of our model in risk stratification of the high-risk group. The model performances in derivation and validation phases were excellent, with c-statistics of 0.960 and 0.912, respectively. It outperformed other models that were derived from limited numbers of risk factors or administrative data sources (see Multimedia Appendix 14). Further, the use of a statewide population in this study supported the generalizability of our findings to the nation as a whole.

The overall mortality in our study was 3.52% for elderly patients (65 years and older) in the state of Maine. The overall morality of the elderly population in 2015 was about 4.3% in the state of Maine [25], which was not far from the rate of our data pool.

Given that our cohort was highly imbalanced with 5390 cases and 147,809 controls derived from the 35 hospitals in the state of Maine with 1 million patients, the negative predictive values were expected to be high. However, our study goal was set to deliver robust PPVs (describing the probability of mortality within the next 1 year), and that can be challenging. Our model has prospectively identified the high-risk patients across the Maine state for population health, balancing the PPV and sensitivity requirements (see Multimedia Appendix 15, where PPV is 0.99% in the low-risk group versus 72.12% in the high-risk group).

Although some argued that conclusions in EMR studies may not be easily drawn [26], we have tried to improve the robustness of our study. First, our study is a prospective analysis originated from a dataset that covered records of nearly 95% of the statewide population in Maine. Unlike a randomized clinical trial (RCT) that has a well-designed sample cohort with targeted outcomes, our study was set to develop a predictive model using a statewide population with comprehensive clinical history including patient demographics, encounter history, vital signs, laboratory and radiology results, medication history, diagnoses, and procedures. Rather than providing a direct solution (ie, optimum treatment option) to each individual to extend life spans, our model intended to identify high-risk patients at early stages to provide early warning signals for improved health care quality and improved health care resource use.

Second, the active case-finding model and associated online real-time application were designed to track the evolving nature of total population risk of mortality in a longitudinal manner across all payers and diseases of elderly patients. Results were visualized on a real-time 24/7 online dashboard. This empowers the accountable care organization field staff and population health managers to visualize the risks derived from each resident’s historical medical records in the state of Maine. This tool is able to identify patient at high risk of 1-year mortality among the fragmented nature of population health information and improve quality of life and reduce futile treatment.

Interpretation of Features

A list of risk factors survived after a feature selection process that integrated machine learning with clinical knowledge from the literature and practice (Table 2 and Multimedia Appendix 16). The importance of age to mortality risk was consistent with prior clinical studies and reflects a clinical scenario in which the association between older age and mortality may be explained by greater disease burden, associated complications, and functional impairment [27]. The age cutoff that best predicts mortality in elderly patients in our study and others is usually in the range of 80 to 85 years, an age group with a high prevalence of frailty, dependence, and geriatric syndromes according to related findings [28].

The model also highlighted the detrimental impacts of several chronic conditions, including congestive heart failure, kidney disease, cerebrovascular accident, rheumatic diseases, and myocardial infarction. Consistent with prior studies, we found congestive heart failure contributed significantly to the risk of 1-year mortality [11,29]. The illness trajectory of most heart and other organ system failure was distinct from that of cancers and comprised gradual decline, punctuated by episodes of acute deterioration and some recovery, with more sudden and seemingly unexpected death [30]. The hematocrit was the top laboratory test feature in this study and can indicate anemia or leukemia with lower values or lung and heart disease with higher values. Serum potassium levels can be associated with adverse outcome in patients with cardiovascular disease, with a U-shaped relationship between serum potassium levels and mortality in patients with acute myocardial infarction [31].

In our large cohort of elderly patients with various tumor sites, cancers of the ovary, colon, stomach, bronchus (lung), liver and intrahepatic bile duct, and brain and nervous system were the most impactful factors, independently associated with overall 1-year mortality. Overall, 70% of cancer deaths occur in patients older than 65 years, and for most cancers, there was a trajectory of steady progression and a clear terminal phase over a period of weeks, months, or years before death [30]. Factors such as age older than 80 years, functional impairment, mobility impairment, higher number of severe comorbidities, and malnutrition were common pathways that may increase the risk of cancer-related mortality [28]. Additionally, the adverse effect of metastatic status was greatest for breast and prostate cancers. Pazopanib hydrochloride, the most impactful medication in our model, is used to treat patients with advanced soft tissue sarcoma or gastrointestinal stromal tumors who have received prior chemotherapy.
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In this study, dementia was found to increase mortality risk for elderly patients. As mentioned in prior studies, many features were reported as predictive of death in patients with dementia, including age, functional impairment, and disease severity [32]. However, it was likely that these patients had less accessibility to health care resources due to their cognitive impairment or that professional caregivers already viewed palliative care as appropriate for patients with end-stage dementia. Given the concentration of aging patients in the high-risk group, dementia as a test of the comprehensive geriatric assessment, especially for older surgical patients, can predict postoperative outcomes [33] and thus guide personalized approaches to medical care. Further, prescribing of antipsychotic medications for dementia patients was associated with higher mortality rates [34]. We also found that medications used to treat mental or mood disorders contributed to higher mortality probability, in accordance with prior literature. The side effects of psychotropic medications, particularly weight gain and impaired glucose tolerance, may increase the risk of excess mortality in people with mental illness [35]. It was also reported that conventional antipsychotics were associated with higher mortality than atypical antipsychotics [36]. These findings should give rise to more attention to mental illness in terminally ill patients, not only because of higher fatality rates from cancer in psychiatric patients [23] but also because of great opportunities to improve end-of-life care for these vulnerable patients, given their decreased ability to communicate need and the severe physical consequences [37].

Last, this study also featured SDH at the community level (zip code level), which was recently recognized as increasingly influential on morbidity and mortality [38-40]. Among several social determinant inputs, the Social Vulnerability Index and Respiratory Hazard Index were highly weighted. They reflected the degree to which a community exhibited certain social conditions (eg, high poverty or crowded households) and was exposed to pollution, respectively. Notably, patients with different racial or income backgrounds have been found to vary in their treatment preferences, advanced care planning, and access to health care resources [24]. Based on these findings, care providers may consider SDH information in their assessment of end-of-life medical care and prognosis.

Planning for a “Good Death” in Terminal Phase

Death is inevitable, but there are a variety of ways to care for dying patients. A good death—“one that is free from avoidable death and suffering for patients, families, and caregivers in general accordance with the patients’ and families’ wishes” [41]—often optimizes the quality of life of terminally ill patients before a timely, dignified, and peaceful death.

Based on prospective validation of the statewide elderly population, the meaningful use of our model may be to stratify the population and identify patients at high risk of mortality, for whom timely targeted curative treatments may be indicated or palliative care plans may yield better quality of life and lower medical cost. Planned treatments can be curative or palliative, depending on the diseases. Currently, the delivery of palliative care mainly targets malignant diseases. The trajectory of most cancers may be punctuated by the positive or negative effects of palliative oncological treatment. Most weight loss, impaired ability, and reduction in performance status for self-care occurs in patients’ last few months [30]. With earlier identification and open discussion about prognosis, there is time to anticipate palliative needs and plan for end-of-life care.

Early intervention (survival prognosis 6 to 24 months) by a palliative care team can help improve symptom control and satisfaction with psychosocial support and decision assistance [42]. Consequently, specialist palliative care is a recommended element of care for patients with cancer, especially cancers with poor survival rates. Positive benefits of specialist palliative care services in hospital teams, home care teams, and inpatient services have been documented [43]. Given the significant advances that have been made in the treatment of certain cancers, local health care systems need to ensure that these treatment advances are accessible in areas of high incidence. Care providers can also act on lifestyle choices to improve prevention, such as smoking, obesity, and diet, which have been identified as leading causes of cancer mortality [44]. Long-term limitations with intermittent serious episodes are typical among seriously ill patients with heart failure, chronic respiratory diseases, or other organ failure. Deteriorations are generally associated with admission to the hospital and intensive treatment. In this sense, advanced identification by the prognostic tool will contribute more to informing the timing of death and planning for terminal care in a preferred setting.

For many life-threatening diseases like congestive heart failure, actions can be taken and conditions can be managed to help avoid escalating pain. The treatment aim of symptom relief held greater importance to physicians for elderly patients, while delay of death was thought to be more important for relatively younger patients, as suggested by an international survey [45]. For example, follow-up monitoring by specially trained staff, access to specialized heart failure clinics, and other multidisciplinary strategies appeared to be efficacious to improve outcomes for heart failure patients [46]. People who escape cancer and organ system failure may die at an older age of either brain failure (such as Alzheimer or other dementia) or generalized frailty of multiple body systems [47]. The disease course that dementia usually follows is one of prolonged and progressive disability, which makes identification of the terminal phase very difficult. Such patients may lose weight and show a variety of symptoms like depression and neurologic signs occurring in combination with declining reserve that can prove fatal. Despite the wishes of the majority of dementia patients and their families to die at home [48], many frail elderly patients with dementia are currently admitted to the hospital to die when terminally ill. The use of end-of-life care pathways in nursing homes is proving increasingly effective in preventing such admissions [7]. The prognostic tool helps identify patients with dementia who are approaching the end of life in order to plan care and make provisions for adequate terminal care. Educational and self-study programs for care assistants in nursing homes appear to improve knowledge and attitudes regarding end-of-life care in dementia, and this knowledge appears to be maintained [49].
Some disease features of short-term death such as dementia were also significant determinants of quality of life [9]. As current research shows, there is a 30% higher mortality rate from cancer in patients with mental illness even though their incidence of cancer is no greater than in the general population [23]. In addition, some elderly patients with dementia have limited literacy and experience large disparities in health care access [50], while many primary care physicians lack competence in dementia care and access to valid assessment tools. Our predictive tool can assist care providers to address knowledge deficits and stratify at-risk patients with dementia for timely referral to specialist palliative care [51].

Cutting Back on Medical Futility

More than 15.5 million Americans with a history of cancer were alive on January 1, 2016. The Agency for Healthcare Research and Quality estimated that the direct medical cost (total of all health care expenditures) for cancer in the United States in 2014 was US $87.8 billion [52]. The economic burden of cancer in the United States was substantial and expected to increase significantly in the future because of expected growth and aging of the population [53]. Consistent with the intensity of treatment for initial care, recurrence, and end-of-life care, costs of cancer were highest in the initial period following diagnosis and at the end-of-life stage [54]. In this study, seriously ill patients with cancer of the colon, blood (leukemia), stomach, and breast had relatively higher average cost in the final year of life, presenting as US $34,485, $32,514, $22,388, and $20,780, respectively, as well as high emergency department and inpatient resource use.

Medicalized deaths did not seem to be what cancer patients wanted, however. In a randomized controlled study, when patients with advanced cancer were given palliative care alongside standard treatment such as chemotherapy, the group receiving palliative care had lower rates of depression and were less likely to report pain [42]. In fact, increases in mortality incidence seen in the older patients (≥85 years) in the past may have been related to more aggressive diagnostic testing (eg, computed tomography imaging and stereotactic biopsy procedure) for this population [55], indicating potential overtreatment coupled with poor outcomes.

Although it was often assumed that dialysis will restore health, this was not always the case for some prevalent causes of death such as chronic renal disease, cardiovascular disease, and chronic respiratory disease. For example, despite improvements in survival among patients receiving maintenance dialysis over the past 2 decades, mortality rates in the end-stage renal disease population remained disturbingly high [56]. Older dialysis patients spend twice as many days in the hospital during the last month of life compared with Medicare beneficiaries with cancer. This indicates that when patients met dismal probability of survival and poor quality of life in the future, there was an opportunity to cut down the annual direct medical costs for end-stage renal disease, which are nearly US $28.6 billion [56]. The futility and discomfort of aggressive treatments combined with the underrecognition and undertreatment of pain in patients with severe dementia support the use of palliative care for advanced dementia [57]. Further, limited use of antibiotics has not been associated with increased mortality, and aggressive treatment of infections has not been shown to alter underlying disease processes [58].

Our prognostic model helps address the problem of futility by identifying patients who are receiving aggressive intervention but may benefit from being referred to palliative care at an earlier time. Should therapy fail and the patient choose not to continue with treatment, early referral to palliative care may be a benefit as well. Information from the prognostic model may stimulate an open conversation and provide evidence of why treatment is judged to be medically inappropriate, promoting the synchronization between medical teams, patients, and families [59].

Limitations

This study has several limitations. First, compared to RCTs and other observational studies, the EMR-based study had real-life data challenges including missing or inaccurate values and sparse data. It is possible that some longitudinal clinical data were missing for certain patients in our EMR data warehouse, where the uncoded mortality cases could be outliers of the model and affect accuracy.

Second, the population aged 65 years and older in the United States has different distributions of race (white: 83.1% vs 80.7%; black: 9.1% vs 0.2%; Asian: 4.27% vs. 13.5%) and comorbidities (cancer: 0.2% vs 0.6%; diabetes: 25.9% vs 4.7%) than the population of our study, which focused on older patients in Maine [60]. Recalibration and other necessary adjustments would be needed before leveraging the model validated with the population in the state of Maine to other regions of the United States. Using a cohort with race and comorbidity distribution similar to the United States, we shall build a more transferrable model.

Third, cost calculations were based on estimates from the literature rather than medical claims data. Using state cost averages that included items such as type of chemotherapy or laboratory costs, these estimates provided a justifiable approximation of the overall impact on 1-year cost.

Conclusions

Our prognostic model, prospectively validated for identifying elderly patients at risk for mortality, had a good predictive ability and generalized well among the elderly population (≥65 years) in the state of Maine. We identified statistically significant and clinically meaningful risk factors to help predict mortality and support clinical decision making by grouping high-risk patients based on clinical history. This tool should be a valuable adjunct for helping patients make better quality-of-life choices and alerting caregivers to target better interventions and counseling to individuals at high risk for mortality.
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Abstract

Background: At the point of care, evidence from randomized controlled trials (RCTs) is underutilized in helping clinicians meet their information needs.

Objective: To design interactive visual displays to help clinicians interpret and compare the results of relevant RCTs for the management of a specific patient, and to conduct a formative evaluation with physicians comparing interactive visual versus narrative displays.

Methods: We followed a user-centered and iterative design process succeeded by development of information display prototypes as a Web-based application. We then used a within-subjects design with 20 participants (8 attendings and 12 residents) to evaluate the usability and problem-solving impact of the information displays. We compared subjects’ perceptions of the interactive visual displays versus narrative abstracts.

Results: The resulting interactive visual displays present RCT results side-by-side according to the Population, Intervention, Comparison, and Outcome (PICO) framework. Study participants completed 19 usability tasks in 3 to 11 seconds with a success rate of 78% to 100%. Participants favored the interactive visual displays over narrative abstracts according to perceived efficiency, effectiveness, effort, user experience and preference (all P values <.001).

Conclusions: When interpreting and applying RCT findings to case vignettes, physicians preferred interactive graphical and PICO-framework-based information displays that enable direct comparison of the results from multiple RCTs compared to the traditional narrative and study-centered format. Future studies should investigate the use of interactive visual displays to support clinical decision making in care settings and their effect on clinician and patient outcomes.

(J Med Internet Res 2018;20(6):e10507) doi:10.2196/10507
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Introduction

Background

At the point of care, clinicians have many clinical questions that they are unable to answer with the best available evidence [1]. Unanswered questions are missed opportunities to improve patient care decisions and for just-in-time learning [2]. Primary literature resources (eg, PubMed) contain answers to most of these questions [3], but their use at the point of care is still limited due to barriers such as lack of time and significant cognitive effort imposed by the evidence search and interpretation process [4,5].

Abstracts in scientific manuscripts are typically presented according to the well-established “background, introduction, methods, results, discussion, conclusion” structure [6]. However, this study-centered structure may not be optimal to support clinicians’ patient-centered conceptual models. The average time for clinicians to look up clinical questions on PubMed ranges from 5 to 60 minutes [7]. In addition, clinicians report high levels of dissatisfaction with their information seeking experience [8,9]. Ultimately, clinicians’ challenges in consuming evidence from the primary literature may contribute to slowing the translation of scientific evidence [10].

Few studies have examined optimal methods for displaying the results of clinical research reports. Prior work regarding primary literature has focused on displaying systematic reviews and investigating different methods of displaying results across studies, such as short summaries [11–13], tables [14–19], and harvest plots [20]. One recent study examined a novel presentation of clinical trial reports that restructured the visualization into several panels (ie, study purpose, process model and data grid for viewing results, statistical methods, and result interpretations). Using this visualization, translational researchers spent less time understanding and interpreting the clinical trials but maintained the same accuracy [21]. In general, very few of those studies have used any theory to drive their work.

The purpose of this study was to investigate alternative display approaches to present relevant information from randomized controlled trials (RCTs) to support clinical decision-making. Overall, we hypothesized that interactive visual displays would reduce clinicians’ cognitive workload in interpreting RCTs compared with narrative RCT abstracts. Building on Slager et al’s exploratory study on static tabular displays [22], we employed information foraging theory [23] and information visualization techniques to design a high-fidelity prototype with interactive visual displays of RCT results. The information displays were designed to help clinicians rapidly review, synthesize, and compare the results of relevant RCTs for the treatment of a specific patient. In this study, we described the RCT information displays and addressed the following three research questions: (1) Is the interface usable? (2) Is there a difference in perceived efficiency, effort, effectiveness, user experience, and preference between interactive visual displays and narrative abstracts? and (3) Do clinicians' perceived user experience, efficacy, effort, and effectiveness predict their intention to use interactive visual displays?

Theoretical Framework

The design of the information displays was based upon information foraging theory [23], Shneiderman’s information visualization principles [24], and the Population, Intervention, Comparison, and Outcome (PICO) framework [25]. Information foraging theory was initially proposed for Web designers [26]. Based on an analogy with animals’ foraging, information foraging theory indicates that information seekers use information scent (ie, cues indicating the existence of easily accessible and relevant information) to select information patches to explore maximizing the value (ie, perceived utility of the information) to cost (ie, time and effort required to explore the patch) ratio [23]. Within a certain patch, the concentration of relevant information can be increased through a process called information patch enrichment (eg, use of filters). Information foraging theory is grounded on the Holling Disc Equation, which equals the ratio of the total net amount of valuable information gained to the sum of the total amount of time spent between-patches and within-patches [27]. Shneiderman proposed an information visualization principle according to which information displays should first provide an information overview, with the ability to zoom and filter, and then retrieve details on demand [24].

RCTs are the highest-level evidence in evidence-based medicine [28]. The PICO elements are key components of the Consolidated Standards of Reporting Trials (CONSORT) statement for reporting the quality of RCTs [29]. In addition, the PICO elements have been identified in multiple studies as the critical elements of an RCT [30–32] and are almost ubiquitous within medical journal abstracts [31]. PICO has been reported to be a more effective search input format than the standard PubMed search interface for answering clinical questions [25,33]. More recently, Slager et al found that clinicians favored a PICO-based tabular display over the typical narrative abstracts reported in scientific journals [22].

Methods

Overview

Our study had two phases. The first phase was the process of designing and implementing the information displays. The second was an experimental formative evaluation assessing usability and problem-solving impact. The second phase included three stages: (1) usability test of the interactive visual displays; (2) problem solving for two case vignettes comparing narrative abstracts versus interactive visual displays; and (3) a poststudy questionnaire (Figure 1).

Phase One: Design of the Interactive Visual Displays

Design

We followed a user-centered and iterative design process with feedback from informatics students, clinicians, and human factor experts. The study authors (three informatics and human factors specialists and four informatics students; five with clinical backgrounds) designed the first several iterations, followed by feedback from three independent informatics researchers with clinical backgrounds.
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We started with low-fidelity prototypes that were designed with user interface mockup software (NinjaMock) [34] and a free website builder (Wix) [35]. After approximately 50 design-feedback iterations, the information displays evolved into a high-fidelity interactive prototype: a Web-based application implemented in HTML, CSS, JavaScript, and an open-source third party graphic library called Highcharts [36].

**Data Structure**

First, we searched a set of RCTs in PubMed related to three clinical case vignettes that were used in the evaluation phase. Next, we manually extracted data, including PICO elements, from each of the selected RCTs. The following data were extracted from each RCT on a spreadsheet: PMID, journal, publication date, study title, study acronym, population inclusion criteria, population age, study sample size, study country, aim, and main conclusion. For study arms, we extracted the study arm intervention and number of participants. For each study arm, we extracted name and results of all major outcome measures, overall adverse event rate, and most common adverse events. Last, we designed an Extensible Markup Language (XML) schema to represent the RCT data, created XML instances for each RCT, and transformed the XML instances into Java Script Object Notation format for consumption by the application. The RCTs used in the prototype were manually searched and selected, as the purpose of the study was to compare the information displays as opposed to search engines. RCT data were manually extracted since the purpose of the study was not to investigate automated methods to extract PICO elements.

**Phase Two: Formative Evaluation Comparing Narrative Abstracts Versus Interactive Visual Displays**

For formative evaluation, we used a within-subjects experimental design. The within-subjects design has advantages over a randomized, between-subjects design: it has higher statistical power, requiring a smaller sample size; and it enables participants to directly compare two designs. We tested the usability of the interactive visual displays and compared subjects’ perceptions about narrative abstract displays versus interactive visual displays for clinical problem solving using case vignettes.

**Study Setting**

Formative evaluation sessions were conducted via online meetings using a Web meeting software (WebEx). Participants accessed an instance of the interactive visual displays hosted at the University of Utah Center for High Performance Computing [37]. The Uniform Resource Locator (URL) was shared with participants at the beginning of the evaluation sessions.

**Participant Recruitment**

We recruited 20 participants (8 attending physicians and 12 residents) who had not previously been exposed to the interactive visual displays (see Multimedia Appendix 1, Table A1). Participants were recruited from the Departments of Family Medicine at the University of Utah and Partners Healthcare via announcements that were sent to departmental email lists. We also employed the snowball sampling technique which asked study participants to promote the study among their colleagues. All participants received a US $100 incentive to participate in the study sessions. A previous study with a similar design [22] demonstrated that 20 participants were enough to detect a moderate difference between interactive visual displays and narrative displays with a power of 0.80.

**Information Displays Evaluation Procedure**

We randomized participants to the order of presentation of the two tools and to the vignette-tool assignment. Each session began with a brief introduction about the study and a short one-page PDF tutorial explaining how to use the interactive visual displays. To ensure consistency, verbal instructions were read from a predefined script for each session. Each formative evaluation session included three stages: (1) usability test of the interactive visual displays; (2) problem solving for two case vignettes comparing narrative abstracts versus interactive visual displays; and (3) a poststudy questionnaire assessing the participant’s perception of the efficiency, effort, effectiveness, user experience, and preference of interactive visual displays versus narrative abstracts. In the first two stages, the participants were asked to share their screens via WebEx, and their screen interactions were recorded for data analysis. In the third stage, participants were asked to stop screen-sharing while answering the poststudy questionnaire to ensure anonymity and minimize the Hawthorne effect. A waiver of written consent was approved by the Institutional Review Board of the University of Utah. Participants provided verbal consent before the study session.

**Case Vignettes and RCTs**

We prepared three case vignettes (Table 1), which presented challenges related to patient treatment. The vignettes were obtained from the literature and adapted by clinicians in our team. For each case vignette, we searched for potentially relevant RCTs using PubMed’s Clinical Query treatment filter and a Medical Subject Heading (MeSH) term that matched the main disease of the case.
Table 1. Case vignettes used in the formative evaluation.

<table>
<thead>
<tr>
<th>Case vignette</th>
<th>Stage Used</th>
<th>Complexity</th>
<th>Designer</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute coronary syndrome</td>
<td>Usability</td>
<td>Easy</td>
<td>Article author (PU)(^b)</td>
<td>2</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>Problem solving</td>
<td>Complex</td>
<td>Adapted from Medscape [38]</td>
<td>10</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>Problem solving</td>
<td>Complex</td>
<td>Adapted from Hirsch et al [39]</td>
<td>10</td>
</tr>
</tbody>
</table>

\(^a\)The complexity level of each vignette was determined by the number of factors involved in each treatment case.

\(^b\)PU refers to co-author Prasad Unni.

We manually screened the retrieved articles for RCTs on the diseases of interest and presented the same RCTs in the same order, both within PubMed and the interactive visual displays. The case vignettes and selected RCTs are available in Multimedia Appendix 1 (case vignettes).

**Stage One: Usability of Interactive Visual Displays**

We developed 19 tasks to test the usability of the key information and features provided by interactive visual displays. Most of the tasks required participants to perform an action (eg, highlight, access, switch). We read the tasks aloud one-by-one to each participant and let them complete the tasks independently without assistance. We measured the time spent and success on each task. We also tape recorded the session and transcribed participants’ comments.

**Stage Two: Problem Solving**

Participants were told that the rheumatoid arthritis and diabetes mellitus cases are relatively complex and that there are multiple reasonable treatment options for each case. We asked each participant to complete this stage in no more than 10 minutes in order to simulate the time pressure of a real patient visit [1,40]. We notified participants when there were 3 minutes and 1 minute left to finish the session. Within each case vignette session, participants could go back to the vignette description at any time.

For PubMed, participants were given a hyperlink that gave access to a search results page with the 10 RCTs in PubMed’s default search results display format (see Multimedia Appendix 1, Figure A1). No washout time was provided between the two case vignettes. At the end of the problem-solving stage, we asked each participant to provide a summary of the evidence they found and their decision about the treatment for the patient.

**Stage Three: Participant Information-Seeking Experience Questionnaire**

In this stage, we asked participants to complete an online REDCap [41] questionnaire regarding their information-seeking experiences with the tools. The questions (see Multimedia Appendix 1, “Post Evaluation Survey”) were adapted from the System Usability Scale [42], the National Aeronautics and Space Administration (NASA) Task Load Index (NASA-TLX) tool [43], and from Slager et al [22]. Two versions of the questionnaire were used, depending on which tool the participant was randomly assigned to use first. Each participant only needed to complete one survey.

The questionnaire started with items about participants’ demographics, experience with cases in the domain of the vignettes, and experience with literature searching. Next, using 17 Likert scale items, participants were asked to rate interactive visual displays versus narrative abstracts according to perceived efficiency, effectiveness, effort, user experience, and preference. The anchors for each question juxtaposed narrative abstracts in PubMed on one end and interactive visual displays on the other with the direction of the anchor randomized. For example, the hypothesis that there would be a difference in perceived effectiveness for users between interactive visual displays and narrative abstracts was assessed by four survey items: (1) comprehend the meaning of the information presented well, (2) identify relevant information to understand the study, (3) effectively identify relevant RCTs from the search results, and (4) accomplish tasks with minimal friction. The results were constructed so that there were separate ratings for narrative abstracts and interactive visual displays for each question by centering the scores for both displays separately. Participants were then asked to rate the intention to use and learnability of using interactive visual displays on a 1 (“Strongly Disagree”) to 9 (“Strongly Agree”) scale. Scales were created for each of the constructs as the sum of the ratings given to each of the items in the construct. We reported internal reliability for the scales using Cronbach alpha (Table 2). Last, participants were asked to provide suggestions for improving interactive visual displays.

**Data Analysis**

We analyzed the usability results and the Likert scale items in problem solving to address the following questions below. We performed all statistical analyses using IBM SPSS Statistics Premium 24 [44].

**Is the Interface Usable?**

We conducted both qualitative and quantitative analyses to answer this question. We employed a qualitative analysis software (ATLAS.ti [45]) to code, categorize, and analyze users’ verbalizations in the usability stage. To establish reliability for success and time measures, two authors (JB and DB) developed and tested coding protocols and employed the Cohen kappa and Pearson’s correlation coefficient (PCC) to measure the interrater agreements. When both measurement metrics reached 0.80, we split the remaining sessions between coders in order to reduce the workload. For each task, we reported the mean, standard deviation, median, and range for the time spent and reported the success rate. We analyzed the correlation between the experience with literature searching and success rate of the usability tasks, and also categorized the open-ended comments and reported the descriptive statistics.
Table 2. Construct items and Cronbach alpha.

<table>
<thead>
<tr>
<th>Construct and items</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experience with cases in the domain of the vignettes</strong></td>
<td>.793</td>
</tr>
<tr>
<td>Dealing with patients in the same clinical domain of the narrative abstracts case vignette</td>
<td></td>
</tr>
<tr>
<td>Dealing with cases with similar clinical complexity as in the case presented in the narrative abstracts vignette</td>
<td></td>
</tr>
<tr>
<td>Dealing with patients in the clinical domain of the interactive visual display case vignette</td>
<td></td>
</tr>
<tr>
<td>Dealing with cases with similar clinical complexity as in the case presented in the interactive visual display vignette</td>
<td></td>
</tr>
<tr>
<td><strong>Experience with literature searching</strong></td>
<td>.870</td>
</tr>
<tr>
<td>Experience in using computers for work activities</td>
<td></td>
</tr>
<tr>
<td>Experience in using medical literature search tools in general (eg, PubMed, UpToDate)</td>
<td></td>
</tr>
<tr>
<td>Experience in using PubMed for medical literature search</td>
<td></td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>.877</td>
</tr>
<tr>
<td>Scan the information quickly</td>
<td></td>
</tr>
<tr>
<td>Quickly obtain the gist of the study findings</td>
<td></td>
</tr>
<tr>
<td>Locate information rapidly</td>
<td></td>
</tr>
<tr>
<td>Interpret individual RCT(^a) results quickly</td>
<td></td>
</tr>
<tr>
<td>Quickly compare the results of multiple RCTs</td>
<td></td>
</tr>
<tr>
<td>Quickly determine study relevance for the case vignette</td>
<td></td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td>.921</td>
</tr>
<tr>
<td>Comprehend the meaning of the information presented well</td>
<td></td>
</tr>
<tr>
<td>Identify relevant information to understand the study</td>
<td></td>
</tr>
<tr>
<td>Effectively identify relevant RCTs from the search results</td>
<td></td>
</tr>
<tr>
<td>Accomplish tasks with minimal frustration</td>
<td></td>
</tr>
<tr>
<td><strong>Effort</strong></td>
<td>.823</td>
</tr>
<tr>
<td>Spend the least degree of mental effort</td>
<td></td>
</tr>
<tr>
<td>Accomplish task effortlessly</td>
<td></td>
</tr>
<tr>
<td><strong>User experience</strong></td>
<td>.921</td>
</tr>
<tr>
<td>Be satisfied with the presentation (ie, format of the display) of the information</td>
<td></td>
</tr>
<tr>
<td>Easily use the user interface</td>
<td></td>
</tr>
<tr>
<td>Enjoy exploring information</td>
<td></td>
</tr>
<tr>
<td>Have fun seeking information to find answers</td>
<td></td>
</tr>
<tr>
<td><strong>Intention to use</strong></td>
<td>.971</td>
</tr>
<tr>
<td>Help me with clinical decisions for specific patients</td>
<td></td>
</tr>
<tr>
<td>Find evidence during patient consultations</td>
<td></td>
</tr>
<tr>
<td>Find evidence after patient consultations</td>
<td></td>
</tr>
<tr>
<td>Prepare for patient appointments</td>
<td></td>
</tr>
<tr>
<td>Prepare for patient rounds</td>
<td></td>
</tr>
<tr>
<td>Prepare for teaching</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\text{RCT: randomized controlled trial.}\)

Is There a Difference in Perceived Efficiency, Effort, Effectiveness, User Experience and Preference Between Interactive Visual Displays and Narrative Abstracts?

We employed the paired t-test to assess differences in ratings for each variable. We also assessed if there was a difference between interactive visual displays and narrative abstracts after controlling for years of expertise, tool presentation order, clinical role, experience with literature searching, and experience with cases in the domain of the vignettes.
Do Clinicians’ Perceived User Experience, Efficacy, Effort, and Effectiveness Predict Their Intention to Use Interactive Visual Displays?

To answer this question, we regressed intention to use on user experience, efficacy, effort, and effectiveness.

Results

Interactive Visual Displays

Following Shneiderman’s principles, the interactive visual displays provided information overviews and filters with the option to retrieve details on-demand. These principles guided the design of each of the features in Table 3. These features are operationalized in one of five information displays, which are article list, text summary, comparison table, efficacy graph, and side effects graph. The displays can be launched for each case vignette by clicking on the “i” icons at our website [37]. Figures 2-4 depict the features listed in Table 3. A drop-down menu is used for switching between five information displays. Article list and text summary information displays aim to help users judge the relevance of an RCT based on the study patient characteristics and the interventions under investigation. The comparison table, efficacy graph, and side effects graph information displays allow users to compare the results of relevant RCTs side-by-side. To avoid visual cluttering, we limited the maximum number of studies to four that can be displayed in the comparison table, efficacy graph, and side effects graph information displays.

Formative Evaluation

The formative evaluation results are structured according to the research questions.

The Interface is Usable

After two WebEx recording sessions (one resident and one attending) were coded and analyzed by DB and JB independently, the interrater agreement Cohen kappa (1.00) and PCC (0.92) were higher than the threshold established a priori, so we split the coding of the remaining recording sessions between two coders. Overall, the participants were able to solve each of the 19 usability tasks within a median time of 3 to 11 seconds, and a success rate of 78% to 100% (Table 4).

Table 3. Design principles that inspired each feature in the interactive visual displays.

<table>
<thead>
<tr>
<th>Information display</th>
<th>Feature</th>
<th>Design principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article list</td>
<td>Information about study population and interventions</td>
<td>Information scent</td>
</tr>
<tr>
<td>Article list</td>
<td>Hyperlink to full abstract within PubMed</td>
<td>Details on demand</td>
</tr>
<tr>
<td>Article list</td>
<td>Ability to select specific, most relevant studies for further visualization</td>
<td>Information patch enrichment, filter and zoom</td>
</tr>
<tr>
<td>Comparison table</td>
<td>Population, Intervention, Comparison, and Outcome (PICO) table structure</td>
<td>Information scent</td>
</tr>
<tr>
<td>Comparison table</td>
<td>Hyperlink to full abstract within PubMed and hyperlink to efficacy and side effect graph</td>
<td>Details on demand and zoom</td>
</tr>
<tr>
<td>Efficacy graph/side effects graph</td>
<td>Ability to choose different outcome measures or side effects</td>
<td>Information scent and zoom</td>
</tr>
</tbody>
</table>

Figure 2. Article list table with trials on various treatments for diabetes mellitus. This display is the landing page of the information displays. It provides a table with the title, patient population, and study arms of each study. The goal is to allow clinicians to quickly scan each study and select relevant ones for further review.
**Figure 3.** Comparison table display with four trials on various treatments for diabetes mellitus. This display contains key elements of selected studies in a tabular format according to the Population, Intervention, Comparison, Outcomes (PICO) framework [29-32]. Studies are displayed in columns, and attributes of studies are displayed in rows. Study results for primary outcomes and adverse events are represented in bar graphs [46]. Hovering over a bar brings up a callout with details on the intervention of the selected study arm. The scale of each measure is normalized across all studies to enable direct visual comparison. An illustration of the comparison table display for randomized controlled trials on rheumatoid arthritis is available in Multimedia Appendix 1, Figure A2.

<table>
<thead>
<tr>
<th>Study</th>
<th>Type 2 diabetes mellitus (DM2) on Metformin (1500 mg/day or more) plus Iglimepride 4 mg/day or more</th>
<th>DM2 with hemoglobin A1c (HbA1c) 7.5-12%</th>
<th>DM2 with HbA1c 7.5-12%</th>
<th>DM2 on Metformin (1500mg/day or more) HbA1c: 6.7 - 10.3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size (completed/randomized (%))</td>
<td>299/318 (94%)</td>
<td>518/603 (86%)</td>
<td>552/641 (86%)</td>
<td>370/400 (93%)</td>
</tr>
</tbody>
</table>

**Intervention**

<table>
<thead>
<tr>
<th>Arm 1</th>
<th>Placebo</th>
<th>Metformin 500mg Twice Daily + Placebo</th>
<th>Metformin 500mg Twice Daily + Placebo</th>
<th>Placebo + Metformin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm 2</td>
<td>Vildagliptin 50 mg Twice Daily + Metformin 1500 mg/day or more + Iglimepride 4 mg/day or more</td>
<td>Vildagliptin 5mg Daily + Placebo</td>
<td>Vildagliptin 10mg Daily + Placebo</td>
<td>Vildagliptin 10 mg Daily + Metformin</td>
</tr>
<tr>
<td>Arm 3</td>
<td>Dapagliflozin 5mg Daily + Metformin XR</td>
<td>Dapagliflozin 10mg Daily + Metformin XR</td>
<td>Dapagliflozin 5 mg Twice Daily + Metformin</td>
<td></td>
</tr>
</tbody>
</table>

**Results (Efficacy Chart)**

- **HbA1c (%):**
  - Arm 2: Vildagliptin 50 mg Twice Daily + Metformin 1500 mg/day or more + Iglimepride 4 mg/day or more @ 24 weeks: -1.01% (2012) |
  - Arm 1: -1.20% (2012)
  - Arm 3: -0.45% (2012)

- **FPG (mg/dl):**
  - Arm 2: -20.48 (2012)

- **Weight Change (kg):**
  - Arm 2: -0.89 (2012)
  - Arm 1: -0.80 (2012)
  - Arm 3: -0.37 (2012)

**Conclusion**

Vildagliptin significantly improved glycemic control in patients with T2DM inadequately controlled with metformin plus glimepride combination. In treatment-naïve patients with T2D, dapagliflozin plus metformin was generally well tolerated and effective in reducing HbA1c, FPG and weight. In treatment-naïve patients with T2D, dapagliflozin plus metformin was generally well tolerated and effective in reducing HbA1c, FPG and weight. Dapagliflozin 2.5 or 5 mg twice daily added to metformin was effective in reducing glycemic levels in patients with type 2 diabetes inadequately controlled with metformin alone.
Figure 4. **Efficacy graph** display (top) and **side effects graph** display (bottom) with four trials on various treatments for diabetes mellitus. These two displays provide graphical comparisons of study primary outcomes and adverse effects respectively. Users can choose to set the bar graph for a specific outcome measure, overall adverse effects, or the most common adverse effect across all the arms of the selected studies.

**Experience with literature searching** was modestly correlated with success for the usability tasks ($r=0.417$, $P=.10$). A total of 14 out of 20 participants responded to the open-ended comments section, which we analyzed into categories. “Great tool” was the most frequent comment category (6 out of 14 participants), followed by “allow more than 4 studies for comparison” (5 out of 14 participants). Other less frequent comment categories included: request for more features, request for more information, request for clearer display, and prefer narrative abstracts in PubMed (see Multimedia Appendix 1, Table A2).

**Clinicians Favored Interactive Visual Displays Over Narrative Abstracts on Perceived Efficiency, Effectiveness, Effort, User Experience, and Preference**

The paired $t$-test results showed that clinicians favored interactive visual displays over narrative abstracts on all of the variables: efficiency $t_{(18)}=10.43$ (mean 7.86 vs 2.14, respectively), effectiveness $t_{(19)}=6.90$ (mean 7.36 vs 2.64), effort $t_{(19)}=8.24$ (mean 7.50 vs 2.50), user experience $t_{(19)}=7.94$ (mean 7.51 vs 2.49), and preference $t_{(19)}=8.62$ (mean 8.00 vs 2.00). All differences were significant ($P<.001$). Figure 5 displays the comparison results.

In addition, participants’ years of expertise, tool presentation order, clinical role, experience with literature searching, and experience with cases in the domain of the vignettes were not correlated with any of the participants’ perception variables (all $P$ values $>.05$; Multimedia Appendix 1, Table A3), which indicates that there is no need to control for these factors when comparing the difference between the two tools.

**Do Clinicians’ Perceived User Experience, Efficacy, Effort, and Effectiveness Predict Their Intention to Use Interactive Visual Displays?**

A scale for **intention to use** was created from six variables and had a Cronbach alpha of .971 (Table 2). We regressed intention to use on user experience, efficacy, effort, and effectiveness. The stepwise linear regression, which removes the variable with the highest beta weight sequentially, showed that **efficiency** was the only item that entered the prediction model ($R^2_{(16)}=0.661$, $t=5.59$, $F_{(16)}=31.26$ and $P<.001$) after controlling for all others.
Table 4. Time to completion (in seconds) and completion success rate for 19 usability tasks.

<table>
<thead>
<tr>
<th>Usability task</th>
<th>Average time, seconds (SD)</th>
<th>Median time, seconds (range)</th>
<th>Success rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>On the Article list format</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highlight the study arms of the first study</td>
<td>7 (5)</td>
<td>5 (3-18)</td>
<td>83</td>
</tr>
<tr>
<td>Highlight the population of the second study</td>
<td>7 (14)</td>
<td>3 (1-59)</td>
<td>89</td>
</tr>
<tr>
<td>Access the PubMed abstract of the first study</td>
<td>7 (6)</td>
<td>4 (3-21)</td>
<td>82</td>
</tr>
<tr>
<td>This tool provides a textual summary of RCTs(^a). Please find out how to switch to the text summary of the two listed studies.</td>
<td>4 (1)</td>
<td>4 (2-6)</td>
<td>83</td>
</tr>
<tr>
<td><strong>On the Text summary format</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is the RCT publication journal and year of the first study?</td>
<td>7 (6)</td>
<td>5 (2-26)</td>
<td>100</td>
</tr>
<tr>
<td>Highlight the aim and conclusion of the second study</td>
<td>3 (1)</td>
<td>4 (1-6)</td>
<td>100</td>
</tr>
<tr>
<td>This tool also provides comparison views for multiple RCTs. Please switch to the comparison view for the two listed studies.</td>
<td>4 (3)</td>
<td>3 (1-13)</td>
<td>94</td>
</tr>
<tr>
<td><strong>On the Comparison table format</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highlight the study population of the first study</td>
<td>6 (2)</td>
<td>6 (2-10)</td>
<td>83</td>
</tr>
<tr>
<td>Highlight the study with the largest sample size</td>
<td>4 (3)</td>
<td>4 (1-14)</td>
<td>100</td>
</tr>
<tr>
<td>Highlight the research arms of the second study</td>
<td>5 (2)</td>
<td>5 (2-9)</td>
<td>94</td>
</tr>
<tr>
<td>Identify one of the study endpoints reported in both studies</td>
<td>8 (5)</td>
<td>7 (3-20)</td>
<td>83</td>
</tr>
<tr>
<td>Within trial 1, which <em>drug therapy</em> resulted in greatest total cholesterol reduction?</td>
<td>11 (10)</td>
<td>9 (3-44)</td>
<td>78</td>
</tr>
<tr>
<td>Which <em>drug therapy</em> across the two trials showed the best response in terms of total cholesterol reduction?</td>
<td>6 (4)</td>
<td>5 (2-17)</td>
<td>78</td>
</tr>
<tr>
<td>Which <em>drug therapy</em> across the two trials showed the best response in terms of high density lipoprotein increase?</td>
<td>12 (7)</td>
<td>11 (4-25)</td>
<td>100</td>
</tr>
<tr>
<td>Highlight the conclusion of the first trial</td>
<td>4 (5)</td>
<td>3 (1-23)</td>
<td>100</td>
</tr>
<tr>
<td>This tool also provides graphical visualization of RCTs. Please switch to the graphical view.</td>
<td>5 (3)</td>
<td>5 (2-12)</td>
<td>89</td>
</tr>
<tr>
<td><strong>On the Efficacy graph format</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set the graph to show LDL(^b) outcomes</td>
<td>4 (2)</td>
<td>3 (1-8)</td>
<td>83</td>
</tr>
<tr>
<td>Which drug regimen across the two trials showed the greatest reduction in LDL?</td>
<td>4 (2)</td>
<td>3 (1-10)</td>
<td>100</td>
</tr>
<tr>
<td>Switch back to the main menu</td>
<td>3 (1)</td>
<td>3 (1-6)</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.

\(^b\)LDL: low density lipoprotein.
Discussion

Summary
The goal of this work was to design a novel information display to help clinicians interpret, compare, and apply evidence from RCTs in clinical settings. We previously investigated a static structured PICO table for representing clinical trial reports and found that clinicians preferred a tabular PICO display over PubMed’s default search results display [22]. We choose PubMed’s default search results display as a baseline based on two reasons: (1) PubMed is the most widely used resource for browsing the biomedical literature, including RCT publications; and (2) PubMed is representative of resources in the same category (e.g., Ovid, EBSCO, Scopus) since biomedical literature databases rely on the same narrative abstracts provided by biomedical journals. In this current study, we added graphical and interactive features to the previous static structured display and conducted a formative evaluation with 20 physicians in a simulation setting with case vignettes. Our results showed that when interpreting and applying research findings to patient care, physicians strongly preferred interactive visual displays that enable direct comparison of the results from multiple RCTs over narrative abstracts.

Information Processing Issues
Our findings suggest that the cognitive tasks involved in reviewing the literature are perhaps more complex than we had previously been aware. The tasks may involve a compilation of information processing goals (epistemic goals) that vary according to the clinical situation. Human information processing is essentially goal-oriented, so tailoring information to address specific goals is important [47]. Prior work in this area has found that task problem-solving is the most common information need in this context [48]. Our work suggests that displays that show adverse events, results by specific outcomes, and population descriptions by experimental arm match the information processing goals of clinicians seeking research information for medication decision-making.

In addition to exploring information processing goals, our results also suggest the need for further exploration of risky decision-making in work settings. One area that might be particularly fruitful is the well-established and robust findings from research in the “description-experience gap” [49]. This body of research has found large differences in decision-making between choices based on experience versus choices based on the provision of descriptive information. In general, physicians may weigh the probability of a loss (adverse events) and gain (treatment effectiveness) differently when being presented evidence rather than from their experience. Examining how displays can improve the accuracy of decision-making probability estimates is also an area of further research [49].

Information Foraging and information visualization principles (listed in Table 3) guided this study. Participants’ preference for interactive visual displays can be attributed to the following reasons. First, interactive displays, as the central piece of visual analytics [50], provide clinicians with multiple advantages [51,52]. For example, with the interactive functions, only relevant information is presented up-front, and further details can be provided on demand. Second, the use of graphics reduces clinicians’ cognitive effort when interpreting the results of multiple clinical trials [53]. In our displays, users can make direct comparisons both between and within clinical trials on the same display, thereby minimizing working memory overload [54]. Third, the PICO framework has been recommended to clinicians when formulating evidence-based clinical questions [25]. Therefore, our PICO tabular displays provide a consistent structure that is compatible with clinicians’ mental models, facilitating their understanding of the gist of the evidence presented in RCTs [55].

Technology Adoption
According to the technology acceptance model proposed by Davis [56] and expanded on by the unified theory of acceptance and use of technology [57], perceived ease-of-use (PEOU), performance beliefs (i.e., how well does it help me do my task), perceived effort, and social norms predict the actual use of a new technology. Findings from our usability study (PEOU) suggest that the prototype is easy to use. Most participants...
completed the usability task correctly within a short period of time, with minimal training. In the clinical problem-solving session (performance beliefs and effort), participants’ preference of the interactive visual displays was significantly higher than the narrative displays according to several perceived ability measurements. The performance of perceived ability measurements was not correlated with any of the clinicians’ characteristics, suggesting that our finding is generalizable to a different range of users. The within-subjects design with randomized vignette assignment and tool presentation order minimized the impact of the participant’s individual differences. We did not measure social norms. In sum, the interactive visual displays have the potential to ease clinicians’ effort to interpret evidence from the primary literature at the point of care.

The stepwise regression analysis of the clinical problem-solving stage showed that efficiency was the only factor that predicted intention to use. Multicollinearity analysis also showed that only one dimension exists, which means that all predicting factors are correlated with each other. It is likely that perceived efficiency or effectiveness is the most general latent variable. It is possible that all of the poststudy questions measure the participants’ general attitude towards the tool with little distinction among factors.

Implications for the Reporting of RCTs

Our study findings add to the growing evidence supporting alternative information display formats to convey the gist of clinical studies [11-22], suggesting that the standard format of scientific reporting, especially for article abstracts, is worth reconsidering. The ideal abstract display format should match clinicians’ mental models to reduce cognitive workload in interpreting clinical study results. Much progress has been made with the increased adoption of structured abstracts, which are more readable, easier to search, preferred by readers, and easier to peer review than traditional unstructured abstracts [58,59]. Our findings suggest that interactive visual displays could further improve the presentation of summaries of clinical studies. One important challenge in enabling interactive visual displays of clinical studies is the lack of a widely adopted standard data model for reporting study methods and results in a computable format. National clinical trial registries such as ClinicalTrials.gov have taken an important step towards the implementation of structured reporting. However, several challenges still exist, such as automatically extracting key study data from clinical trial registries [60], incomplete linkage between clinical trial publications and clinical trial registration [61], and time delay between clinical trial publication and reporting of results in clinical trial registries [60]. Increasing requirements for structured reporting of clinical trials could be a possible solution. For example, core clinical journals could adopt and require structured reporting of clinical trial results using a common computable data model.

Limitations

This study has several limitations. First, we have not analyzed how much time participants spent looking at each component or piece of information in the information displays. Methods based on eye-tracking devices can be used in future studies to provide deeper insight into how users process the information presented on the screen. Second, the case vignettes did not have a single right or wrong answer, so it was impossible to measure the effect of the interactive visual displays on the accuracy of clinical decisions. Nevertheless, the vignettes were purposefully complex to stimulate a challenging information-seeking experience. Third, in this simulation study, we limited the information displays to 10 studies per case vignette. In real search sessions, the number of studies in a search result can be much higher.

Future Work

The RCT data under the interactive visual displays were manually extracted from a limited set of hand-selected RCTs. Future work is needed to automate the RCT data extraction process, leveraging resources such as ClinicalTrials.gov or RCT data extraction algorithms [60,62-64]. This work is underway, with a prototype currently available. Future studies should also implement the interactive visual displays in clinical settings and investigate their effect on clinicians’ patient care decisions and clinical outcomes.

Conclusion

This study shows that when interpreting and applying research findings to patient care, physicians preferred graphical, interactive, and PICO-framework-based information displays that enable direct comparison of the results from multiple RCTs compared to the traditional narrative format of article abstracts. Future studies should investigate the use of these displays in clinical care settings and their effect on improving clinicians’ patient care decisions and clinical outcomes.
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Abstract

Background: Recent content analyses of YouTube postings reveal a proliferation of user generated videos with misleading statements about the health consequences of various types of nontraditional tobacco use (eg, electronic cigarettes; e-cigarettes).

Objective: This research was aimed at obtaining evidence about the potential effects of YouTube postings about tobacco products on viewers' attitudes toward these products.

Methods: A sample of young adults recruited online (N=350) viewed one of four highly viewed YouTube videos containing misleading health statements about chewing tobacco, e-cigarettes, hookahs, and pipe smoking, as well as a control YouTube video unrelated to tobacco products.

Results: The videos about e-cigarettes and hookahs led to more positive attitudes toward the featured products than did control videos. However, these effects did not fully translate into attitudes toward combustive cigarette smoking, although the pipe video led to more positive attitudes toward combustive smoking than did the chewing and the hookah videos, and the e-cigarette video led to more positive attitudes toward combustive cigarette smoking than did the chewing video.

Conclusions: This research revealed young people's reactions to misleading claims about tobacco products featured in popular YouTube videos. Policy implications are discussed.

(J Med Internet Res 2018;20(6):e229) doi:10.2196/jmir.9959
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Introduction

The study of media influences on smoking among adolescents and young adults has a long history of uncovering significant health threats [1,2]. Although these findings, along with regulatory efforts, have contributed to the decline of tobacco portrayal (mostly cigarettes) in cinema and on television since 1950 [3,4], emerging media such as the internet remain largely unregulated [5,6]. For example, many noncommercial internet materials generated by community members minimize or misrepresent the negative health consequences of tobacco use, either through omission (eg, not noting the negative health consequences [5,7-9]), or through commission (eg, asserting that smoking is safe or even has health benefits [9-11]). The question guiding this research is:

What is the likely effect of such tobacco-friendly communications disseminated informally on the internet?

There is a rising suspicion that online exposure to user-generated content on YouTube shapes young people’s perceptions of tobacco [5-15]. There are at least three reasons for this concern. First, there are large numbers of tobacco-related messages on YouTube, with more messages presenting favorable rather than unfavorable views on tobacco [6-10,12,13,15-17]. Second, YouTube reports over one billion users who collectively watch...
hundreds of millions of hours of video per day [18]. Third, according to a recent survey, half of today’s teens cite YouTube as their favorite website [19]. Despite the potential influence of this large number of regularly viewed messages from an outlet that young people trust, little systematic research has elucidated the degree to which YouTube messages influence attitudes toward tobacco products. Such evidence is critical for future policy decisions about tobacco-related content presented on the internet [11,12,20].

Prior studies of tobacco messages on YouTube have provided invaluable qualitative analyses of content [6,7,10,12,13,16] and determined prevalence of tobacco messages [21]. The next step, however, is to ascertain if these messages can promote favorable attitudes toward tobacco products such as electronic cigarettes (e-cigarettes) and combustive cigarette smoking in young viewers. Research on alcohol use portrayals in social media has already shown harmful influences of internet content [22-24]. In the arena of tobacco, the most likely targets of influence are products of ambiguous health consequences in the eyes of the public. Recent surveys suggest that young adults regularly use one or more tobacco products such as hookahs and e-cigarettes [25-27], even though combustive cigarette use has declined [3,27]. Thus, we identified popular user-generated YouTube videos that contained misleading messages about products such as chewing tobacco, hookahs, and e-cigarettes. We then experimentally examined whether these videos create favorable attitudes toward the featured product. We focused on four different tobacco products: (1) chewing tobacco, (2) e-cigarettes, (3) hookahs, and (4) pipe smoking. Four highly viewed messages were selected and presented online to a sample of 18-to-24-year olds (N=350) with varied prior use of tobacco products.

Methods

Sample and Experimental Design

Four hundred and thirty participants aged 18-24 years in the United States completed the 15-minute study via Amazon Mechanical Turk [28]. The study was approved by the Institutional Review Board of the University of Pennsylvania. Participants were compensated US $1 for study completion. Researchers have found psychometric indicators of quality of Mechanical Turk data to be comparable to subject pools at research universities [29]. Nevertheless, we included two checks on participation quality [30]. To ensure that participants read the instructions, they were required to answer a question about their favorite color by clicking green and pink regardless of the instructions, they were required to answer a question about their favorite color by clicking green and pink regardless of their actual preferences. Failing to follow this instruction indicates that this, and possibly other instructions of questions, were not read. A second check ensured that participants actually watched the videos by indicating what was discussed. Participants responded to a checklist of products including the tobacco product that appeared in the video and indicated which products appeared or were mentioned. Participants failing either check (80/430, 18.6%) were excluded, producing a final sample size of 350. Comparisons between the excluded and retained participants indicated no significant differences in tobacco consumption or demographics.

Selection of Videos

A search of popular videos on YouTube using 136 tobacco-related search terms identified over 8000 videos after removing unrelated content. Search terms included “smoke,” “smoking,” “tobacco,” “cigarillo,” and colloquial terms for products such as “shisha” for hookah tobacco. Criteria for exclusion included the video having fewer than 20,000 views at the time of download, the video being in a language other than English or having no audio, a video not containing tobacco content, or a video not being retrievable due to a broken or inactive link. Using an Excel random number generator, of the 8000 eligible videos, 200 were selected for further coding. Three coders met a Krippendorff alpha reliability of K alpha > .91 for the classifications of videos into different types of claims. This coding identified four major types of misleading health messages from this sample of YouTube videos: (1) rejection of science (ie, evidence supporting the harmfulness of a tobacco product is faulty), (2) assertion of benefit (eg, tobacco can be healthy), (3) denial of harm (eg, tobacco is not harmful after all), or (4) presence of acceptable risks (eg, using tobacco is no riskier than other common activities).

We pinpointed 37 videos containing misleading portrayals of tobacco’s health consequences that lacked discernable brand affiliation or sponsorship. To ensure a varied sample of contents, we selected four videos representing each of the misleading categories. Within this selected set, two of the videos featured young adult white males and two featured adult white males. Within the selected set, videos were also representative of the major categories of misleading health claims that reached large audiences. In the selected videos, the source: (1) claimed that drinking green tea prevents mouth disease from chewing tobacco (denial of harm), (2) expressed skepticism toward scientific evidence that shisha contains harmful additives and that water filtration does not eliminate carcinogens (rejection of science), (3) suggested routine tasks like driving a car entail risks similar to pipe smoking (relative risk), or (4) asserted his status as a fitness expert while vaping (assertion of benefit). We selected videos that were popular without presenting expert sources. This selection allowed for the most stringent test of possible consequences of seemingly harmless amateur videos posted on YouTube. In addition to the lack of connection to a brand or sponsor, this selection also ensured a low probability of capturing commercial content.

The control video was not related to health. This YouTube video featured a demonstration about replacing a shower faucet and was similar in duration and features to the experimental videos. Videos were cropped to minimize background and edited into brief (approximately 20 seconds) segments. Screenshots and links to the videos appear in Figure 1.

Design

The conditions included five videos—four experimental videos and the control video—randomized between participants. Attitudes were measured after participants viewed one of the five videos. Specifically, in the experimental video conditions, we measured attitudes towards (1) chewing tobacco, (2) e-cigarettes, (3) hookahs, and (4) pipe smoking, depending on which was featured in the video. In the control video condition,
we measured attitudes towards (1) chewing tobacco, (2) e-cigarettes, (3) hookahs, and (4) pipe smoking in all cases. Attitudes toward combustive cigarette smoking were measured in all conditions even though combustive cigarettes were not featured.

**Measures**

**Tobacco Use**
We assessed use for the following products: cigarettes, cigars, pipe tobacco, chewing tobacco, hookah, and e-cigarettes. Participants first indicated which products they had ever tried. These measures were used to verify that the groups randomly assigned to conditions were indeed similar in experience.

---

**Figure 1.** YouTube videos.

*Chewing*  
https://youtu.be/PTGhKjr_Um0

*Hookahs*  
https://youtu.be/KzgxczT62FA

*Pipe*  
https://youtu.be/2JHZuxAaWOU

*E-Cigarettes*  
https://youtu.be/Y1nggdjK8to

*Control*  
https://youtu.be/DFAcfZtkoZk
Attitudes Toward Featured Tobacco Products

Attitudes toward tobacco use were measured with six semantic differential scales from 1 to 7, namely: harmful/ beneficial, wise/foolish, healthy/less healthy, enjoyable/unenjoyable, pleasant/unpleasant, and bad/good. Participants in experimental conditions reported their attitudes toward the product mentioned in their video condition. Participants in control conditions reported their attitudes toward each of the five products mentioned in the experimental videos. Negative items were reverse scored. Attitude scales had good internal consistency (alpha>.70) and were averaged to form overall indexes of attitudes toward the featured product in experimental conditions and toward each product in control conditions. In addition to the overall attitude scale, we created scales for only positively worded items, and scales for only negatively worded reverse-scored items. The attitudes towards chewing tobacco, pipes, hookahs, and e-cigarettes in the control condition were averaged to compare with the attitudes in experimental conditions.

Attitudes Toward Combustive Cigarette Smoking

Combustive cigarettes were not the focal product in any of the videos but attitudes toward combustive cigarette smoking may still be indirectly promoted in videos featuring nontraditional forms of tobacco use. Thus, participants in experimental and control conditions were asked to report their attitudes toward smoking combustive cigarettes on scales from 1 to 7 anchored on the following adjectives: harmful/ beneficial, wise/foolish (R), healthy/less healthy (R), enjoyable/unenjoyable, pleasant/unpleasant (R), and bad/good. The overall attitude scales after reverse-scoring the negative items had good internal consistency (alpha>.70) and were averaged to represent attitudes toward combustive cigarette smoking. In addition, we created a scale for only positively worded items, and another for only negatively worded reverse-scored items.

Credibility

Perceived credibility of the spokespersons with audio was measured with a 5-item scale with the following items: “To what extent do you agree that the person was speaking sincerely?”; “To what extent do you agree that the person is not worth listening to in the future?”; “To what extent do you agree that the person is a person who influenced my thinking on the matter?”; “To what extent do you agree that the person was communicating clearly?”; and “To what extent do you agree that the person is an expert on the topic?” These items had adequate internal consistency (alpha=.63) and were averaged as a measure of credibility.

Results

Sample Description and Comparability of Conditions

For descriptive purposes, we assessed use for the following products: cigarettes, pipe tobacco, chewing tobacco, hookahs, and e-cigarettes. We specifically asked participants, “Have you ever used any of the following tobacco products?” after which they checked products that they had used. Table 1 contains the demographic and tobacco product usage description of the sample. The sample had considerable experience smoking combustive cigarettes, using hookahs, and using e-cigarettes but had little experience chewing tobacco and smoking pipes. As shown by the inferential statistics used to compare across experimental groups, there were no significant differences across the five video conditions in any of these characteristics. These analyses thus suggested that any experimental effects were due to the videos rather than a priori differences among groups of participants.

Level of Credibility of the Spokesperson in Experimental Videos

The level of credibility of the spokesperson in the experimental videos was low to moderate, as judged by a mean credibility of 2.52 (SD 0.56), which differed significantly from the midpoint (3) of the scale, t (279)=–14.24, P<.001. The means and 95% confidence intervals were 2.30 (2.18-2.43) for chewing tobacco, 2.50 (2.38-2.62) for hookahs, 2.88 (2.76-3.01) for pipes, and 2.41 (2.29-2.53) for e-cigarettes: all suggestive of the low to moderate credibility of amateur sources.

Message Effects on Attitudes

We estimated attitudes toward featured products across each specific experimental video and the control condition. As explained above, each experimental condition measured attitudes toward a different featured product, whereas the control condition measured attitudes towards all products, which were averaged for comparison. Table 2 presents these analyses; post hoc least significant difference (LSD) contrasts are represented with different subscripts. As shown, attitudes toward e-cigarettes and hookahs were more favorable following the experimental videos compared to the control video. In addition, the video about chewing tobacco produced more negative attitudes toward chewing tobacco that did the control video, and the video about pipe smoking did not differ from the control.

The effects on attitudes were investigated by conducting analyses of variance of attitudes toward the use of combustive cigarettes (never featured in the presented videos) as a function of experimental condition. Results from these analyses appear in the lower panel of Table 2 and show a significant effect of condition for both overall attitudes and positively worded attitude items. The omnibus effects on these attitude measures can be attributed to significant differences between the chewing and pipe videos, between the chewing and the e-cigarette videos, and between the hookah and the pipe videos. Although none of the videos differed significantly from the control videos, the pipe video produced the most favorable attitudes toward combustive cigarette smoking. Specifically, the pipe video led to more positive attitudes toward combustive smoking than did the chewing and the hookah videos, and the e-cigarette video led to more positive attitudes toward combustive cigarette smoking than did the chewing video.
Table 1. Descriptive statistics and comparisons across conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>All</th>
<th>Chew</th>
<th>Hookah</th>
<th>Pipe</th>
<th>E-cigarettes</th>
<th>Control</th>
<th>Between-group statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.98 (1.72)</td>
<td>22.15 (1.59)</td>
<td>22.04 (1.70)</td>
<td>22.02 (1.79)</td>
<td>21.80 (1.69)</td>
<td>21.87 (1.86)</td>
<td>0.47^a,b</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>154 (44)</td>
<td>161 (46)</td>
<td>151 (43)</td>
<td>165 (47)</td>
<td>161 (46)</td>
<td>144 (41)</td>
<td>0.69^b,c</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19.37^b,d</td>
</tr>
<tr>
<td>White</td>
<td>256 (73)</td>
<td>207 (59)</td>
<td>273 (78)</td>
<td>259 (74)</td>
<td>280 (80)</td>
<td>224 (64)</td>
<td>2.87^b,c</td>
</tr>
<tr>
<td>Black</td>
<td>42 (12)</td>
<td>56 (16)</td>
<td>35 (10)</td>
<td>49 (14)</td>
<td>11 (3)</td>
<td>67 (19)</td>
<td>1.50^b,c</td>
</tr>
<tr>
<td>Native American</td>
<td>7 (2)</td>
<td>4 (1)</td>
<td>0 (0)</td>
<td>7 (2)</td>
<td>14 (4)</td>
<td>4 (1)</td>
<td>1.46^a,b</td>
</tr>
<tr>
<td>Asian</td>
<td>32 (9)</td>
<td>39 (11)</td>
<td>21 (6)</td>
<td>39 (11)</td>
<td>35 (10)</td>
<td>35 (10)</td>
<td>2.08^b,c</td>
</tr>
<tr>
<td>Other</td>
<td>14 (4)</td>
<td>11 (3)</td>
<td>25 (7)</td>
<td>7 (2)</td>
<td>11 (3)</td>
<td>21 (6)</td>
<td>2.78^b,c</td>
</tr>
<tr>
<td>Hispanic origin, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.87^b,c</td>
</tr>
<tr>
<td>Yes</td>
<td>42 (12)</td>
<td>35 (10)</td>
<td>14 (4)</td>
<td>28 (8)</td>
<td>32 (9)</td>
<td>39 (11)</td>
<td>2.08^b,c</td>
</tr>
<tr>
<td>No</td>
<td>308 (88)</td>
<td>315 (90)</td>
<td>336 (96)</td>
<td>322 (92)</td>
<td>319 (91)</td>
<td>312 (89)</td>
<td>2.08^b,c</td>
</tr>
<tr>
<td>Ever chew, n (%)</td>
<td>42 (12)</td>
<td>46 (13)</td>
<td>35 (10)</td>
<td>60 (17)</td>
<td>39 (11)</td>
<td>35 (10)</td>
<td>1.50^b,c</td>
</tr>
<tr>
<td>Ever hookah, n (%)</td>
<td>186 (53)</td>
<td>179 (51)</td>
<td>172 (49)</td>
<td>196 (56)</td>
<td>175 (50)</td>
<td>200 (57)</td>
<td>1.46^a,b</td>
</tr>
<tr>
<td>Ever pipe, n (%)</td>
<td>42 (12)</td>
<td>39 (11)</td>
<td>42 (12)</td>
<td>39 (11)</td>
<td>49 (14)</td>
<td>46 (13)</td>
<td>0.52^b,c</td>
</tr>
<tr>
<td>Ever e-cigarettes, n (%)</td>
<td>154 (44)</td>
<td>133 (38)</td>
<td>144 (41)</td>
<td>172 (49)</td>
<td>165 (47)</td>
<td>165 (47)</td>
<td>2.36^b,c</td>
</tr>
<tr>
<td>Ever cigarettes, n (%)</td>
<td>196 (56)</td>
<td>179 (51)</td>
<td>182 (52)</td>
<td>217 (62)</td>
<td>210 (60)</td>
<td>200 (57)</td>
<td>2.76^b,c</td>
</tr>
</tbody>
</table>

^a F (4,345).
^b ns: not statistically significant.
^c χ² (1,4).
^d χ² (1,16).

Table 2. Means (95% CI) for attitudes as a function of video.

<table>
<thead>
<tr>
<th>Attitudes towards products featured in videos</th>
<th>Chew</th>
<th>Hookah</th>
<th>Pipe</th>
<th>E-cigarette</th>
<th>Control</th>
<th>F (4,315)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>1.53^a (1.27-1.80)</td>
<td>2.90^b (2.73-3.25)</td>
<td>2.49^c (2.21-2.76)</td>
<td>3.21^d (2.94-3.47)</td>
<td>2.57^e (2.21-2.93)</td>
<td>23.12^f</td>
</tr>
<tr>
<td>Positive items</td>
<td>1.46^a (1.18-1.74)</td>
<td>3.07^b (2.79-3.45)</td>
<td>2.40^c (2.11-2.70)</td>
<td>3.22^d (2.94-3.51)</td>
<td>2.57^e (2.19-2.95)</td>
<td>23.42^f</td>
</tr>
<tr>
<td>Negatively worded items (reversed-scored)</td>
<td>1.60^a (1.32-1.68)</td>
<td>2.92^b (2.65-3.19)</td>
<td>2.57^c (2.28-2.85)</td>
<td>3.19^d (2.92-3.47)</td>
<td>2.45^e (2.08-2.82)</td>
<td>18.51^f</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attitudes towards smoking</th>
<th>Chew</th>
<th>Hookah</th>
<th>Pipe</th>
<th>E-cigarette</th>
<th>Control</th>
<th>F (4,315)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>1.89^a (1.67-2.12)</td>
<td>2.04^b (1.82-2.26)</td>
<td>2.39^c (2.16-2.62)</td>
<td>2.23^d (2.00-2.46)</td>
<td>2.13^e (1.91-2.36)</td>
<td>2.59^f</td>
</tr>
<tr>
<td>Positively worded items</td>
<td>1.85^a (1.55-2.06)</td>
<td>1.95^b (1.70-2.20)</td>
<td>2.33^c (2.07-2.60)</td>
<td>2.23^d (1.97-2.49)</td>
<td>2.06^e (1.80-2.32)</td>
<td>2.58^f</td>
</tr>
<tr>
<td>Negatively worded items (reversed-scored)</td>
<td>1.90^a (1.75-2.24)</td>
<td>2.13^b (1.89-2.38)</td>
<td>2.45^c (2.19-2.71)</td>
<td>2.24^d (1.99-2.49)</td>
<td>2.21^e (1.96-2.46)</td>
<td>1.70</td>
</tr>
</tbody>
</table>

^aWithin a row, different subscripts indicate statistically significant differences between cell means.
^b P<.001.
^c P<.05.
Discussion

Principal Findings
We examined the responses of young adults aged 18-24 years related to four misleading portrayals of tobacco’s health consequences in popular YouTube videos. Results indicated that such material can increase positivity toward the featured products, such as e-cigarettes or hookah smoking (standardized difference Cohen g vs control video in each case was 0.38 and 0.37).

Although our study illustrates how potentially harmful content on social media may be studied, it has some limitations. We cannot generalize our findings to the many other videos that populate YouTube. We attempted to cover the major types of claims made in those videos, but there may well be others that are even more persuasive than the ones we identified. In addition, our findings with young adults may not generalize to adolescents, who may be even more susceptible to the claims made in these videos. Further research will be needed to assess this possibility.

This tendency for young tobacco consumers to respond credulously to misinformation on YouTube raises the possibility of tobacco use and exposure to misleading media exerting mutually reinforcing effects [31]. Finding tobacco-friendly material convincing and gratifying, recipients might seek out similar content, further bolstering self-justifying beliefs and prompting further selective exposure. In this regard, the aforementioned abundance of material on YouTube is cause for concern.

The present findings highlight the need to further study how new media sources such as YouTube affect tobacco knowledge, attitudes, and behavior. Although this study investigated misleading health portrayals only, content might also affect perceptions of tobacco products in other ways, both blatant and subtle, such as by modeling consumption [1-3], associating products with sex [16], or facilitating product acquisition [20]. Furthermore, the participatory, interactive, and self-selected nature of social media may enhance pro-tobacco media effects more readily and perniciously than was possible with traditional media.

Policy Implications
The findings of YouTube video effects on positive attitudes toward hookahs and e-cigarettes should alert the public to the potential threats that these widely viewed videos can pose to youth and the health of the population. Attitudes toward hookahs and e-cigarettes can predict engagement in the behavior in the future [32-35], and essentially mimic the long-standing strategy of the tobacco industry to create favorable impressions of their products despite the harm they cause [36,37].

Difficulties Including User-Generated Postings Under the Total Ban on Tobacco Advertising, Promotion, and Sponsorship

The notion of regulating tobacco advertising is not new and stems from a large body of evidence on the powerful effects of the media on acceptance and use of tobacco. The Framework Convention on Tobacco Control organized by the World Health Organization has examined the media-effects evidence and recommended a total ban on tobacco advertising, promotion, and sponsorship [38]. The total ban is based on the principles listed in Textbox 1. A quick inspection of these principles highlights the difficulties that regulating Web 2.0 practices would pose. Web 2.0 is defined by an online environment in which users share information and build networks of users [39,40]. Thus, many of the user-generated social media postings are probably developed by independent citizens more likely to be motivated by the goal of achieving fame than by payments from the tobacco industry. In our study, the videos we selected had no associations with either a brand or a company and appeared to be amateur, and were judged to have limited credibility. Therefore, a direct connection between these developers and the tobacco industry is unlikely.

Textbox 1. Principles underlying a total ban on tobacco advertising, promotion, and sponsorship [53].

1. It is well documented that tobacco advertising, promotion, and sponsorship increase tobacco use and that comprehensive bans on tobacco advertising, promotion, and sponsorship decrease tobacco use.
2. An effective ban on tobacco advertising, promotion, and sponsorship should, as recognized by Parties to the Convention in Articles 13.1 and 13.2, be comprehensive and applicable to all tobacco advertising, promotion, and sponsorship.
3. According to the definitions in Article 1 of the Convention, a comprehensive ban on all tobacco advertising, promotion, and sponsorship applies to all forms of commercial communication, recommendation, or action and all forms of contribution to any event, activity, or individual with the aim, effect, or likely effect of promoting a tobacco product or tobacco use either directly or indirectly.
4. A comprehensive ban on tobacco advertising, promotion, and sponsorship should include cross-border advertising, promotion, and sponsorship. This includes both outflowing advertising, promotion, and sponsorship (originating from a Party’s territory) and in-flowing advertising, promotion, and sponsorship (entering a Party’s territory).
5. To be effective, a comprehensive ban should address all persons or entities involved in the production, placement, and/or dissemination of tobacco advertising, promotion, and sponsorship.
6. Effective monitoring, enforcement, and sanctions supported and facilitated by strong public education and community awareness programs are essential for implementation of a comprehensive ban on tobacco advertising, promotion, and sponsorship.
7. Civil society has a central role in building support for, developing, and ensuring compliance with laws addressing tobacco advertising, promotion, and sponsorship, and it should be included as an active partner in this process.
8. Effective international cooperation is fundamental to the elimination of both domestic and cross-border tobacco advertising, promotion, and sponsorship.
Obstacles to Banning Internet Contents in the United States

Most countries impose some regulations on internet contents following the principle of protecting children from potentially harmful contents [41]. However, in the United States, restricting online interactions is perceived as violating freedom of speech and as, “throwing the baby with the bath water.” That is, restricting freedom of speech in any way may open the door to censorship, and in fact some of the countries that control internet contents are motivated by political reasons [42]. The Fifth Amendment would also be violated by imposing a total ban on internet tobacco contents. The Fifth Amendment protects the right to act in ways that are not self-incriminating and thus make all internet use private.

Voluntary Ban by YouTube

A more promising measure to reduce postings that promote tobacco use is for social media platforms to restrict postings. Verifying that amateur videos can still have measurable impacts on attitudes toward tobacco use should be a sufficient demonstration that responsible businesses must advocate for socially beneficial behavior in their premises. For example, in 2015, Facebook expanded the list of contents that the company is allowed to remove, which includes violent materials and postings that are degrading to specific social groups (eg, women) [43]. Following in Facebook's steps, in 2017 YouTube updated the guidelines of acceptable contents as follows:

Chiefly, the video site will not show advertising of “hateful” content that “promotes discrimination or disparages or humiliates an individual or group of people,” it said. Also barred from running ads are videos that involve “family entertainment characters” engaging in inappropriate behavior, and those that carry messages that demean or are incendiary. [44]

Moving from these guidelines to banning advertising of such products with no known benefits (eg, tobacco) would be easy and beneficial to society.

User Norms and Boycotting Sites

User boycott of sites that allow tobacco promotion would be another reasonable step. In 2016, several proposals were suggested to boycott Facebook following the company’s involvement in dissemination of fake news during the American presidential campaign [45]. These proposals were likely influenced by reports that 67% of Americans believed that Facebook should have done more to prevent the spread of fake news during the 2016 US presidential election on their site [46]. These public responses prompted the company’s decision to limit fake news, although the success of these measures remains to be seen [47]. Even more relevant to our analysis, during the first half of 2017, YouTube faced a boycott from advertisers who refused to have their ads displayed next to the many hate speech videos that populate the site [48]. The boycott was effective at influencing their 2017 posting policies, which we covered above.

Electronic Filtering or Control Methods

Content-limited (or filtered) internet service providers allow subscribers to opt into specific websites or set mandatory restrictions for all subscribers. These are the most extreme forms of filtering and enable government, organizational, or parental control over the contents viewed by subscribers [49]. Less dramatic methods involve network-based filtering, in which software is installed to control content within a network such as a home or school [50]. Filtering can also be done by domain, by user, or by a combination of user and domain, all of which may be implemented for tobacco-related materials [50].

Debunking and Recipient Training Approaches

Future research should also explore ways to debunk the misleading claims found in YouTube videos to render these materials ineffective. A recent meta-analysis of debunking messages [51,52] suggested that detailed forms of debunking, as well as an active audience, are key to effective corrections [53]. Furthermore, resistance training has been identified as key to reducing susceptibility to peer influences on smoking [54]. In the context of our findings, young adults should be trained in identifying and resisting contents that appear on social media, but share many of the characteristics of peer pressure to use unhealthy products.
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Abstract

Background: The rate of uninsured people has decreased dramatically since the Affordable Care Act was passed. To make an informed decision, consumers need assistance to understand the advantages and disadvantages of health insurance plans. The Show Me Health Plans Web-based decision support tool was developed to improve the quality of health insurance selection. In response to the promising effectiveness of Show Me Health Plans in a randomized controlled trial (RCT) and the growing need for Web-based health insurance decision support, the study team used expert recommendations for dissemination and implementation, engaged external stakeholders, and made the Show Me Health Plans tool available to the public.

Objective: The purpose of this study was to implement the public dissemination of the Show Me Health Plans tool in the state of Missouri and to evaluate its impact compared to the RCT.

Methods: This study used a cross-sectional observational design. Dissemination phase users were compared with users in the RCT study across the same outcome measures. Time spent using the Show Me Health Plans tool, knowledge, importance rating of 9 health insurance features, and intended plan choice match with algorithm predictions were examined.

Results: During the dissemination phase (November 2016 to January 2017), 10,180 individuals visited the SMHP website, and the 1069 users who stayed on the tool for more than one second were included in our analyses. Dissemination phase users were more likely to live outside St. Louis City or County (P<.001), were less likely to be below the federal poverty level (P<.001), and had a higher income (P=.03). Overall, Show Me Health Plans users from St. Louis City or County spent more time on the Show Me Health Plans tool than those from other Missouri counties (P=.04); this association was not observed in the RCT. Total time spent on the tool was not correlated with knowledge scores, which were associated with lower poverty levels (P=.009). The users from the RCT phase were more likely to select an insurance plan that matched the tool’s recommendations (P<.001) compared with the dissemination phase users.

Conclusions: The study suggests that a higher income population may be more likely to seek information and online help when making a health insurance plan decision. We found that Show Me Health Plans users in the dissemination phase were more selective in the information they reviewed. This study illustrates one way of disseminating and implementing an empirically tested Web-based decision aid tool. Distributing Web-based tools is feasible and may attract a large number of potential users, educate them on basic health insurance information, and make recommendations based on personal information and preference. However, using Web-based tools may differ according to the demographics of the general public compared to research study participants.
Introduction

A key strategic goal of the Affordable Care Act (ACA) is to extend affordable coverage to the uninsured [1]. Since the enactment of the ACA, 20 million consumers have gained health insurance coverage and the uninsured rate dropped to a historic low of 8.6% [2,3]. In addition, the ACA improved access to primary care and medications, decreased mortality, and overall improved health outcomes among vulnerable populations [4].

Although the ACA led to better access to care for many, some consumers, especially those new to health insurance, had difficulty understanding health insurance details and using selected health insurance plans [5,6]. Making well-informed decisions about health insurance in the ACA marketplace requires individuals to understand the complex benefits and trade-offs of each insurance plan option and compare them to select the best choice for them. Recognizing a need for better consumer support, many national and state-wide organizations drafted recommendations that organizations should adopt to help consumers identify effective plans [7-9]. In addition, marketplace enrollment assistance programs were created to support consumer choices in-person, by telephone, and through outreach events in most states.

Despite public education and outreach efforts, health insurance literacy remains a critical barrier impacting enrollment decisions [10]. Limited knowledge about health insurance may hinder consumers’ abilities to select a suitable health plan and use it to obtain health care. Many in-person assistance programs have very large caseloads, and are not able to reach everyone who might need guidance selecting insurance [11]. Given the budget cuts in the 2018 enrollment cycle [12], providing comprehensive in-person assistance has become even more challenging.

Web-based resources may be an effective way to supplement in-person assistance for learning about health insurance and plan selection. Web-based support may be particularly important for reaching disadvantaged populations with limited access to in-person outreach, or those who require more guidance than can be accomplished in face-to-face meetings; online tools may promote health equity among these groups [13,14]. However, developing and disseminating Web-based resources are different from in-person support workshops and may require systematic dissemination and implementation plans to reach target populations.

In order to distribute information on federal health plans and assist consumers with health insurance plan selection in the ACA marketplace, we created the Show Me Health Plans (SMHP) Web-based decision support tool. Designed for those with limited health insurance literacy, SMHP delivered health insurance education and calculated estimated annual costs for each user based on Medical Expenditure Panel Survey (MEPS) data for their age, gender, and self-reported health conditions. It then sorted health insurance plans in the ACA marketplace by lowest to highest annual cost, and provided ranges of potential annual costs across the marketplace. The effectiveness of the SMHP tool was examined in a randomized controlled trial (RCT), and described in previous publications [15,16].

Study participants who used SMHP had higher health insurance knowledge, decision self-efficacy, confidence in their health plan choice, and improved health insurance literacy compared to participants using the federal health insurance exchange website [15,16]. They were also more likely to select plans that better matched their health care needs.

After the RCT, in response to the promising effectiveness of SMHP in a research context and the growing need for Web-based health insurance decision support, the study team released the SMHP tool so that it was available to the general public. We used principles of dissemination and implementation science to guide efforts in translation and adoption of research evidence to the target population throughout the state of Missouri. There is increasing interest and investment in disseminating and translating effective study interventions more broadly to target populations [17-19].

Political support, funding agency priorities, capacity of the dissemination organization, and researchers’ knowledge on applying study findings can influence the success of study translation [20-23]. Although many researchers have dissemination expectations from funders [20], the majority of public health professionals spend little time and effort on program dissemination [24], and few studies reported sustainability and challenges of disseminating an online decision aid tool from an effective intervention study. To address this gap, we examined the use of the SMHP tool during its dissemination to the general public in Missouri and compared this with use of the tool during the RCT.

Methods

Overview

This study used a cross-sectional observational design to examine the public dissemination of the SMHP tool across Missouri. Dissemination phase users were compared with users from a RCT study previously carried out by the authors. In brief, the RCT recruited English-speaking participants, aged 18 to 64 years, not eligible for Medicaid, and living within 90 miles of St. Louis, Missouri. Enrolled participants (n=328) were randomly allocated to the SMHP intervention group or to the HealthCare.gov control group [15,16]. In the dissemination phase, the SMHP tool had information on page one about users who might benefit most from the SMHP tool (ie, people living in Missouri eligible for the ACA marketplace), but anyone could access the information without a login ID or access criteria. On the first page of the tool, visitors were notified that some of the information they entered would be used for scientific research, but all of their information was anonymous and not connected to identifying information.
Table 1. Key expert recommendations for implementing evidence-based interventions.

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Strategies</th>
<th>Implementation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Develop stakeholder interrela-</td>
<td>Identify and prepare champions</td>
<td>The study team built up coalitions with local health nonprofit organizations, community action agencies, and local health care centers and departments throughout the randomized controlled trial and dissemination phases</td>
</tr>
<tr>
<td>tionships</td>
<td>Build a coalition</td>
<td>These community partners were regularly updated on study findings, received updated website information for their use, and continued to communicate with the study team about health insurance reform and decision support</td>
</tr>
<tr>
<td>Train and educate stakeholders</td>
<td>Conduct educational meetings</td>
<td>Several strategies were utilized to educate stakeholders, including developing educational materials, conducting educational meetings and outreach visits, and informing local opinion leaders</td>
</tr>
<tr>
<td>Use evaluative and iterative</td>
<td>Assess for readiness and identify</td>
<td>Local needs assessments were conducted to collect information on the SMHP website</td>
</tr>
<tr>
<td>strategies</td>
<td>barriers and facilitators</td>
<td>The study team assessed the likelihood of adoption and implementation of the website, along with potential barriers and facilitators to implementation</td>
</tr>
<tr>
<td>Adapt and tailor to context</td>
<td>Promote adaptability</td>
<td>Website changes made to the tool adapted based on collected feedback</td>
</tr>
<tr>
<td>Engage consumers</td>
<td>Use mass media</td>
<td>SMHP was featured on local television news, shared via social media, and shared via electronic newsletters to reach large number of consumers and health policy experts</td>
</tr>
</tbody>
</table>

*SMHP: Show Me Health Plans.*

**Dissemination of the SMHP Tool**

The study team relied on several expert recommendations for implementation of evidence-based interventions when disseminating the SMHP tool [25,26]. Key strategies are summarized and displayed in Table 1.

**Tool Content Changes**

The organization of the SMHP tool during the RCT phase included five sections: (1) Welcome (to introduce the goals of the tool); (2) Let’s Learn (to educate users on different topics important to know prior to purchasing health insurance coverage); (3) Let’s Review (to measure the user’s knowledge/understanding of key terms); (4) Eligibility (to assess whether or not the user is eligible for Marketplace plans based on the information provided); and (5) Your Plans (to display good-fit plans based on the information the user inputs in the eligibility section). In the trial, users had to view all sections in order. During the dissemination phase, users could reach sections in any order except the last section. This allowed SMHP users to skip sections and choose the ones that they wanted to view.

Four types of changes were made between the RCT and dissemination phases based on stakeholder feedback, including design changes, content changes, page section changes, and wording changes. Design changes (eg, darken text, increase size of image, label a Next button rather than simply display an arrow) were to help SMHP users navigate through the tool effectively. Content changes included reiterating statements on preventive care, pre-existing conditions, and out-of-pocket maximum; adding a new pregnancy question to better calculate Medicaid eligibility; updating the list of health conditions assessed to generate a more precise cost estimate of health care expenses for each user; and adding a link pointing to additional information resources. Content changes were made based on new ACA policies and suggestions from stakeholders and community members. A Simple Choice Plan page was added based on new policy changes in the marketplace, and a Gateway to Better Health program page was added to inform those in St. Louis City and County about a bridge program to provide limited coverage to those who were ineligible for Medicaid since Missouri did not expand the program. Furthermore, RCT study information was deleted and wording changes were made to add clarity to the tool content.

**Measures**

For this analysis, demographic information, including age, gender, income, federal poverty level, number of chronic conditions, and county of residence were collected. During the analysis, users in the dissemination phase were divided into two groups: those who started using the tool but did not finish all the sections (ie, started group), while the finished tool group was defined as those who finished the tool and saw their health insurance plan options.

**Use of the Tool**

Each time a user logged on to the tool, a unique session ID was generated, which enabled each visit to be tracked. Each time a page on the tool was accessed, a tracking database stored the
session ID, date and time, as well as user actions (ie, whether they logged in, logged out, viewed the page, or redirected). Session IDs were randomly generated and created so that users could not be identified.

Knowledge
Knowledge was measured using eight questions in the Let's Review section. The scale was developed based on our past work assessing health insurance knowledge [15,16]. Knowledge was assessed based on the percentage of people answering each item correctly.

Importance Rating
In the Let's Review section, users were asked to rate the importance of nine insurance features from least to most important on a scale of 1 (not at all important) to 5 (very important). The nine features were: cost of health insurance premium, cost of deductible, cost of doctor visits, cost of prescription pills or medicine, choice of doctors (including some that are out-of-network), cost of out-of-network care, fixed costs for tests or care, out-of-pocket maximum, and formulary.

Match With Preferences and Algorithm Predictions
In the Your Plans section, the tool recommended three good-fit insurance plans based on participant’s eligibility and estimated costs across available plans. It also invited users to select an intended plan choice from the entire list of available plan options. Match with preferences was assessed by comparing the participant’s intended plan choice with the most important features. Matches were categorized as good, moderate, or poor, using methodology described in prior papers [15,16]. Good matches included plan selections that included features participants rated as important to them. For example, if participants rated premiums as “very important” (ie, a rating of 4 or 5), and ranked premium cost as most important to their plan choice, and chose a plan with a premium in the lowest 25% out of plans available, it was considered a good match. Moderate matches would include plans with some features rated as important to participants (eg, rating premium as “very important” and most important to plan choice, then selecting a plan with a premium in the lowest 50% of all plans). Poor matches were plans that did not include many features participants rated or ranked as important. Match with algorithmic predictions was calculated by comparing how many SMHP users selected one of the plans that was displayed as a “good fit” plan based on their demographics and health care needs.

Data Analysis
Descriptive statistics were calculated for demographics, time spent using the tool, importance ratings, and plan choice match. Chi-square tests were used for categorical variables, and t-tests were used for parametric continuous variables, using a Satterthwaite adjustment for inequality of variances when appropriate, or a Wilcoxon rank sum test or Kruskal-Wallis test for nonparametric data. For correlations obtained for time usage between RCT and dissemination phases across demographics and knowledge scores, Pearson’s correlation was obtained for parametric data, and Spearman’s correlation was obtained in instances where data were nonparametric. SAS version 9.4 was used for analyses.

Results
Participant Characteristics
During the dissemination phase (November 9, 2016 to January 31, 2017), 10,180 individuals visited the SMHP tool. Of those 10,180 individuals, 1069 stayed on the tool for at least one second, suggesting that they did not exit after briefly viewing the home page. The mean age of SMHP users (n=386), who began the eligibility section in the dissemination phase, was 43.6 years (SD 14.4), more than half were female (212/374, 56.7%), 52% came from St. Louis City or County (196/374), and 57% had one or more chronic conditions (201/350, see Table 2). Comparing the dissemination phase users to the RCT users, the first group was more likely to live outside St. Louis City or County (P<.001), were less likely to be below the federal poverty level (FPL; P<.001), and had a higher income (mean US $40,523 versus US $30,407, P=.03).

We compared the characteristics of users who began the eligibility section of the tool (n=56) to those who completed the eligibility section and saw plans (n=330) for the dissemination phase. No significant differences were found between the 2 groups in terms of age, gender, county of residence, and FPL, but those who finished the tool had higher income (mean US $41,085 versus US $14,000, Wilcoxon Rank Sum Z approximation=2.8, P=.005), and were significantly more likely to have a chronic condition (59.1% versus 30.0%; \( \chi^2 =6.5, P=.01 \)).

Use of the Show Me Health Plans (SMHP) Tool
The median total time for tool usage for the 1069 dissemination phase users was 0.9 minutes (range 0.02-189.1; Table 3). Three-quarters of participants spent 7.5 minutes or less on the tool. One hundred and thirty SMHP users viewed each page of the tool’s five sections with a median time of 17 minutes (range 3.5-189.1). This was significantly lower than time spent by RCT users (P=.001), who had a median time of 21.5 minutes (range 6.3-175.1). Compared to the RCT phase, users spent less time on the Welcome (P<.001), Let’s Learn (P<.001), Let’s Review (P<.001), Eligibility (P<.001), and Your Plans (P<.001) sections. All users in the dissemination phase started on the Welcome section (1069/1069, 100%) and of those users, 46% (488/1069) went on to view the Let’s Learn section, 34% (362/1069) went on to view the Let’s Review section, 43% (459/1069) went on to view the Eligibility section, and 31% (331/1069) went on to view the Your Plans section. Users in the RCT phase were required to go through the entire tool so their usage did not differ.
Table 2. Demographics of users from the dissemination and randomized controlled trial (RCT) phases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dissemination phase</th>
<th>RCT phase</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age(^a) (n=386), mean (SD)</td>
<td>43.6 (14.4)</td>
<td>43.1 (13.2)</td>
<td>-0.4(^b)</td>
<td>.69</td>
</tr>
<tr>
<td>Gender (n=374), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>162 (43.3)</td>
<td>67 (40.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>212 (56.7)</td>
<td>97 (59.1)</td>
<td>0.28(^c)</td>
<td>.59</td>
</tr>
<tr>
<td>County (n=374), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>St. Louis City or County</td>
<td>196 (52.4)</td>
<td>152 (92.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>178 (47.6)</td>
<td>12 (7.3)</td>
<td>81.0(^d)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Income(^d) (n=337), mean (SD)</td>
<td>40,523.20 (38,867)</td>
<td>30,407.01 (54,402)</td>
<td>-2.13(^b)</td>
<td>.03</td>
</tr>
<tr>
<td>Federal poverty level (n=334), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100%</td>
<td>45 (13.5)</td>
<td>72 (43.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100%-249%</td>
<td>152 (45.5)</td>
<td>64 (39.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250%-399%</td>
<td>79 (23.7)</td>
<td>15 (9.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥100%</td>
<td>58 (17.4)</td>
<td>13 (7.9)</td>
<td>63.6(^c)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Number of chronic conditions (n=350),</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>68 (41.5)</td>
<td>68 (41.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>149 (42.6)</td>
<td>149 (42.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1</td>
<td>201 (57.4)</td>
<td>96 (58.5)</td>
<td>0.06(^c)</td>
<td>.81</td>
</tr>
</tbody>
</table>

\(^{a}\)n=386 (dissemination phase); n=164 (RCT).
\(^{b}\)Refers to \(t\) values.
\(^{c}\)Refers to \(\chi^2\) values.
\(^{d}\)n=337 (dissemination phase); n=164 (RCT). All values in US $.

Table 3. Time spent using the Show Me Health Plans (SMHP) tool by users in the dissemination and the randomized controlled trial (RCT) phases.

| Variable     | Dissemination phase\(^a\) | RCT phase | Wilcoxon rank sum, \(|Z|\) approximation | P value\(^c\) |
|--------------|----------------------------|-----------|-------------------------------------------|--------------|
|              | Median time in sec (IQR\(^b\)) | Range (sec) | Median time in sec (IQR) | Range (sec) |                          |            |
| Section      | n                           |           | n                           |              |                          |            |
| Welcome      | 1069                        | 7.0 (20.0) | 164                         | 19.0 (22.5) | 5-260                      | 8.78       | <.001 |
| Let’s Learn  | 488                         | 75.5 (228.5) | 164                         | 284.5 (245.0) | 5-260                      | 9.67       | <.001 |
| Let’s Review | 362                         | 116.0 (217.0) | 164                         | 383.5 (217.5) | 144-1685                   | 14.38      | <.001 |
| Eligibility  | 459                         | 132 (167.0) | 164                         | 279.0 (171.5) | 94-1013                    | 10.19      | <.001 |
| Your Plans   | 331                         | 138 (324)  | 164                         | 180.5 (292.5) | 18-7662                    | 4.07       | <.001 |
| All included\(^d\) | 1069                        | 0.9 (7.5)  | 164                         | 21.5 (15.1) | 6.3-175.1                  | 17.0       | <.001 |
| Completed entire tool\(^d\) | 130                         | 17.0 (17.8) | 164                         | 21.5 (15.1) | 6.3-175.1                  | 3.24       | .0012 |
| At least started each section\(^d\) | 229                       | 12.2 (15.6) | 164                         | 21.5 (15.1) | 6.3-175.1                  | 7.27       | <.001 |

\(^{a}\)Only users with greater than zero seconds time are included in time calculations (ie, those who just clicked are not included).
\(^{b}\)IQR: interquartile range.
\(^{c}\)Testing difference in time between dissemination and RCT phases.
\(^{d}\)Values refer to overall time; times are expressed in minutes.

SMHP users from St. Louis City or County spent more time overall on the tool than those from other Missouri counties in the dissemination phase (Wilcoxon Rank Sum \(|Z|\) approximation=2.01, \(P=.04\)); this association was not observed in the RCT group. Age \((r=.24, P<.001)\) was positively correlated to overall time spent using SMHP in both phases; however, it had a stronger positive correlation with overall time spent using SMHP in the RCT phase \((r=.32, P<.001)\). The number of
chronic conditions was only positively associated with overall time spent using SMHP in the RCT phase ($r=.23$, $P=.003$).

**Knowledge Scores**

In the dissemination phase, SMHP users had a mean knowledge score of 89.5% (SD 15.3), compared to 77.4% (SD 18.2) for users in the RCT. The total time spent on the tool was not correlated with knowledge scores. In both phases, the knowledge score was directly associated with the percentage of FPL ($\chi^2=9.0$, $P=.03$ [RCT] and Kruskal-Wallis $\chi^2=11.5$, $P=.009$ [dissemination phase]).

**Importance Ranking**

Out of nine categories, cost of health insurance premium (126/182, 69.2%) and choice of doctors (110/171, 64.3%) were ranked as the most important factors when considering a health insurance plan in the dissemination phase, while costs of out-of-network care (29/173, 16.9%) received the highest percentage of not important rankings. In contrast, out-of-pocket maximum (111/164, 67.7%) and cost of health insurance premium (108/164, 65.9%) received the highest percentage of most important rankings in the RCT, while choice of doctors (8/164, 4.9%) and cost of out-of-network care (7/164, 4.3%) received the highest percentages of not important rankings. The mean importance rankings of cost of doctors’ visits ($P=.002$), cost of prescription pills or medicine ($P=.002$), cost of doctors ($P=.004$), cost of out-of-network care ($P<.001$), fixed cost for tests or care ($P<.001$) and out-of-pocket maximum ($P=.01$) were different in the dissemination phase and RCT phase (Table 4).

**Match with Preferences and Algorithm Predictions**

Only 39 SMHP users selected a plan choice during the dissemination phase by “starring” a plan on the website. Of these, 97% (38/39) of selected plans were good or moderate matches (good matches: 17/39, 44%; moderate matches: 21/39, 54%), and 22 matched one of the algorithm recommendations (22/39, 56%). The users in the RCT phase were more likely to have a match in the algorithm recommendations ($P<.001$) but not in the match score ($P=.52$; see Table 5), compared with the dissemination phase users.

### Table 4. Importance ranking between the dissemination and randomized controlled trial (RCT) phases.

| Question                                      | Dissemination phase | RCT phase | Wilcoxon rank sum, $|Z|$ approximation | $P$ value |
|-----------------------------------------------|---------------------|-----------|---------------------|-----------|
| Cost of health insurance premium              | 182                 | 164       |                     |           |
| Mean$^a$ (SD)                                 | 4.5 (0.9)           | 4.5 (0.9) |                     | 0.49      | .62       |
| Median (IQR)$^b$                              | 5.0 (1.0)           | 5.0 (1.0) |                     |           |
| Choice of doctors, including some that are out-of-network | 171    | 164       |                     | 2.82      | .005      |
| Mean$^a$ (SD)                                 | 4.3 (1.1)           | 4.0 (1.2) |                     |           |
| Median (IQR)$^b$                              | 5.0 (1.0)           | 5.0 (2.0) |                     |           |
| Choice of doctors that are out-of-network     | 173                 | 164       |                     | 5.45      | <.001     |
| Mean$^a$ (SD)                                 | 4.2 (1.2)           | 4.3 (1.1) |                     |           |
| Median (IQR)$^b$                              | 5.0 (2.0)           | 5.0 (1.0) |                     |           |
| Formulary                                     | 171                 | 164       |                     | 0.72      | .47       |
| Mean$^a$ (SD)                                 | 4.2 (1.2)           | 4.3 (1.1) |                     |           |
| Median (IQR)$^b$                              | 5.0 (2.0)           | 5.0 (1.0) |                     |           |

$^a$Importance of features ranked from least to most important on a scale of 1 (not at all important) to 5 (very important).

$^b$IQR: interquartile range.

### Table 5. Match with preferences and algorithm predictions between the dissemination and randomized controlled trial (RCT) phases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dissemination phase, n (%)</th>
<th>RCT phase, n (%)</th>
<th>$\chi^2$</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice match algorithm</td>
<td></td>
<td></td>
<td>12.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (56.4)</td>
<td>134 (82.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>17 (43.6)</td>
<td>28 (17.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Match score</td>
<td></td>
<td></td>
<td>1.29</td>
<td>.52</td>
</tr>
<tr>
<td>Good match</td>
<td>17 (43.6)</td>
<td>85 (52.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate match</td>
<td>21 (53.9)</td>
<td>71 (43.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor match</td>
<td>1 (2.6)</td>
<td>6 (3.7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Testing difference between dissemination and RCT phases.
Discussion

Principal Results

Dissemination of the Web-based SMHP health insurance decision support tool successfully reached a large number of users in the state of Missouri. Although this phase was successful in reaching many users, there were key lessons learned from this process. First, the dissemination tool users had a significantly higher income level compared to those in the RCT phase, suggesting that a higher income population may be more likely to seek information and online help when making a health insurance plan decision. Barriers that may hinder low income populations from seeking online insurance help could be limited time to access the internet, lack of interest seeking online information, lack of familiarity with tools or discomfort entering personal information online [27-29]. To better facilitate the dissemination of this tool to a larger target audience and increase its visibility, future work could incorporate the tool information into other assistant programs and websites. For example, since people are more likely to pay attention to personally relevant information, marketing the tailored tool on insurance enrollment websites could encourage users to engage with the tool. However, there are challenges associated with keeping the tool sustainable and updated, including the costs of advertising and dissemination as well as website maintenance.

In addition, our findings suggest that SMHP users were more selective in the information they reviewed and spent less time on all the sections in the dissemination phase compared with the RCT phase. In the dissemination phase, only a small number of SMHP users filled out their personal and family information and reviewed the final health insurance plan recommendations. This may indicate that people are reluctant to disclose personal health information online [30]. Prior studies have found that people’s perceived health information sensitivity influences their intention to disclose health information [31]. Online users chose to share private information when the perceived benefits outweighed the perceived risks [32,33]. For example, patients were willing to share electronic health data with their healthcare professionals, but were less inclined to permit secondary data use when there was a greater risk of confidentiality loss [34]. Collecting some private information is necessary for the implementation of an online tool that generates tailored health insurance recommendations, but the process of collecting personal information or the level of detail may be improved by promoting a model of trust and safety with information technology.

Low completion rate might also be linked to the current insurance status of SMHP users. For instance, SMHP users who were already enrolled in health insurance in the 2016 cycle may have completed the educational sections to learn more about health insurance. In this case, the Eligibility and Your Plans sections would not have been relevant to these users. In addition, users from outside the state of Missouri would not have benefited from the cost calculator, which was specific to Missouri plans; this may explain why some users did not complete the tool.

Furthermore, this study actively integrated evidence-based strategies for implementing change [25,26], built coalitions with local stakeholders and communities, and created a feedback loop in developing tool content to transform a research tool into a publicly available online tool. Damschroder et al [35] suggested that implementing a research tool in a particular setting requires the preservation of the essential and core elements of the tool as well as modification of adaptable elements based on the dissemination settings. The evidence-based strategies [25,26] were helpful for engaging stakeholders and community members to identify the core and adaptable elements in order to assess the likelihood of adoption of SMHP, along with potential barriers and facilitators to implementation. In addition, formatting visual and written context in a research study is different because research participants are more engaged in the study procedures and interventions, thus seeking feedback from stakeholders could potentially reduce user burden and make the tool robust across broader populations, especially for an audience with low health literacy.

However, even with these extensive strategies, many more users are available in the marketplace across the state, and additional work may need to be done in-person to promote the routine adoption of tools like SMHP. When a public health program proceeds to the dissemination phase, there are many confounding factors that might affect the utilization of the tool. For example, participants in the RCT phase had a better match score on health insurance plan recommendations compared to the users in the dissemination phase. Therefore, we cannot determine if any other factors impacted a user’s final choice in the dissemination phase.

Limitations

One primary limitation of this study is that dissemination phase users were less likely to complete demographic questions. Sample sizes for demographic variables varied, as users often stopped before completing the entire tool. SMHP users were allowed to skip the sections that required them to enter their personal information, which is typical of dissemination in a real-world setting. In addition, we did not track SMHP users who used the tool under a different user ID as the user ID generated by the tool was not linked to an IP address or any other identifiable information. When we compared the users who began the Eligibility section of the tool to those who completed the Eligibility section and saw plans, fewer data were available from sections later in the tool. More SMHP users, therefore, reported age and county, which were asked earlier in the tool, but fewer reported income.

We assume that anyone who stayed on the website for one or more seconds was categorized as a SMHP user, indicating that those users did not open and then immediately close the tool. The reason for this assumption is based on page hits, as we were able to calculate time for anyone who clicked past the first page. This could lead to sampling bias given that we were only collecting data from SMHP users who may favor the SMHP tool. Additionally, because of skewed distributions in many instances, nonparametric tests were used for analyses.

http://www.jmir.org/2018/6/e209/
Conclusions
This study provides an example of the dissemination and implementation of an empirically tested Web-based decision aid tool for the general public. From this experience, we can conclude that disseminating this tool is feasible as it was able to attract potential users, educate them on basic health insurance terms, and make recommendations based on personal information and preference. In addition, this also serves as an example of a successful adoption of evidence-based recommendations for implementing change [25,26]. However, future research is needed to investigate the factors that impact online users’ information-seeking behaviors when using a public health information tool, as well as explore strategies that may engage low income populations.
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Abstract

Background: In awake craniotomy, it is possible to temporarily inactivate regions of the brain using direct electrical stimulation, while the patient performs neuropsychological tasks. If the patient shows decreased performance in a given task, the neurosurgeon will not remove these regions, so as to maintain all brain functions.

Objective: The objective of our study was to describe our experience of using a virtual reality (VR) social network during awake craniotomy and discuss its future applications for perioperative mapping of nonverbal language, empathy, and theory of mind.

Methods: This was a single-center, prospective, unblinded trial. During wound closure, different VR experiences with a VR headset were proposed to the patient. This project sought to explore interactions with the neuropsychologist’s avatar in virtual locations using a VR social network as an available experience.

Results: Three patients experienced VR. Despite some limitations due to patient positioning during the operation and the limitation of nonverbal cues inherent to the app, the neuropsychologist, as an avatar, could communicate with the patient and explore gesture communication while wearing a VR headset.

Conclusions: With some improvements, VR social networks can be used in the near future to map social cognition during awake craniotomy.

Trial Registration: ClinicalTrials.gov NCT03010943; https://clinicaltrials.gov/ct2/show/NCT03010943 (Archived at WebCite at http://www.webcitation.org/70CYDil0P)

doi:10.2196/10332
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Introduction

Social cognition includes all complex cognitive processes involved in social interaction such as nonverbal language (facial and bodily nonverbal cues as affective prosody), empathy, and theory of mind (ToM). Following brain surgery, the impairment of nonverbal cue decoding, such as expression of facial emotions, eye gaze, body gestures, and prosody can lead to
ToM deficits. Patients often experience difficulties with understanding humor and as well as conceptualizing and understanding thoughts and beliefs, emotions, feelings and desires, behaviors, actions, and intentions of other people. In recent times, these sequelae were largely misunderstood by neurosurgeons and compared with postsurgical impairment of language or executive functions, with few evaluations concerning social cognition having been published [1-6].

As previously done for language, it is now possible to propose a substrate for social cognition based on parallel and large-scale interactive distributed brain networks [7]. However, unlike language, this substrate cannot be reliably localized based on anatomical criteria alone, mostly due to the individual variations. Individual brain mapping by direct electrical stimulation (DES) during awake craniotomy is therefore essential. The procedure has been well documented [8]. Briefly, it is possible to temporarily inactivate regions of the brain using DES, while patients perform neuropsychological tasks. If a patient shows decreased performance in a given task, the neurosurgeon will not remove these regions, so as to maintain brain function.

Compared with motor or language mapping, nonverbal language mapping has not been performed yet. This is due to the difficulties involved in adapting classic bedside tasks to awake surgery conditions.

In 2014, we started to explore the use of virtual reality (VR) during awake craniotomy with patients wearing a virtual reality headset (VRH). We previously developed an app for VRH to explore visuospatial cognition [9]. We are now performing a larger study evaluating the tolerance and safety of VRH and 3D immersive experiences in patients undergoing awake craniotomy and brain mapping by DES. Herein, we describe a VR experience, the interaction with an avatar using a social VR platform, and highlight its advantages, limitations, and future applications for perioperative mapping of social cognition.

**Methods**

This was a single-center, prospective, unblinded trial (ClinicalTrials.gov base identifier: NCT03010943), which was performed in compliance with all regulatory and ethical guidelines for clinical research. All patients signed a written informed consent.

The inclusion criterion was patients aged >18 years who were hospitalized for treatment of a tumor or any type of surgical lesion near the language region of the brain. The exclusion criteria were all contraindications to an awake surgery (cognitive impairment, aphasia, and morbid anxiety). The main objective criteria were all contraindications to an awake surgery (cognitive impairment, aphasia, and morbid anxiety). The main objective was to assess procedural feasibility and safety.

This study was performed using a Samsung Gear VR combined with a Samsung S7 smartphone (android platform) and headphones. After general and local anesthesia, the patient was positioned lying on his side, with a rigid pin fixation of the head. Once the craniotomy was completed and the dura was opened, we awakened the patient. Electroencephalography signals were recorded using a subdural electrode. After the cortex was exposed, language mapping was performed by a neuropsychologist using an image denomination task on a digital tablet. The mapping took place as previously described [10,11]. DES was applied with a bipolar electrode delivering a biphasic current (60Hz, 1 ms pulse width, current amplitude ranging from 2 to 8 mA over 2-3 s).

To prevent interference with the routine procedure of awake craniotomy and language brain mapping, we decided to duplicate the image naming task viewed in VRH (two dimensions, 2D) and then in stereoscopy (three dimensions, 3D; an app based on Unity 3D software with an interface allowing VRH communication via a computer and Bluetooth connection). Further VR experiences with a relaxing film were proposed at the end of the tumor resection while the wound was being closed. These options included interaction with the neuropsychologist’s avatar in virtual locations; this option is the focus of this paper. For this experience, we used the vTime app, a social network in VR [12]. This app allows users to create an avatar and socialize with other people in virtual environments. The avatar can be piloted on a smartphone or in conjunction with a VRH using a game controller.

**Results**

A total of 3 patients used the vTime app during wound closure (2 males and one female; mean age, 54 years). Only 1 participant had a previous VR experience. Before the surgery, all the patients were trained without any issues.

Patients used a standard avatar and an account opened by the Department of Neurosurgery to preserve anonymity. They interacted with an avatar piloted by the neuropsychologist, who also wore a VRH, under the control of a physician who participated in the meeting and controlled the scene on a smartphone connected to the app. This allowed continual monitoring of the operation (Multimedia Appendix 1). The mean time of connection and interaction was 10 minutes.

During DES of the left inferior frontal gyrus (pars opercularis), all patients failed to perform the 2D and 3D language and motor tasks. All deficits disappeared when DES was stopped, and the patients were allowed to recover. The stimulated areas were not resected. Patients were neurologically intact.

During the social cognition experiences, the patients passively viewed the neuropsychologist’s avatar and reproduced and commented on his gestures. Alternatively, they assumed more active roles, controlling their own avatars with a game controller in their hands (Multimedia Appendix 2).

Despite the discomfort associated with the awake surgery environment and other tasks completed with VRH, no patient experienced eye strain, nausea, or any sign of “VR disease.” No seizures occurred while the patients looked at the VR experience.

**Discussion**

**Principal Findings**

As described previously, social cognition includes nonverbal language, empathy, and ToM. These functions are explored at the bedside by complex neuropsychological tasks batteries including story movies, comic strips, or interactive games that
depict a short story. These tasks require time to be performed, meaning they are not compatible with the brain mapping conditions (DES length inferior to 4 seconds, fast response, and no ambiguity in the answer).

VR approaches that allow interactions with an avatar are commonly used in cognitive neurosciences [13]. There is consistent evidence that avatars are perceived in a similar manner to real human beings and can be used to explore the complex processes of nonverbal language, empathy, and ToM [14]. In VR, the social interactions are governed by the same social norms as social interactions in the real world (for example social norms related to gender, interpersonal distance, and eye gaze) [15].

VR can imitate complex social situations, even for the patients undergoing awake craniotomies. The potential of VR lies in its increased real-life environment validity compared with screen-based studies. Rather than being a passive observer of stimuli on a computer screen, participants in virtual environments become part of the depicted scene. Although an increase in ecological validity often results in a decrease in experimental control, immersive VR has the potential to combine the naturalness of everyday interactions with experimental controls required during brain mapping procedures.

Instead of developing a specific app to test and map social cognition during awake brain surgery, we decided to test the potential of the available VR social networks. Several VR social platforms are already available, such as vTime [12], Oculus, Facebook Spaces, PLUTOVR, and AltspaceVR. Interestingly, these platforms take different approaches for conveying nonverbal language: arms, hands, head, and mouth movement and gaze.

For our trial, we chose Samsung VR, a low-cost, high-quality, customizable wireless device, with an optional pad control and a game controller. The VR social network vTime is compatible with the Samsung VRH [12]. The vTime app allows interaction with several avatars and positional control in different virtual environments. The avatar can point anywhere within the scene and produce gestural expressions such as OK, Thumbs Up, Clap, Thumbs Down, Blow Kiss, etc [12]. It is also possible for the user to touch other avatars or to take control of his or her personal space.

We demonstrated that patients undergoing awake craniotomies can wear a VRH and interact with an avatar piloted by a neuropsychologist.

**Limitations**

We experienced some difficulties and limitations using vTime [12]. During an awake surgery, the patient is usually lying on his or her back or side with the head immobilized using a Mayfield skull clamp. The vTime app [12], as with most VR social experiences, is not well-adapted for use in this position and cannot make use of the 360 degree view. Further, there is no option to control the orientation of the virtual environment. In our experience, vTime can only be used with side-lying patients. Restrictions of neck, limbs, and face movements can affect psychological testing. If the patient does not lie on his or her side to visualize the neuropsychologist avatar, he or she cannot be tested. Despite this limitation, all awake surgeries were performed in our institution with the patient lying on his or her side. Mobility restrictions limit the patient’s ability to explore the 360-degree environment, potentially limiting the use of vTime [12] to explore visuospatial cognition. Moreover, it is not possible to control facial expression and eye gaze, which are potent nonverbal language cues. An app dedicated to awake surgery is currently in development to overcome this limitation.

**Conclusions**

We showed that it is possible to use a VR social network during awake craniotomy and to test gesture communication. Progress in VR development is currently promising, and some VRHs even allow facial expressions to be captured and transferred to a virtual avatar in real time, opening a new level of virtual human interaction. We are convinced that these improvements could be applied to further research for awake craniotomy, nonverbal language, empathy, and ToM in the near future.
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**Multimedia Appendix 1**

During awake brain surgery, the patient and the neuropsychologist (A) performing a language task; (B) Direct electrical stimulation and mapping of the cortex during the task; and (C) and (D) the patient and the neuropsychologist communicating with the VR social network.
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Abstract

Background: A major barrier to the practice of evidence-based medicine is efficiently finding scientifically sound studies on a given clinical topic.

Objective: To investigate a deep learning approach to retrieve scientifically sound treatment studies from the biomedical literature.

Methods: We trained a Convolutional Neural Network using a noisy dataset of 403,216 PubMed citations with title and abstract as features. The deep learning model was compared with state-of-the-art search filters, such as PubMed’s Clinical Query Broad treatment filter, McMaster’s textword search strategy (no Medical Subject Heading, MeSH, terms), and Clinical Query Balanced treatment filter. A previously annotated dataset (Clinical Hedges) was used as the gold standard.

Results: The deep learning model obtained significantly lower recall than the Clinical Queries Broad treatment filter (96.9% vs 98.4%; P<.001); and equivalent recall to McMaster’s textword search (96.9% vs 97.1%; P=.57) and Clinical Queries Balanced treatment filter (96.9% vs 97.0%; P=.63). Deep learning obtained significantly higher precision than the Clinical Queries Broad filter (34.6% vs 22.4%; P<.001) and McMaster’s textword search (34.6% vs 11.8%; P<.001), but was significantly lower than the Clinical Queries Balanced filter (34.6% vs 40.9%; P<.001).

Conclusions: Deep learning performed well compared to state-of-the-art search filters, especially when citations were not indexed. Unlike previous machine learning approaches, the proposed deep learning model does not require feature engineering, or time-sensitive or proprietary features, such as MeSH terms and bibliometrics. Deep learning is a promising approach to identifying reports of scientifically rigorous clinical research. Further work is needed to optimize the deep learning model and to assess generalizability to other areas, such as diagnosis, etiology, and prognosis.

(J Med Internet Res 2018;20(6):e10281) doi:10.2196/10281
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**Introduction**

**Background and Significance**

With roughly 95 clinical trials published per day, the biomedical literature is increasing at a very rapid pace, imposing a significant challenge to the practice of evidence-based medicine. However, only 1% of studies in the biomedical literature meet minimum criteria for scientific quality [1] and most published research findings are eventually shown to be false [2]. As a result, a major barrier to the practice of evidence-based medicine is efficiently finding the relatively small number of scientifically sound studies on a given clinical topic. Systematic reviews and meta-analyses attempt to summarize the available evidence on a given clinical question aiming for near perfect recall. However, systematic reviews are often not available and become quickly outdated. Therefore, clinicians may benefit from access to the latest evidence from high-quality clinical trials before they are included in systematic reviews.

For over two decades, the Clinical Query filters have been the state-of-the-art approach to retrieve scientifically sound clinical studies from the primary literature, both for the development of systematic reviews and point-of-care decision support [3,4]. The Clinical Query filters consist of Boolean search strategies based on textwords and Medical Subject Headings (MeSH) terms that have been developed and validated through a systematic approach [5]. The search textwords and MeSH terms used in the Clinical Query filters reflect widely accepted criteria for scientifically sound clinical studies, such as “clinical trial,” “random allocation,” and “randomized controlled trial [Publication Type].” Although initially developed in the 1990s, the Clinical Query filters have been updated over time and the recall and precision of the filters developed in 2000 did not significantly change a decade later [6]. Clinical Query filters for several topics are available in PubMed and several other bibliographic biomedical databases, with focuses on areas such as therapy, diagnosis, etiology, and prognosis, and these are tuned for precision or recall. A limitation of the Clinical Query filters is their dependency on MeSH terms, which are added to PubMed citations 23 to 177 days after an article is published (according to a previous study [7]) and 17 to 328 days according to our more recent analysis. In addition, there is room for improvement, especially in terms of retrieval precision.

Previous studies investigated the use of machine learning approaches to automate the retrieval of scientifically sound studies [8-10]. Features used in those studies included bibliometrics (eg, citation count, impact factor), words in the title and abstract, MeSH terms, Unified Medical Language System (UMLS) concepts, and semantic predications. Although the results of machine learning studies were promising, they had important limitations that precluded wide adoption in practice, such as a requirement for significant feature engineering (eg, UMLS concepts, bibliometrics), reliance on proprietary and time-dependent features (eg, MeSH index, citation counts), and potential overfitting to a particular dataset.

In the present study, we investigated a deep learning approach for the retrieval of scientifically sound treatment studies from PubMed. To overcome limitations of previous methods, we focused on an approach that requires very little feature engineering and does not rely on proprietary or time-dependent features. We then compared the performance of a deep learning model with state-of-the-art PubMed search strategies against Clinical Hedges, a rigorous gold standard of over 50,000 studies that were systematically rated for scientific quality according to rigorous criteria [5].

**Deep Machine Learning**

Recent advances in machine learning have led to dramatic improvements in the abilities of computers to mimic human activities. Many of these improvements leverage “deep learning,” and embody neural-networks with many nodes that are fully connected across layers of the network. In the context of supervised deep learning, which we utilized here, such a network is trained by providing many examples of the objective to classify, as well as many counter examples.

**Deep Neural Networks**

A Deep Neural Network (DNN) is a fully connected set of “layers,” each of which contains a node that encodes information in the form of a weight associated with a particular feature of the input data. By “connected” we mean that the nodes of each layer connect with the nodes of the next. A DNN is considered “deep” because it can contain many such connected nodes and/or layers, thereby encoding a significant amount of information in the weights applied to the input of each layer.

In the case of text categorization, the input to the network is a set of words (or “word embeddings” described below). Each successive layer of the DNN applies some transformation to the words in the form of linear algebraic operations that progressively encodes more granular features of the data [11,12]. A supervised DNN, such as our approach, requires that each input (eg, set of words) is associated with a class such that the DNN will learn how to associate the words with each class in order to predict the class for newly unseen sets of words. As with most machine learning approaches, the input text can be transformed in a number of ways. In the case of text classification, such transformations could include adding extraneous information such as bibliographic and author information. This process of designing and applying features to optimize classification is known as feature engineering.

Although potentially useful, feature engineering is challenging: it may require significant manual effort and introduces the risk that certain features will be too specific to the training data or may even be unavailable. As we discuss below, leveraging the MeSH terms used to index articles in PubMed can certainly help in a task such as ours, but there is no guarantee that such information is available for an article in a timely manner.

Therefore, we opted for an “end-to-end” machine solution. In end-to-end approaches, the DNN is trained solely on the inputs and classes with minimal or no feature engineering. Minimal features are those that are task- and domain-agnostic, such as converting words to lower case, removing stopwords, and stemming. Potential advantages of such an approach include: (1) simpler design, therefore strong results are more likely indicative that the DNN is detecting textual signal, rather than an arcane feature; (2) no reliance on external factors, such as
features that may not be timely available; and (3) mitigation of concept drift, since the training features may misalign from those available when a model is deployed. Therefore, end-to-end systems provide a strong justification for a first approach in classification tasks.

**Recurrent Neural Networks and Convolutional Neural Networks**

In this study, we utilized a particular deep-learning neural-network known as Convolutional Neural Network (CNN), following the approach of Kim [13]. To some extent, Kim’s CNN architecture has become a de facto standard for text classification. CNNs analyze text using sliding word windows of specified sizes. Each sliding word window generates a set of real-valued vectors. Generally, each word or even character is associated with a “word-embedding,” which is a low-dimension real-valued vector that represents the semantic space for the word [14]. Therefore, as each term is associated with a vector, each sliding word window then represents a matrix. Each sliding word window is then passed through an activation function, and a “max pooling” is applied such that only the maximum value is kept from the set of values produced by the activation function, as applied to the window. That is, each window is associated with its single, maximal value outputted by the activation function. These maximal values are concatenated together to form their own vector representing the set of windows. This set of concatenated values forms the next layer, which is then passed to the final layer, which includes the decision-making activation function (such as Softmax, as described below).

An example of a CNN is shown in Figure 1. From left to right, we see one set of input words and their word embeddings, which forms the initial input matrix. This network uses two sets of sliding windows, one of size two and one of size three. These sets of sliding windows produce the convolutional layer, transforming the sliding window’s features into new feature values, which are then pooled such that only the maximum value is kept (the “max pooling”). Finally, the max-pooled values are passed through the fully connected final (output) layer, which uses Softmax to assign a probability of class membership (shown as “yes” or “no” for binary class membership). While this approach may appear “shallow,” it has been shown to be effective, becoming one of the most popular architectural choices for CNN [13].

Another popular approach for text-analysis tasks are Recurrent Neural Networks (RNNs). In contrast to CNN’s sliding-windows, which treat phrases somewhat independently, RNNs are well suited for language tasks where the classification of a particular piece of text depends on the surrounding text. For instance, RNNs are well suited for part-of-speech tagging or machine translation, which have a strong dependency on the particular word order. However, because they must consider order dependencies, they are not as appropriate for tasks such as ours. In fact, in a head-to-head comparison between CNNs and RNNs for natural language processing tasks, Yin et al [15] found that CNNs are particularly well suited for so-called “keyphrase recognition” tasks such as text classifications or sentiment analyses. Furthermore, CNNs were found to be up to five times faster than RNNs [15], which is important in real-world tasks such as ours where the goal is to classify an extremely large corpus, such as PubMed, in a reasonable amount of time.

**Deep Neural Network Optimization (How It Learns)**

The main learning for a neural network involves “forward propagation” and “backward propagation.” In forward propagation, inputs are translated into features by transforming the inputs into real-valued vectors of fixed sizes. These vectors (eg, “layers”) are combined with weights and passed through an activation function that summarizes the contribution of each feature of the vector and its weight. Layers are connected to one another such that the values from the activation function of the current layer become the inputs to the next layer. Therefore, the “forward propagation” starts with input and passes activation values from layer to layer until the final layer, which outputs some decision vector. In our case, this final output function is a sigmoid activation function, which can assign probability to class membership. In “backward propagation” the final classification decision is compared with the known result from the training data and errors are propagated backward through the network, from the output layer to the input layer. Each weight is updated according to its contribution to the decision accuracy via gradient descent.

In the context of CNN, one can interpret the various passes through “forward” propagation as applying weights to different “chunks” of the text input, and “backwards” propagation as adjusting those weights to make the fewest errors in predicting the class of the input text. Within the context of DNN, since optimization is essentially a weight adjustment process, the higher the number of nodes and layers, the more weights must be adjusted to find the optimal classifier, which requires more training data. Conversely, more weights and layers may improve classification. Therefore, part of DNN design is to identify optimal parameter choices and how to deal with overfitting. In our case, we used a technique called dropout regularization, which randomly prevents nodes from participating in a classification decision for a given training input, so the model does not overfit by learning to simply rely on a particular node. Other optimizations include which mathematical operations to choose for the propagation; this is called the “activation function” (ie, how a node produces a score given the weight and input). Different choices can result in different DNN behavior; some activation functions are more robust than others, while some can make the training process exceedingly long. We chose the Rectified Linear Unit (ReLU) for our activation function, as it provides an efficient mechanism to build robust and accurate CNNs. The choice of ReLU is quite common in tasks such as ours. Finally, within the context of CNN, it is common to provide a down-sampling between layers, which helps control overfitting and makes training more efficient. The most common approach is max pooling, which we use in our approach.
Therefore, the training of a network involves multiple passes of forward propagation followed by backward propagation. It is common to call each iteration over all the training data an “epoch.” The model generally stops this training process at a fixed number of epochs or when the metric of success appears to have reached some maximal value.

Clinical Hedges

Clinical Hedges is a database previously developed by the Hedges Group at McMaster University, used to develop and evaluate the Clinical Query filters [5] and previous machine learning approaches [8] that retrieve scientifically sound clinical studies from PubMed. The database has 50,594 articles published in 170 clinical journals. All articles were manually annotated by highly-calibrated information science experts according to type (eg, etiology, prognosis, diagnosis, prevention, therapy, clinical prediction) and whether or not each study met prespecified and experimentally validated methodological criteria for scientifically sound clinical research. The criteria and process used to rate the articles in Clinical Hedges are described elsewhere [5]. In summary, criteria for scientifically sound studies on treatment interventions include random allocation of study participants, clinically relevant outcomes, and at least 80% follow-up of study participants.

Methods

Overview of the Approach

Overall, our approach consisted of (1) training and testing deep learning models with a large and noisy dataset obtained automatically through PubMed searches based on the Clinical Query treatment filter, and (2) evaluating the performance of the resulting model against Clinical Hedges as a gold standard. Specifically, the study method consisted of the following steps, which are described in more detail in the sections below: (1) preparation of a dataset for training the deep learning models, (2) training and tuning deep learning models, (3) comparison of the deep learning approach with state-of-the-art search filters and McMaster’s textword filter in terms of precision and recall, and (4) analysis of deep learning performance in terms of precision at several levels of K retrieved citations.

Preparation of Training Dataset

The training/testing dataset consisted of 403,216 positive and negative citations retrieved from PubMed. To retrieve positive studies (ie, scientifically sound), we used the Clinical Queries treatment filter tuned for precision (“narrow” filter; Figure 2). In previous studies, this filter yielded 93% recall and 54% precision for scientifically sound treatment studies in the Clinical Hedges gold standard [5]. Therefore, this search strategy was used as a surrogate for retrieving a large dataset of scientifically sound studies that are similar to the ones in the Clinical Hedges gold standard. Although this approach produced a rather noisy training set (close to half of the positive samples were false-positives), the CNN approach is resilient to handle noisy data as long as there is sufficient training data. To retrieve negative studies (ie, not scientifically sound), we retrieved studies conducted in humans which were not retrieved by the “positive” search strategy above.
Datasets used for training and testing the deep learning models. The PubMed Clinical Query “Narrow” treatment filter was used as a surrogate to identify positive (scientifically sound) studies. The resulting dataset was split into training and development sets using a 90/10 ratio.

The strategies were limited to retrieve a maximum of 150,000 and 300,000 citations respectively to yield a dataset with one third positive and two thirds negative citations. Both strategies were limited to citations published between 2007 and 2017. Citations without an abstract were removed. The search strategies were executed with PubMed’s eUtils application program interface. The resulting dataset contained 147,182 positive and 256,034 negative citations (Figure 2).

Training and Tuning Deep Learning Models

Deep learning models were trained using 90% of the citations in the dataset, with the remaining 10% used as a “development” set (Figure 2). As the training/development split was randomly generated, the development set maintained a similar proportion of positive to negative instances as the training set. To build model inputs, we concatenated the title with the abstract, removed stopwords, and kept the first 650 tokens of the remaining words.

Word windows of size two and one for word windows of size three. Each convolutional layer contains 512 filters associated with it. We apply a ReLU unit to the convolutional layers and pass them through a max pooling procedure. The resulting max-pooled features are then concatenated into a single layer. The max-pooled layer is passed to the next layer which consists of 512 units (fully connected), to which we apply a Softmax activation function to predict the probability of a citation belonging to either class. We then take the Argmax of the Softmax predictions as the predicted class. We ran this model with dropout regularization of 0.5 (to prevent overfitting) for 30 epochs. Hyper-parameters were chosen experimentally based on maximized precision on the training data.


We tested three hypotheses that reflect the requirements imposed by different information retrieval scenarios. The first scenario consisted of search strategies to support the development of evidence-based syntheses, such as systematic reviews and clinical guidelines [16]. In this scenario, there is a requirement for near perfect recall. The hypothesis for this scenario was that the deep learning approach would yield equivalent recall with higher precision for scientifically sound treatment studies compared with the PubMed Clinical Queries Broad filter, which has almost perfect recall (Figure 3).
Figure 3. Search strategies used to retrieve scientifically sound treatment studies in comparison with the deep learning model.

**Hypothesis #1 (evidence synthesis - maximize recall) - Clinical Query Treatment Broad filter**

\[
\text{((clinical[Title/Abstract] AND trial[Title/Abstract]) OR clinical trials as topic[MeSH Terms] OR clinical trial[Publication Type] OR random*[Title/Abstract] OR random allocation[MeSH Terms] OR therapeutic use[MeSH Subheading])}
\]

**Hypothesis #2 (literature surveillance - no MeSH terms, maximize recall) - McMaster’s textword search**

\[
\]

**Hypothesis #3 (patient care decision making - balance between precision and recall) - McMaster’s Balanced Clinical Query filter**

\[
\text{((clinical[Title/Abstract] AND trial[Title/Abstract]) OR random*[Title/Abstract])}
\]

The second scenario reflects the need to retrieve recent studies, such as in literature surveillance efforts to identify new evidence to update existing systematic reviews and clinical guidelines [17-19]. Since Clinical Query filters depend partially on MeSH terms and publication type, they are less effective for literature surveillance. Instead, search strategies based on terms in the citation title and abstract are preferred. The hypothesis for this scenario was that the deep learning approach would yield equivalent recall but higher precision for scientifically sound treatment studies compared with a textword search strategy provided by the Clinical Hedges group from McMaster University (Figure 3).

The third scenario represents clinicians searching the literature for evidence to meet clinicians' information needs that are raised in the care of a specific patient [20]. In this scenario, trading a small loss in recall for substantial gains in precision is acceptable. We hypothesized that the deep learning approach would yield equivalent recall but higher precision for scientifically sound treatment studies compared with McMaster’s Balanced Clinical Query filter, which uses a combination of textwords, MeSH terms, and publication types (Figure 3).

The Clinical Hedges gold standard was used to test the three hypotheses. For positive citations, we retrieved 1524 original scientifically sound studies, with a focus on treatment, from the Clinical Hedges database. For negative citations, we retrieved 29,144 treatment studies from Clinical Hedges that were not in the positive set. For statistical analyses, we split the resulting dataset into 20 random subsamples, which were stratified to ensure a balanced ratio of positive and negative citations in each subsample. Measures of precision, recall, and F-measure were obtained for the four approaches on each of the 20 subsamples (Figure 4). Last, we ranked the output of the deep learning model according to its probability score and obtained measures of precision at several levels of top K citations (10, 20, 50, 100, 200, 300, and 500).

**Statistical Analysis**

Classification performance was measured according to the average precision and recall across 20 data samples. We used the paired Student t-test to test the significance of the differences in recall and precision between the two approaches in each experiment, with the significance level set at 0.05.
Results

The results are organized according to the three information retrieval scenarios and study hypotheses.

Scenario 1 - Development of Evidence-Based Syntheses

Table 1 shows the results of the comparisons for Scenario 1, which requires near perfect recall. We tested the hypothesis that the deep learning approach yields equivalent recall with higher precision for scientifically sound treatment studies compared with the PubMed Clinical Queries Broad filter. The Clinical Queries Broad filter had statistically significantly higher recall (98.4% vs 96.9%; \( P = .002 \)), although the difference was small (-1.6%) and likely marginal in practice, depending on the use case. The deep learning model had significantly higher precision than the Clinical Queries Broad filter, with a +12.2% absolute difference (34.6% vs 22.4%; \( P < .001 \)).

Scenario 2 - Literature Surveillance

Table 2 shows the results of the comparisons for Scenario 2, which requires retrieval of recent studies prior to MeSH indexing. We tested the hypothesis that the deep learning approach yields equivalent recall but higher precision for scientifically sound treatment studies compared with a textword search strategy. The deep learning model was equivalent to McMaster’s textword search in terms of recall (97.1% vs 96.9%; \( P = .57 \)); and had significantly higher precision than the textword search (34.6% vs 28.5%; \( P < .001 \)).

Scenario 3 - Patient Care Decision Support

Table 3 shows the results of the comparisons for Scenario 3, in which trading a small loss in recall for gains in precision is acceptable. We tested the hypothesis that the deep learning approach yields equivalent recall but higher precision for scientifically sound treatment studies compared with McMaster’s Balanced Clinical Query filter. Compared with the McMaster Balanced treatment filter, the deep learning model had similar recall (96.9% vs 97.0%; \( P = .63 \)), but lower precision (34.6% vs 40.9%; \( P < .001 \); Table 3).
Precision at K

The precision at K curve for the ranked output of the deep learning model showed that precision ranged from 75.5% to 61% among the top 10 to top 100 citations and only decreased substantially after the top 200, 300, and 500 citations (Figure 5).

Table 1. Average recall, precision, and F-measure of the deep learning model and Clinical Query Broad filter according to the Clinical Hedges gold standard (N=20).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Deep learning (%)</th>
<th>CQ broad (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>96.9</td>
<td>98.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Precision</td>
<td>34.6</td>
<td>22.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F-measure</td>
<td>51.0</td>
<td>36.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*CQ: PubMed Clinical Query Treatment filter*

Table 2. Average recall, precision, and F-measure of the deep learning model and McMaster’s textword search according to the Clinical Hedges gold standard (N=20).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Deep learning (%)</th>
<th>Textword search (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>96.9</td>
<td>97.1</td>
<td>.57</td>
</tr>
<tr>
<td>Precision</td>
<td>34.6</td>
<td>11.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F-measure</td>
<td>51.0</td>
<td>21.0</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 3. Average recall, precision, and F-measure of the deep learning approach and McMaster’s Balanced Treatment filter according to the Clinical Hedges gold standard (N=20).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Deep learning (%)</th>
<th>McMaster’s CQ balanced (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>96.9</td>
<td>97.0</td>
<td>.63</td>
</tr>
<tr>
<td>Precision</td>
<td>34.6</td>
<td>40.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F-measure</td>
<td>51.0</td>
<td>57.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*CQ: PubMed Clinical Query Treatment filter*

Figure 5. Average precision of the deep learning model at different levels of top K citations.
Discussion

Significant Findings

To our knowledge, this is the first study to investigate the use of deep learning techniques to identify reports of scientifically sound studies in the biomedical literature in three different information-seeking scenarios. The deep learning approach performed reasonably well compared with state-of-the-art search filters, especially for literature surveillance. For evidence synthesis, the deep learning approach had slightly lower recall (-1.6%), but significantly higher precision (+12.2%) than the PubMed Clinical Query Broad treatment filter. For literature surveillance, the deep learning approach had equivalent recall to McMaster's textword filter, but significantly higher precision (+22.2%). For patient care decision-making, the deep learning model had similar recall, but lower precision (-6.3%) than McMaster's Balanced filter. Strengths of the study methodology include the use of a very large training set, comparison with state-of-the-art search strategies, and evaluation with a rigorous gold standard which was completely independent from the training set.

The proposed deep learning approach has three main potential benefits compared with previous approaches. First, unlike previous machine learning approaches, which depend on features that are not always openly and contemporaneously available (eg, MeSH terms, citation counts, journal impact factors), the proposed deep learning approach only uses citation title and abstract, which are available as soon as citations are entered in PubMed. Although full-text articles could be added as features in an attempt to improve performance, obtaining access to the full-text of all articles indexed in PubMed is impracticable since most journals do not provide open access to full-text. To assess the potential duration of delays for literature surveillance strategies based on MeSH filters, we determined the time between the date of creation of the article record in PubMed (CRDT) and the date of posting of MeSH terms (MHDA) for 107 journals (55,237 articles) in the McMaster PLUS database, from which the Clinical Hedges database was derived. The mean delay in MeSH indexing per journal was 162 days (95% CI 157-167), with a range of 17 to 328 days. Indexing intervals for journals were inversely correlated with journal impact factors (for 2016), but the correlation was relatively weak (-0.38; CI -0.199 to -0.517). As a second benefit, the deep learning model provides a ranked output with 70% or higher precision among the top 50 citations. This feature could be particularly useful for clinicians in busy clinical settings who are less likely to look beyond the top 20 citations that are displayed in PubMed searches [20,21]. In addition, citation ranking could help with systematic review development, since front-loading “eligible” citations can be used to help train and calibrate citation screeners and prioritize work [22]. Third, the deep learning model obtained reasonable performance despite being trained on a noisy dataset (an estimate of roughly 50% of the positive cases were false-positives). This finding confirms the robustness of the deep learning approach, which is known to be resilient to noisy training data [23].

Comparison With Prior Work

Previous work applied deep learning to classification tasks in the biomedical informatics domain. Lee [24] classified sentences as belonging to papers that would be included in a systematic review, or those that would not. However, because they did not employ a large-scale training procedure, as we devised here, their results were poor. It is also not clear whether the author focused solely on sentence classification, or document classification, as in our work [24]. Hughes et al [25] applied CNNs to classify sentences according to one of 26 categories, such as “Brain” or “Cancer,” using a similar approach (though a different training procedure) to a different problem. Wang et al [26] used word, dependency, and abstract meaning representation embeddings to extract information on drug-drug interactions from the biomedical literature. Both Nguyen et al [27] and Che et al [28] utilized CNNs to predict risk outcomes, such as hospital readmission, using electronic health record data as an input. As with Hughes et al [25], although applied to different problems, the latter studies demonstrated precedent for using CNN in biomedical text classification.

A polynomial Support Vector Machine classifier based on MeSH terms, publication type, and title/abstract words obtained a recall of 96% and precision of 18% against a gold standard of internal medicine articles included in the American College of Physicians Journal Club [9]. A different study compared Clinical Query filters, machine learning, and algorithms based on citation count and the PageRank algorithm using a gold standard of important literature on common problems in surgical oncology [10]. The PageRank algorithm obtained a precision at the top 10, 20, 50, and 100 citations of 7.8%, 13.0%, 19.9%, and 26.3%, respectively [10]. Overall precision and recall were not reported. More recently, a study by Kilicoglu et al [8] investigated a set of classifiers using features such as MeSH terms, title/abstract words, UMLS concepts, and semantic predications. A Naïve Bayes classifier with these features obtained a recall and precision of 91.4% and 52.5% for treatment studies in the Clinical Hedges database [8]. As discussed above, those previous approaches relied on substantial feature engineering and/or proprietary and time-sensitive features, compromising the use of those approaches in real-time information retrieval systems. In a recent study investigating an approach similar to ours, Marshall et al [29] developed CNN and support vector machine classifiers based on article title and abstract to identify reports of randomized controlled trials (RCTs). The best classifier obtained a recall of 98.5% and precision of 21% [29]. Although the authors also evaluated their classifiers against the Clinical Hedges database, the results cannot be directly compared with our study because their goal was to identify RCTs versus scientifically sound studies (not all RCTs are scientifically sound and not all scientifically sound studies are RCTs). Another difference was that Marshall et al [29] used a training set derived from RCTs identified in Cochrane systematic reviews while we used a dataset obtained using the Clinical Queries Treatment Narrow filter.

Error Analysis

We analyzed a random sample of 20 false-negatives and 20 false-positives identified by the deep learning model. The
majority of the false-negatives (16/20) were likely due to the lack of an explicit description of the study design in the article abstract, which led the deep learning model to miss these articles. Of the 20 false-negatives, the Clinical Query Broad filter was able to correctly identify 14 articles based on MeSH terms and publication type rather than words in the abstract or title. Two approaches can be investigated in future studies to address this problem. First, MeSH terms and publication type could be included as deep learning features. The caveat is that this approach would require feature engineering and would be limited by the time lag of MeSH terms and publication type described above. The second, and perhaps more promising approach, is to include the methods section from the article full-text as an input for deep learning. Since the methods section has many more details on the study methodology than the article abstract, it may lead to more accurate classification of scientifically sound studies.

False-positives were due to two main error categories. First, 7 of 20 cases were marginal articles that partially met quality criteria (eg, RCT without a clinical outcome) and therefore were more difficult to rate (7/20). Second, in 11 of 20 cases the abstract included terms related to high quality methodology but stated these outside the context of the study method (eg, abstract conclusion stating the need for future RCTs, editorial raising the need for RCTs on a specific topic). Approaches to mitigate both types of errors include using the full-text of the methods section as input for the deep learning model and developing separate subclassifiers to detect studies that meet partial quality criteria, and nonoriginal studies (eg, editorials, letters, reviews).

Limitations
Our study has four important limitations. First, although we focused on deep learning models and optimization strategies that were most likely to produce the best results, we have not exhausted all deep learning optimization possibilities. For instance, new work on RNNs may prove more accurate in document classification tasks [30,31]. We chose to focus our efforts on CNNs because they run more efficiently, given the large scale of our text data, but there is a valid investigation into understanding the trade-offs between speed and accuracy by comparing these methods. We also did not exhaustively search the hyper-parameter space for our CNN. Many of our choices were empirical, as this is the first study, and further efforts might leverage more systematic approaches to hyper-parameter tuning [32]. Second, our approach is meant to be “end-to-end” (ie, text simply enters our pipeline and is classified). This approach is preferable because it does not require significant feature engineering or time-dependent features such as MeSH terms. However, further studies can explore adding richer features into our model to improve performance. For example, since the McMaster’s textword filter has equivalent recall as (but lower precision than) the Clinical Query filters, it is possible that MeSH-based features could improve the precision of our deep learning approach. Third, we have made comparisons with only one textword filter and no other machine learning approaches, since we did not have access to those machine learning classifiers. Comparisons with two of the three previous machine learning approaches are indirect, since those studies did not use Clinical Hedges as a gold standard. Last, we focused on identifying “treatment” studies; further work is needed to verify whether our approach generalizes to other areas, such as diagnosis, etiology, and prognosis.

Conclusion
We compared deep learning with state-of-the-art search filters to identify reports of scientifically sound studies in the biomedical literature. Overall, the resulting deep learning model compared well with other approaches, especially in scenarios involving recent citations prior to MeSH indexing. Advantages of the deep learning approach include low feature engineering requirements, no dependency on proprietary and time-sensitive features, and the use of a very large training set. Future work is needed to investigate further optimization opportunities and to adapt the deep learning approach to other clinical areas. Deep learning is a promising approach to identifying scientifically sound studies from the biomedical literature and warrants further investigation as a potential alternative for, or supplement to, current search filters.

Acknowledgments
GDF was funded by National Library of Medicine grant 1R01LM011416 and National Cancer Institute grant 1U24CA204800. Furthermore, this material is based upon work supported by the Defense Advanced Research Projects Agency (DARPA) Program Office under Contract No. W31P4Q-17-C-0103. The authors wish to acknowledge InferLink Corporation for their advice and support. The Clinical Hedges database was created with grants from the US National Library of Medicine and the Canadian Institutes of Health Research.

Conflicts of Interest
MM is the Chief Scientist of InferLink Corp. and CEO of Evid Science, Inc, both of which could benefit from using the above approach as a feature within existing or new medical literature analysis products. GDF, AI, CC, and RBH have no competing interests to declare.

References


Abbreviations

CNN: Convolutional Neural Network
DNN: Deep Neural Network
MeSH: Medical Subject Heading
RCT: randomized controlled trial
ReLU: Rectified Linear Unit
RNN: Recurrent Neural Network
UMLS: Unified Medical Language System
Content, Quality, and Assessment Tools of Physician-Rating Websites in 12 Countries: Quantitative Analysis

Fabia Rothenfluh¹, PhD; Peter J Schulz¹, PhD
Institute of Communication and Health, Università della Svizzera italiana, Lugano, Switzerland

Corresponding Author:
Fabia Rothenfluh, PhD
Institute of Communication and Health
Università della Svizzera italiana
Via G. Buffi 13
Lugano, 6900
Switzerland
Phone: 41 058 666 4485
Email: fabia.rothenfluh@usi.ch

Abstract

Background: Websites on which users can rate their physician are becoming increasingly popular, but little is known about the website quality, the information content, and the tools they offer users to assess physicians. This study assesses these aspects on physician-rating websites in German- and English-speaking countries.

Objective: The objective of this study was to collect information on websites with a physician rating or review tool in 12 countries in terms of metadata, website quality (transparency, privacy and freedom of speech of physicians and patients, check mechanisms for appropriateness and accuracy of reviews, and ease of page navigation), professional information about the physician, rating scales and tools, as well as traffic rank.

Methods: A systematic Web search based on a set of predefined keywords was conducted on Google, Bing, and Yahoo in August 2016. A final sample of 143 physician-rating websites was analyzed and coded for metadata, quality, information content, and the physician-rating tools.

Results: The majority of websites were registered in the United States (40/143) or Germany (25/143). The vast majority were commercially owned (120/143, 83.9%), and 69.9% (100/143) displayed some form of physician advertisement. Overall, information content (mean 9.95/25) as well as quality were low (mean 18.67/47). Websites registered in the United Kingdom obtained the highest quality scores (mean 26.50/47), followed by Australian websites (mean 21.50/47). In terms of rating tools, physician-rating websites were most frequently asking users to score overall performance, punctuality, or wait time in practice.

Conclusions: This study evidences that websites that provide physician rating should improve and communicate their quality standards, especially in terms of physician and user protection, as well as transparency. In addition, given that quality standards on physician-rating websites are low overall, the development of transparent guidelines is required. Furthermore, attention should be paid to the financial goals that the majority of physician-rating websites, especially the ones that are commercially owned, pursue.

(J Med Internet Res 2018;20(6):e212) doi:10.2196/jmir.9105
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Introduction

Background

The internet has become an invaluable resource for any kind of question or query one may search an answer for. The search and selection of a physician via the internet is no exception, especially if patient opinions can be easily obtained via the World Wide Web [1,2]. Physician-rating websites (PRWs) show numeric scores and textual appraisals about former patients’ encounters and experiences with a physician. However, not only do specialized websites for physician assessments offer user reviews of doctors but general commercial webpages such as Yelp also ask users to review medical professionals [3]. Yet the
quality of PRWs and the rating tools they present to their users are largely unknown. The content and quality of PRWs is a concern for both medical practitioners and website users. The former are afraid of unjustified reviews that do not reflect the true nature of their actual medical performance [4]. Biases in the user and the data, the risk of false allegations combined with website providers' negligence to systematically control PRW reviews, the anonymity of the ratings, as well as health care consumers' inability to judge certain aspects of care lead physicians to doubt the usefulness of PRW reviews [5]. Health care consumers on the other hand desire more quality of care information to improve their choices but have difficulties using such reports because of the complexity of the material [6,7]. To sum up, both physicians and health care consumers demand quality standards on PRWs that increase transparency while protecting both parties' freedom of speech and privacy. These insights call for an assessment of the availability and quality of PRWs to evaluate to what extent physicians' and health care consumers' worries are justified.

**Study Objectives**

A study assessing the quality, physician profile information, and rating tools present on PRWs across countries and languages has to our knowledge not yet been undertaken. This led us to the following research questions:

1. Of what website quality are PRWs? Which aspects of quality are most frequently met that are largely missing?
2. What information about the physicians and their practices is available on these websites?
3. How and based on which scales can users rate a doctor online?
4. How does quality and information content differ between countries?

**Methods**

**Codebook**

The website sample was collected through a Web search in August 2016 on the three largest search engines: Google, Bing, and Yahoo [8]. Web searches were conducted based on a list of keywords that were entered in English or German, based on the search country (Figure 1). Search engines were used with respective country codes (eg, in Germany we used search engine URLs ending in .de and in the United States URLs ending in .com) to mimic searches from residents looking for a doctor in their country. Websites were included in the sample if they fulfilled the following criteria: (1) accessibility in English or German, (2) retrievability via Web searches including one of the 12 preselected countries (United Kingdom, United States, Canada, Australia, New Zealand, India, Singapore, United Arab Emirates [Dubai], South Africa, Switzerland, Germany, and Austria), and (3) presence of ratings, evaluations, or written feedback sections to assess or rate physicians. We included PRWs from the United States and Germany in the study because the vast majority of publications up to date covered these two countries. To enlarge the sample, we included other countries where English or German is spoken. The first 100 webpages for each search term and engine were screened for the inclusion criteria, yielding a sample of N=208. The websites were coded from September 2016 to December 2016 and webcached. Examples of coded websites can be viewed in Figures 2 and 3 [9,10].

**Metadata**

The first part of our coding consisted of metadata, namely about the owner of the website, registration country, coverage area, or upgrade features. These indicators were coded for presence and absence and summarized in a table.

**Figure 1.** Search term strings entered in Google, Bing, and Yahoo to collect the website sample.
Website Quality

The second section of the coding focused on website quality. On the basis of literature [4,5,11-13], five quality dimensions for PRWs quality were developed and indicators accordingly derived. According to the definition applied in this study, a high quality PRW (1) publishes transparent, accurate, and neutral content from evident sources (eg, clear separation of advertisement and content); (2) respects the privacy and freedom of speech of both physician (eg. informs physicians about new
ratings and asks physicians to reply to reviews) and health care consumers (eg, publishes anonymous reviews and verifies the identity of reviewers); (3) has check mechanisms in place to ensure the accuracy and appropriateness of information content reviews (eg, number of reviews that a health care consumer can write is limited and all reviews are checked before publication); and (4) is easy to use and navigate (eg, has filters present and search masks available). The breakdown of these dimensions led to 47 indicators, which can be found in Multimedia Appendix 1. The indicators were not weighted because the opposing views about the weight of individual indicators from physicians’ and patients’ perspectives can hardly be reconciled (eg, although physicians oppose anonymous reviews, patients highly value them as they fret about the impact of a negative review on future care).

Professional Information
The third section on information content consisted of 25 items covering information on the professional and educational background of the physician, practice access, and contact information, as well as personal data about the doctor. These indicators were developed iteratively; first, indicators were derived from a scoping review by Victoor and colleagues [14] and a study by Rothenfluh and Schulz [15] on aspects that were cited to be for patients when choosing a physician. In a second step, during the pretest, more information items were added until saturation was reached. All items that appeared during the actual coding and did not fit into the indicators collected during the development and pretest were ordered into separate categories labeled other.

Scales or Rating Tools
A fourth section of the codebook was dedicated to the scales or rating tools available on PRWs to assess a physician. An earlier study by Rothenfluh and Schulz [15] identified indicators that are, according to physicians and health care consumers, important to identify a good physician and assessable by patients. These indicators were developed based on Donabedian’s quality of care model [16,17] that subdivides care quality into dimensions of structure (infrastructure, staff, equipment, organization, and accessibility), process (technical and interpersonal skill of the physician), and outcome (results of the treatment) of health care. All rating tools on the websites in this study’s sample were coded based on this structure.

Website Traffic Rank
Furthermore, the website traffic rank, an indicator for website popularity, was recorded for each webpage on January 26, 2017, based on the Alexa Global Traffic Ranking [18]. For each website, both the traffic rank globally as well as the national ranking were recorded.

Coding Procedure
The codebook was pretested twice based on 10 websites each. Adjustments were made where necessary. To assure the reliability of the data, a second coder was trained based on the codebook (three sessions of 3 hours). The level of agreement between the first and second coder was compared after each session and differences were discussed. This process was repeated three times until sufficient agreement was reached. Then, the second coder independently coded a randomly drawn subsample of 29 websites (20%), which is sufficient according to Riffe and colleagues [19].

Results

Coding Procedure and Intercoder Reliability
On the basis of our Web search, the initial sample of websites consisted of 208 websites, which was consolidated to 143 during the coding process because of temporary inaccessibility of websites, deletion or cessation, or the disappearance of an online review function. The intercoder reliability based on Krippendorff alpha [20] was satisfactory (average over all items alpha=.95) after five items were excluded because of agreement below alpha=.667, which is the lowest cutoff according to Krippendorff [20,21]. Among the excluded items were the completeness of the presented physician profiles and the format and source in which the profile information was presented (eg, open-ended text sections filled in by the physician, information provided by the provider, or not identifiable).

Metadata
In terms of metadata (Table 1), we found that the vast majority of websites were operated by commercial for-profit companies (120/143, 83.9%). Business models included various profile upgrade options for physicians that are often payable through monthly or annual fees (see detailed features in Table 1). Such benefits included that physicians could pay for commercial services (42/143, 29.4%) such as online appointment booking, or to enter the biddings to offer a client treatments (especially in dentistry). Furthermore, doctors could pay for their profiles to be further up or listed first on users’ search results (51/143, 35.7%).

Website Quality
A quality index of 47 items was calculated (see Multimedia Appendix 1), awarding one point per quality criterion fulfilled, yielding scores between 0 and 47. The mean quality score was 18.67 (SD 4.13), ranging from 8 to 29 points, with 69.3% (99/143) of the sample scoring between 15 and 22 points. Overall, the three highest individual website quality scores of the 143 coded websites were attained by one website registered in Germany, one in Austria, and one in the United Kingdom. The individual websites with the lowest website quality were a website registered in Singapore and one in Canada reaching only 8 points or 9 points, respectively.
<table>
<thead>
<tr>
<th>Metadata</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Owner of the website</strong></td>
<td></td>
</tr>
<tr>
<td>Unknown or not identifiable</td>
<td>11 (7.7)</td>
</tr>
<tr>
<td>Commercial for-profit company</td>
<td>120 (83.9)</td>
</tr>
<tr>
<td>Nonprofit organization</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>Medical professional organization</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Political institution or governmental organization</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Other (eg, hospital and health insurance)</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td><strong>Physician information updates and upgrades offered</strong></td>
<td></td>
</tr>
<tr>
<td>No upgrades offered</td>
<td>11 (7.7)</td>
</tr>
<tr>
<td>Profile update offered, no indication if at a cost</td>
<td>27 (18.9)</td>
</tr>
<tr>
<td>Profile update offered for free</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Profile update offered at a cost</td>
<td>12 (8.4)</td>
</tr>
<tr>
<td>Profile update offered for free, upgrades available at a cost</td>
<td>84 (58.7)</td>
</tr>
<tr>
<td>No information available</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td><strong>Types of cost billing</strong></td>
<td></td>
</tr>
<tr>
<td>No information available</td>
<td>33 (23.1)</td>
</tr>
<tr>
<td>Absent</td>
<td>56 (39.2)</td>
</tr>
<tr>
<td>Fee (weekly, monthly, or annual)</td>
<td>41 (28.7)</td>
</tr>
<tr>
<td>Billing by case (per client served or gained)</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>Fee (monthly, annual) plus billing by case</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td>Cost per information item the doctor adds</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Upgrade benefits offered for free and at a cost</strong></td>
<td></td>
</tr>
<tr>
<td>Better or higher listing position of physician profile</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>7 (4.9)</td>
</tr>
<tr>
<td>At a cost</td>
<td>51 (35.7)</td>
</tr>
<tr>
<td>Seal that the doctor is excellent</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>At a cost</td>
<td>11 (7.7)</td>
</tr>
<tr>
<td>Google indexing for higher position in search results</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>At a cost</td>
<td>19 (13.3)</td>
</tr>
<tr>
<td>Costumer service or profile maintenance</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>At a cost</td>
<td>22 (15.4)</td>
</tr>
<tr>
<td>Profile presentation enhancement by adding pictures, videos, or more information about the doctor</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>14 (9.8)</td>
</tr>
<tr>
<td>At a cost</td>
<td>61 (42.7)</td>
</tr>
<tr>
<td>Physicians can respond to patients’ reviews</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>22 (15.4)</td>
</tr>
<tr>
<td>At a cost</td>
<td>10 (7.0)</td>
</tr>
<tr>
<td>Commercial benefits (eg, online appointment scheduling and bidding system for treatments)</td>
<td></td>
</tr>
<tr>
<td>For free</td>
<td>11 (7.7)</td>
</tr>
</tbody>
</table>
Table 2. Information available on doctors’ profile pages about the physician and practice (N=143).

<table>
<thead>
<tr>
<th>Available information on physicians’ profiles</th>
<th>Present, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address of the practice</td>
<td>136 (94.4)</td>
</tr>
<tr>
<td>Phone number of the practice</td>
<td>118 (81.9)</td>
</tr>
<tr>
<td>Directions to find address</td>
<td>111 (77.1)</td>
</tr>
<tr>
<td>Detailed degree or specializations of the doctor</td>
<td>93 (64.6)</td>
</tr>
<tr>
<td>List of medical conditions that the physician treats</td>
<td>85 (59.4)</td>
</tr>
<tr>
<td>List of medical procedures (treatments, etc) offered</td>
<td>86 (59.7)</td>
</tr>
<tr>
<td>Website of the physician and practice</td>
<td>78 (54.2)</td>
</tr>
<tr>
<td>Office hours of the practice</td>
<td>75 (52.1)</td>
</tr>
<tr>
<td>Doctor’s years of work experience</td>
<td>60 (41.7)</td>
</tr>
<tr>
<td>Languages the physician speaks</td>
<td>58 (40.3)</td>
</tr>
<tr>
<td>Insurance plan restrictions information (eg, if a physician accepts only private insurance or self-payment)</td>
<td>58 (40.3)</td>
</tr>
<tr>
<td>Training and degrees of the doctor</td>
<td>70 (48.6)</td>
</tr>
<tr>
<td>Email address of the practice</td>
<td>67 (46.5)</td>
</tr>
<tr>
<td>List of medical continuous education courses the physician completed</td>
<td>56 (38.9)</td>
</tr>
<tr>
<td>Gender of the physician</td>
<td>49 (34.3)</td>
</tr>
<tr>
<td>Awards and honors that the physician received</td>
<td>34 (23.6)</td>
</tr>
<tr>
<td>Scientific publications by the physician</td>
<td>28 (19.4)</td>
</tr>
<tr>
<td>Insurance plans or health insurance companies the provider works with</td>
<td>26 (18.1)</td>
</tr>
<tr>
<td>Practice access information for handicapped people</td>
<td>21 (14.6)</td>
</tr>
<tr>
<td>Doctor’s memberships in physician associations</td>
<td>15 (10.4)</td>
</tr>
<tr>
<td>Age of the physician</td>
<td>12 (8.3)</td>
</tr>
<tr>
<td>Physician’s external quality assessment results</td>
<td>10 (6.9)</td>
</tr>
<tr>
<td>Number of surgical procedures that the physician performed in his career (surgeon volume)</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Legal actions after errors, malpractice, or sanctions that were filed against the physician</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Personal information (eg, doctor’s marital status and family information)</td>
<td>2 (1.4)</td>
</tr>
</tbody>
</table>

Overall, indicators related to transparency, such as the type of website provider (132/143, 92.3%) and website background information (eg, website owner [122/143, 85.3%] or terms and conditions [128/143, 89.5%]) were available on the vast majority of websites. Furthermore, basic quality assurance criteria such as limiting the number of reviews by the same user were present in almost three-quarters of websites. However, the assurance of transparency proved to be less common when related to financial benefits for the website provider. For example, 75.5% (108/143) of websites did not clearly separate advertisement from content, and more than 69.9% (100/143) had some form of physician ad present. Furthermore, HON code certifications, a label that marks trustworthy health and medical information [22], were only displayed on 5.6% (8/143) of the cases. Statistical quality assurance indicators such as a minimum number of reviews online before reviews are displayed were largely absent (only in 9.3%, 13/143 present). Remarkably, only 4.2% (6/143) of the websites stated that they notify the physicians whose profile goes online. This makes keeping track of their potentially numerous online profiles difficult for physicians. Furthermore, merely 11.9% (17/143) provided the physician’s medical board registration number, which can be an indicator for users that may help him identify physicians who passed the country’s requirements to practice medicine.

Professional Information

When Web users search for a doctor online, the amount and kind of information they find about the doctor and his or her practice may help users’ decide whether to consult a certain doctor or not. Therefore, information content was added up to a score between 0 and 25 (see indicators in Table 2). With a mean of 9.95 (SD 4.01), the vast majority of websites had little information available about the doctors listed. The information most commonly available about doctors were the address of the practice (136/143, 94.4%), the practice phone number (118/143, 81.9%), and directions to find the practice (111/143, 77.1%).
which resembles the information one could also retrieve from a phone book.

**Quality and Information Content on Physician-Rating Websites in Different Countries**

To shed light on potential differences between countries’ PRW information content and quality, the websites were split based on their registration country. According to our quality measure (0-47 points), websites registered in the United Kingdom had the best quality PRWs (mean 26.50, SD 1.00), followed by Australia (mean 21.50, SD 0.71) and Germany (mean 20.72, SD 4.12). It has to be noted though that both the United Kingdom and Australia had few websites registered in their countries and low variability compared with, for example, Germany, where the two highest quality websites were registered (see Table 3). In terms of information content (score between 0-25), websites registered in Australian scored the highest (mean 15.50, SD 6.64), followed by German ones (mean 10.00, SD 2.48).

Numerous websites (35/143) had multinational coverage areas, which may or may not overlap with the registration country according to which the countries are listed in Table 3. For example, Canada had only 3 websites registered, but 10 pages covered physicians practicing in Canada. The United States on the other hand had 40 websites registered there, but only 28 exclusively displayed physician profiles from doctors practicing in the United States. Therefore, a comparison of websites across countries should be interpreted with caution. It should further be noted that the quality scores of websites not registered in one of our sample countries had the lowest quality, which points to potential legal issues that may emerge based on this gap between registration country and coverage area.

### Table 3. Website quality and information by registration country in descending order of quality.

<table>
<thead>
<tr>
<th>Registration countrya</th>
<th>Number of websites</th>
<th>Website quality (summative score 0-47)</th>
<th>Information content (summative score 0-25)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean (SD) Minimum Maximum</td>
<td>Mean (SD) Minimum Maximum</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4</td>
<td>26.50 (1.00) 26 28</td>
<td>8.00 (6.64) 2 16</td>
</tr>
<tr>
<td>Australia</td>
<td>2</td>
<td>21.50 (0.71) 21 22</td>
<td>15.50 (2.12) 14 17</td>
</tr>
<tr>
<td>Germany</td>
<td>25</td>
<td>20.72 (4.12) 15 29</td>
<td>10.00 (2.48) 5 16</td>
</tr>
<tr>
<td>Austria</td>
<td>13</td>
<td>19.85 (3.60) 14 28</td>
<td>12.85 (4.00) 8 20</td>
</tr>
<tr>
<td>Switzerland</td>
<td>11</td>
<td>18.91 (4.04) 13 25</td>
<td>9.27 (2.76) 3 13</td>
</tr>
<tr>
<td>United States</td>
<td>40</td>
<td>18.25 (3.03) 12 24</td>
<td>9.80 (4.24) 0 20</td>
</tr>
<tr>
<td>Singapore</td>
<td>5</td>
<td>18.20 (5.85) 8 22</td>
<td>10.40 (5.23) 6 17</td>
</tr>
<tr>
<td>South Africa</td>
<td>6</td>
<td>18.17 (3.43) 14 23</td>
<td>9.33 (3.93) 5 14</td>
</tr>
<tr>
<td>India</td>
<td>14</td>
<td>17.79 (1.81) 15 23</td>
<td>9.36 (4.52) 1 15</td>
</tr>
<tr>
<td>United Arab Emirates (Dubai)</td>
<td>3</td>
<td>17.00 (2.00) 15 19</td>
<td>13.33 (4.73) 8 17</td>
</tr>
<tr>
<td>Canada</td>
<td>3</td>
<td>15.67 (7.23) 11 24</td>
<td>8.33 (2.89) 5 10</td>
</tr>
<tr>
<td>Other or not identifiable registration country (eg, Spain and Romania)</td>
<td>17</td>
<td>15.29 (4.66) 9 22</td>
<td>8.53 (3.81) 3 16</td>
</tr>
</tbody>
</table>

aThe registration country according to which websites are listed here is not always equivalent with the coverage areas of these websites.

**Scales or Rating Tools**

PRWs may invite users to score doctors based on numeric scales, ask for written feedback, or a combination of both. In our sample, 15.3% (22/143) of the websites asked for numeric physician assessments only, 4.2% (6/143) for written reviews exclusively, and 76.9% (110/143) provided the option to give feedback based on both predefined rating scales as well as to type reviews or testimonials. Most frequently, PRW users were invited to rate the overall treatment encounter (75/143, 52.1%), punctuality and wait time in practice (51/143, 35.7%) or for the next appointment (27/143, 18.9%), and whether the user would recommend that specific doctor (44/143, 30.8%). Furthermore, users may be asked to rate the office environment (eg, practice comfort and cleanliness: 33/143, 23.1%), or the friendliness and courteousness of the staff (32/143, 22.4%). Looking at the assessment tools in terms of broader dimensions, one or several indicators on interpersonal aspects of care could be assessed on 65 (45.5%) of the coded websites. Specifically, information provision by the physician (comprehensiveness, clarity, questions answered, etc), bedside manner, helpfulness, and empathy (25/143, 17.4%), or if the doctor spent sufficient time with the patient (17/143, 11.8%) could be rated. Yet, scales on which users were asked to score one or several technical aspects of care were less frequently present (37/143, 25.9%). For example, few websites asked users to evaluate the physician’s knowledge (16/143, 11.2%), competence (9/143, 6.3%), or the correctness of the diagnosis (9/143, 6.3%). Users were inquired to rate aspects concerning one or several rating items on the outcome of care on 24 (16.8%) of the websites. Assessment items included, for example, the presence and quality of the follow-up (9/143, 6.3%) or the efficiency of the treatment (8/143, 5.6%). Further rating scale items can be found in Table 4.
Table 4. Rating scale items present on physician rating websites.

<table>
<thead>
<tr>
<th>Dimension and indicators</th>
<th>Present, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Infrastructure</strong></td>
<td></td>
</tr>
<tr>
<td>Office environment, cleanliness, comfort</td>
<td>33 (23.1)</td>
</tr>
<tr>
<td>Instruments in the practice to make the diagnosis or execute the treatment</td>
<td>9 (6.3)</td>
</tr>
<tr>
<td>Reachability of the practice by car or public transport</td>
<td>8 (5.6)</td>
</tr>
<tr>
<td><strong>Organization</strong></td>
<td></td>
</tr>
<tr>
<td>Punctuality, wait time in practice</td>
<td>51 (35.7)</td>
</tr>
<tr>
<td>Scheduling or making appointments</td>
<td>23 (16.1)</td>
</tr>
<tr>
<td>Waiting time until the next appointment</td>
<td>27 (18.9)</td>
</tr>
<tr>
<td>Reachability of the practice via phone</td>
<td>9 (6.3)</td>
</tr>
<tr>
<td>Notification of patients in case of appointment delays or cancellations</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Teamwork between physician and his team</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Number of staff present in the practice to welcome and take care of patients</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Staff</strong></td>
<td></td>
</tr>
<tr>
<td>Staff friendliness and courteousness</td>
<td>32 (22.4)</td>
</tr>
<tr>
<td>Staff experience and training</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Interpersonal</strong></td>
<td></td>
</tr>
<tr>
<td>Comprehensiveness and completeness of information provision</td>
<td>31 (21.7)</td>
</tr>
<tr>
<td>Social skills of the doctor (attentiveness, helpfulness, empathy)</td>
<td>25 (17.5)</td>
</tr>
<tr>
<td>Amount of time spent with the patient</td>
<td>17 (11.9)</td>
</tr>
<tr>
<td>Friendliness of the physician</td>
<td>16 (11.2)</td>
</tr>
<tr>
<td>Physician’s (active) listening skills</td>
<td>15 (10.5)</td>
</tr>
<tr>
<td>Conversation climate with the doctor</td>
<td>15 (10.5)</td>
</tr>
<tr>
<td>Trust in physician</td>
<td>13 (9.1)</td>
</tr>
<tr>
<td>Confidentiality, protection of privacy</td>
<td>6 (4.2)</td>
</tr>
<tr>
<td>Information provision about how to handle the illness or disease</td>
<td>10 (7.0)</td>
</tr>
<tr>
<td>Shared decision about the course of action together with the patient or shared decision making</td>
<td>6 (4.2)</td>
</tr>
<tr>
<td>Doctor’s effort to engage the patient in shared decision making</td>
<td>6 (4.2)</td>
</tr>
<tr>
<td>Physician’s skill to assess the patient’s handicaps and presentation with appropriate information and treatment options</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Communication and narration during the treatment execution</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Technical or medical</strong></td>
<td></td>
</tr>
<tr>
<td>Physician’s knowledge</td>
<td>16 (11.2)</td>
</tr>
<tr>
<td>Physician’s competence</td>
<td>9 (6.3)</td>
</tr>
<tr>
<td>Correctness of the diagnosis, diagnostic ability of the physician</td>
<td>9 (6.3)</td>
</tr>
<tr>
<td>Improvement of the patient’s health status</td>
<td>8 (5.6)</td>
</tr>
<tr>
<td>Timely referral to a specialist or the hospital if needed</td>
<td>5 (3.5)</td>
</tr>
<tr>
<td>Completeness and quality of anamnesis</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Quality and variety of treatment suggestions</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Cost consciousness of the physician when making tests or giving out medications</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Physician’s experience</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Dimension and indicators</td>
<td>Present, n (%)</td>
</tr>
<tr>
<td>--------------------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Responsible medication prescription</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Systematic proceeding of physician to reach the correct diagnosis</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Timeliness or promptness of the diagnosis and initiation of the treatment</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Correctness of treatment execution by the physician and his team</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Quality of the information provided to the patient</td>
<td>19 (0.7)</td>
</tr>
<tr>
<td>Physician’s competence to execute the treatment competently</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
</tr>
<tr>
<td>Likelihood of recommendation</td>
<td>44 (30.8)</td>
</tr>
<tr>
<td>Satisfaction with the doctor</td>
<td>12 (8.4)</td>
</tr>
<tr>
<td>Presence and quality of the follow-up care</td>
<td>9 (6.3)</td>
</tr>
<tr>
<td>Efficiency of the treatment or cost-benefit ratio</td>
<td>8 (5.6)</td>
</tr>
<tr>
<td>Price of the treatment</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Cost coverage by the health insurance</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Patient’s increase in knowledge about his disease or injury</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Number or kind of complications</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Patient loyalty or patient’s intention to return for future or follow-up treatments</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Summative and other</strong></td>
<td></td>
</tr>
<tr>
<td>Summative or overall score</td>
<td>75 (52.4)</td>
</tr>
<tr>
<td>Other organization scores</td>
<td>14 (9.8)</td>
</tr>
<tr>
<td>Other interpersonal scores</td>
<td>12 (8.4)</td>
</tr>
<tr>
<td>Other overall scores</td>
<td>2 (1.4)</td>
</tr>
<tr>
<td>Other technical scores</td>
<td>2 (1.4)</td>
</tr>
</tbody>
</table>

*These indicators emerged in the literature as important to identify a good doctor but were not present on any physician-rating websites.

**Website Traffic Rank**

The website traffic rank on Alexa was recorded on January 26, 2017, serving as an indicator of the popularity of the PRWs in this study in their registration country. First, it should be noted that 8 websites did not have an Alexa global rank [18], while 44 were not ranked locally. The most frequently visited website was Yelp on a global scale, ranked on position 282, followed by Web MD ranked number 501 and Yellow Pages on position 1634 worldwide. Given that Yelp and Yellow Pages are primarily directories, they attract most likely the vast majority of their traffic through webpage visits unrelated to physician searches or review writing. The website most popular within a country was Herold in Austria on rank 86 nationally, followed by Just Dial in India positioned on rank 63, and by NHS Choices in Great Britain on national rank 143. Herold as well as Just Dial are also first and foremost directories, likely attracting most of their traffic through address searches, whereas users may not even be aware of its function to rate doctors. NHS Choices on the other hand is Britain’s public health care system’s webpage and therefore the first point of entry or first address about health issues in the United Kingdom.

**Discussion**

**Principal Findings**

This study assessed the quality, information content, and rating tools on websites providing physician rating in 12 countries of German or English language. Most websites were registered in the United States and Germany. Yet, one has to differentiate between registration country and coverage area of those websites as this has important legal implications for the physicians listed. On average, quality and information content of PRWs in various countries differed tremendously, whereas the quality of the majority did not even achieve half of the maximum quality points possible.

To our knowledge, this is the first study that analyzed the quality, physician information content, and rating tools of doctor rating websites in 12 countries on a broad basis. Prior content analyses that focused on the structure and content on PRWs were more restrictive in their inclusion criteria only coding websites that exclusively displayed physicians, leading to smaller sample sizes of 8 [23] or 28 websites, respectively [24]. Due to our broader inclusion criteria (see Methods section), we analyzed a more heterogeneous sample, including all websites that had some form of physician rating or review present, consequently providing a broader picture.
The majority of the websites in our sample was commercially owned (120/143, 83.9%). On such profit-focused websites, revenue is often generated via upgrades of physician profiles. This can be beneficial for both patients and physicians if features such as online appointment bookings are offered. However, other upgrades such as purchased top listing positions, which were present on 35.7% (51/143) of the websites, are problematic as they are often not evident as such to the user. As known from research in marketing, because of primacy or position effects, people tend to choose the first option on a list (eg, [25-27]). However, a purchased top physician listing may not reflect the actual quality of the doctor, thereby potentially misleading users.

Overall, the quality of the websites in our sample was mediocre. The vast majority attained less than half of the maximum score (between 15-22 points), whereas the highest quality website attained 29 out of 47 points. Additional information such as surgeon volume [28] or physician notification when the profile goes online were absent in almost 95% (6/143) of all websites. Furthermore, only a quarter of websites contained physicians’ replies to reviews, even though health care consumers report physician feedback to be crucial [13].

New and transparent quality guidelines are called for. Such quality guidelines should strengthen the rights of both physicians and health care consumers. In Germany, such guidelines have been developed. However, as the results of this study show, this did not necessarily translate into higher quality PRWs overall [11]. Independent, nonprofit companies such as the HON code society [22] for the quality of health information have paved the way toward globally recognized labels. For the development of a PRW quality label, a mixed committee of patients and physicians should be involved, so that both patients’ and doctors’ wishes and concerns find their perspectives and needs represented in the development of such a label. Given the diversity of medical specializations (ie, general practitioners may require a different skill set than neurosurgeons) and the knowledge base of patient (ie, a very informed long-term diabetes patient may have a different skill to assess a doctor than a patient who visits a doctor for the first time in 20 years to find out that he is suffering from diabetes), PRWs should pay tribute to such differences.

In terms of what users are asked to rate about their doctors, we found that overall scores or aspects of the organization, such as waiting time, appeared most frequently. Outcome of care and technical aspects of the physician are less often listed rating tools. Furthermore, rating websites that asked users to assess structural or interpersonal aspects of their care ranked higher on website quality than websites on which those rating scales were absent. This is in line with previous studies that report that overall scores, communication, and structural factors are the most frequently available doctor assessment tools [23,29]. Emmert and colleagues [23] further found that only a minority of PRWs asked users to assess process quality or treatment outcomes [23], which our study confirms.

A study by Rao and colleagues [30] reported that health care consumers failed to correctly judge technical quality of care aspects, whereas other studies suggest a positive association between PRW ratings and objective care measures [31], or Facebook recommendations and hospital readmissions [32]. Some studies suggest that there is a knowledge gap between doctors and patients related to medical knowledge [5], which makes it difficult for health care consumers to accurately evaluate a physician’s medical performance. A study by Rothenfluh and Schulz [15] reports further that physicians and health care consumers are indeed reflective of their own capabilities to assess certain care aspects, especially if highly technical. The findings from this study evidence, however, that only a minority of websites present technical or medical criteria (37/143, 25.9%) to be assessed by patients, which may be a reassuring finding for doctors. Hence, these findings can debates some ethical concerns raised in the PRW literature (see [4,5]).

Beyond numeric reviews, written patient testimonials should also be focused on more in this context. In our sample, patient narratives have been present on 81.1% (116/143) of the PRWs we analyzed. These narratives have been promoted as fruitful tools to obtain patient quality of care feedback, yet, it is advocated that they should be collected based on strict standards, showing promising results [33]. Our study revealed that only 26.6% (38/143) of the pages we analyzed provided instructions on how to provide meaningful and appropriate written testimonials. Furthermore, not even a third (30.8%, 44/143) of the websites in our sample systematically screened all patient reviews before they went online. This calls for action and enforcement of stricter quality guidelines on PRWs. Furthermore, given that numeric physician ratings are often not in line with written reviews, they can also cause contradictions within reviews [34]. Hence, further research is needed on how ratings, as well as narratives, could be more effectively elicited to provide meaningful and valuable feedback for physicians and insightful information for patients.

The quality of the websites differed between the 12 countries, with websites registered in the United Kingdom and Australia scoring highest. Yet, the registration country was not necessarily equivalent to the website’s coverage area. This could create difficulties, especially for doctors who want to take legal action against false or defamatory reviews. Even though there are the first publications on the legal grounds of PRWs, such as applying defamation law and medical nondisclosure agreements [12], the situation remains country-specific and complex. Newspaper articles on court cases in various countries, including Europe and North America, show that actions taken by physicians against defamatory comments are sometimes, but not always, successful [35-37]. A court decision in Germany shows though that the law increasingly recognizes the physicians’ perspectives on PRWs, especially when business interests compromise the neutrality of the displayed information. A ruling by the German High Court forces a PRW to delete doctors’ profiles when the doctors explicitly request for it. A PRW was sued because it displayed advertisements of upgraded doctor profiles on detail pages of physicians without such an upgrade, putting the doctors with a nonupgraded profile into a disadvantageous position [38]: Doctors could not request the removal of their profiles. The new ruling by the German High Court changes this situation. As a consequence, this ruling may change the landscape of physician profile upgrades in other
countries as well, favoring transparency, while punishing practices that may distort users’ perception, such as profile upgrades.

Beyond a discussion and further research on legal issues on PRWs, country-specific differences in terms of the number, content, and quality of such websites may also be related to the health systems in which they operate. A health care system such as that of the United Kingdom is publicly financed and therefore leaves less choice to patients [39]. In countries such as the United States, on the contrary, individuals pay their health care expenses mostly out of their pocket [40]. Hence, PRWs in such systemically diverse countries may also lead to the emergence of dissimilar PRWs. Self-payers may therefore be more interested in comparisons of physicians, potentially explaining the large number of PRWs in the United States compared with, for example, the United Kingdom. However, these are just hypotheses, calling for further investigation.

The large number of websites that we found, for example, in Germany or the Unites States, point to a challenge doctors face; they have to stay on top of incoming reviews and to respond to them. Given the large number of review websites, this poses a daunting task, especially if websites do not inform doctors when their profiles or a review on them goes online. Only 14.0% (20/143) of the websites in our sample stated to inform doctors when a new review on them is posted, and 4.2% (6/143) notify physicians when their profile goes live. Given that physicians already have extraordinarily long working hours [41], replying to patient comments on such numerous websites in a timely manner can become burdensome, or even overwhelming [42]. It is therefore not surprising that only 34% of physicians surveyed in the United States reported to have made changes to their online profiles [43], even though the importance of responses to posted reviews is highly important for patients [13]. This situation has already opened up a new business opportunity: marketing firms offer physician profile maintenance at a cost [44-46]. This development is alarming because contrary to creating a physician-patient dialogue to improve quality of care [47] it outsources this potentially valuable feedback loop.

This study pointed to various shortcomings on websites that offer physician rating tools, reaching from low quality and limited information content to biased physician profile display. Nevertheless, online patient ratings of care quality can provide valuable and timely insights into shortcomings in care quality. Several studies have hinted at the association between objective care quality and patient feedback [32,48,49]. For example, a study by Glover and colleagues showed a significant association between Facebook ratings and hospital readmission rates, whereby lower ratings were associated with higher readmission rates [32]. Furthermore, patient ratings have the potential to change patients’ choice of doctors or hospitals, thereby encouraging doctors to adjust their practicing based on negative reviews [48]. This has been evidenced in a German study that showed how doctors who read their negative reviews and also responded to them, make an effort to improve the aspects that were criticized in their work [47]. Hence, the need for the public to be involved in quality of care reporting is increasingly suggested [49,50]. Yet, the assurance of quality and content on PRWs asks for further research and knowledge translation into practice.

Given that the vast majority of PRWs in our study was commercially owned, it remains questionable whether more neutral providers such as nonprofit organizations could outperform the existing websites in terms of traffic at the present state. As almost a third of websites sell profile upgrades or higher listing positions to physicians, a sign or label should clearly point out the absence of such business models. This can raise users’ awareness and incentivize commercial websites to change their business strategy. Furthermore, a label on PRWs could serve as quality assurance certification that helps both physicians and patients to better navigate toward ethical and high-quality physician-rating webpages. In addition, the number of reviews would have to be increased; the more reviews are present, the higher the statistical representativeness and the less subject single reviews are to outliers. As an outcome, reviews would be created in an environment safe for both parties, inspiring health care improvements and constructive dialogue, thereby ultimately raising transparency and quality in health care.

Limitations
This study has to be considered under certain limitations. First, as the internet is a fast-changing environment, this content analysis of PRWs only provides a momentary picture of the situation in the 12 countries included in our sample. To respond to this issue, we provide readers with insight into the websites as they were when they were coded in the form of webcaching. Yet, webcached sites may not necessarily provide the same user experience.

Second, the Web search for PRWs only included pages that appeared based on the outlined search terms. The search terms we applied may not be complete though because of regional differences in search strings. Hence, some websites offering rating functions of physicians may not have been included in the sample.

Third, this content analysis was limited to information that was visible when users accessed the website (publicly available without user registration). However, it is possible that websites adhered to quality criteria in the version available to registered users, which we as unregistered visitors failed to notice. As a result, this study only attempts to draw conclusions based on publicly available data.

Fourth, the indicators comprising the website quality score were not weighted. Although it is undebated that some indicators are very important (eg, physicians can be high listing positions), other indicators are difficult to weight. For example, whether reviews should be published anonymously is debated among doctors and patients. Doctors value transparent publication of reviewers’ names and demand that when they are reviewed and rated, the authors of such reviews should reveal their identities as well. For patients on the other hand, it is crucial that their opinions remain anonymous as they fret about the impact of negative reviews on their future care encounters with the same or other providers. Hence, we opted to not weight single indicators but to calculate a simple mean and to point the reader...
to the table where all indicators are listed separately. This way, the reader can draw his or her own conclusions.

Conclusions
This study evidences that websites that provide physician rating should improve and communicate their quality standards, especially in terms of physician and user protection, as well as transparency. In addition, given that quality standards on PRWs are low overall, the development of transparent guidelines is required.
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Abstract

Background: Type 2 diabetes mellitus is one of the most common long-term conditions, and costs health services approximately 10% of their total budget. Active self-management by patients improves outcomes and reduces health service costs. While the existing evidence suggested that uptake of self-management education was low, the development of internet-based technology might improve the situation.

Objective: To establish the cost-effectiveness of a Web-based self-management program for people with type 2 diabetes (HeLP-Diabetes) compared to usual care.

Methods: An incremental cost-effectiveness analysis was conducted, from a National Health Service and personal and social services perspective, based on data collected from a multi-center, two-arm individually randomized controlled trial over 12 months. Adults aged 18 or over with a diagnosis of type 2 diabetes and registered with the 21 participating general practices (primary care) in England, UK, were approached. People who were unable to provide informed consent or to use the intervention, terminally ill, or currently participating in a trial of an alternative self-management intervention, were excluded. The participants were then randomized to either usual care plus HeLP-Diabetes, an interactive, theoretically-informed Web-based self-management program, or to usual care plus access to a comparator website containing basic information only. The participants’ intervention costs and wider health care resource use were collected as well as two health-related quality of life measures: the Problem Areas in Diabetes (PAID) Scale and EQ-5D-3L. EQ-5D-3L was then used to calculate quality-adjusted life years (QALYs). The primary analysis was based on intention-to-treat, using multiple imputation to handle the missing data.

Results: In total, 374 participants were randomized, with 185 in the intervention group and 189 in the control group. The primary analysis showed incremental cost-effectiveness ratios of £58 (95% CI –411 to 587) per unit improvement on PAID scale and £5550 (95% CI –21,077 to 52,356) per QALY gained by HeLP-Diabetes, compared to the control. The complete case analysis showed less cost-effectiveness and higher uncertainty with incremental cost-effectiveness ratios of £116 (95% CI –1299 to 1690).
Introduction

Background

There is a global epidemic of diabetes mellitus, with an estimated 10% of the global population, or 422 million people, affected. Around 90% of these people have type 2 diabetes mellitus (T2DM) [1]. The personal and health care costs of T2DM are substantial. Recent estimates suggest that about 11% of the total global health expenditure is due to diabetes [2]. Most of these costs are due to preventable complications [3]. Also, diabetes also results in societal costs, including the cost of missed workdays [4], personal costs, including out of pocket costs [2], and the impact on employment and earnings potential [5,6]. Patient education and self-management support has been identified as a priority for global health in recent years [7] and has the potential to both improve outcomes and reduce costs [8]. However, internationally, uptake of self-management education remains low [9], partly due to logistical problems with attending courses [10].

Web-based self-management support has the potential to increase uptake by overcoming some of the logistical problems associated with other forms of delivery as it can be accessed at home, at the user’s convenience. We have developed a comprehensive, evidence-based, theoretically informed, Web-based self-management program for adults with T2DM called Healthy Living for People with Type 2 Diabetes (HeLP-Diabetes). Overall content was guided by the Corbin and Strauss model, which hypothesizes that patients must undertake medical, emotional and role management in dealing with a long-term condition [11]. If effective, Web-based interventions have the potential to be highly cost-effective, as they can be delivered at scale across large populations, with relatively low additional costs per additional user [12], unlike telephone-based or face-to-face education where labor costs account for a substantial proportion of total cost [13].

We undertook an individually randomized controlled trial in primary care to determine the effectiveness and cost-effectiveness of HeLP-Diabetes compared to a simple, telephone-based or face-to-face education where labor costs relatively low additional costs per additional user [12], unlike

Methods

Approval and Ethical Considerations

Ethics approval was obtained from Camden and Islington National Research Ethics Service (NRES) committee, reference 12/LO/1571.

Design, Setting, and Participants

The HeLP-Diabetes trial was a multi-center, two-arm individually randomized controlled trial carried out in primary care settings in England, United Kingdom (UK). The detailed trial design was fully reported in the published protocol [14], and the clinical effectiveness article [16]. There were no changes to the methods after the protocol was agreed and the start of the trial. Twenty-one general practices from across England participated, with a mix of urban, suburban, and rural practices. Adults, aged 18 years or over, registered with participating practices, and diagnosed with T2DM were eligible for inclusion in the trial. People who were unable to use the intervention (eg, due to psychosis or cognitive impairment), unable to use the internet at home, at the user’s convenience, we have developed a comprehensive, evidence-based, theoretically informed, Web-based self-management program for adults with T2DM called Healthy Living for People with Type 2 Diabetes (HeLP-Diabetes). Overall content was guided by the Corbin and Strauss model, which hypothesizes that patients must undertake medical, emotional and role management in dealing with a long-term condition [11]. If effective, Web-based interventions have the potential to be highly cost-effective, as they can be delivered at scale across large populations, with relatively low additional costs per additional user [12], unlike telephone-based or face-to-face education where labor costs account for a substantial proportion of total cost [13].

We undertook an individually randomized controlled trial in primary care to determine the effectiveness and cost-effectiveness of HeLP-Diabetes compared to a simple, text-based website, all with the access to usual care for people with T2DM [14]. The aim of this paper is to present the health economic analysis of this comparison based on the data collected in the trial and to examine the cost-effectiveness of facilitated access to HeLP-Diabetes. The analysis was undertaken from the collective perspective of the National Health Services (NHS) and personal social services (PSS), following the National Institute of Health and Care Excellence (NICE) guidance [15], as the two share the same resources. The results on clinical effectiveness are reported in a separate article previously published [16]. All costs are presented in pounds sterling (£) 2014 prices.
12 months after randomization. Follow-up was undertaken at 3 and 12 months postrandomization.

**Intervention**

The intervention consisted of facilitated access to HeLP-Diabetes. Facilitation consisted of an introductory training session with practice nurses. In this session, patients were shown on a computer how to log on and set a username and password, and introduced to the structure, contents, and features of the website and how to navigate it. A booklet summarizing the information introduced in the session was given to the patients to take home.

HeLP-Diabetes was a theoretically informed, Web-based program, whose overall goals were to improve health outcomes and reduce diabetes-related distress [17]. It was developed using participatory design principles, with substantial input from patients with T2DM and health professionals caring for such patients. The content was designed to be accessible to people with a wide range of literacy and health literacy skills, with all essential content provided in both video and text. The content sections covered information on diabetes as a medical condition and its impact on people’s life; behavior change components to support adoption of healthier lifestyles; and a third strand of components focusing on emotional well-being based on cognitive behavioral therapy and mindfulness.

The program also included an online forum where the participants could post and share their questions, concerns, and experiences. There was also an “Ask the Expert” facility, where questions were reviewed and responded to by a multi-disciplinary team including an information scientist, clinicians, and patient representatives (see Multimedia Appendix 2). The forum was monitored daily by both research staff and patient representatives.

Engagement with the program was promoted through regular newsletters, emails and mobile text messages containing updates on latest diabetes-related research or practice, seasonally-relevant advice, and links to specific relevant parts of the program. A medical information scientist reviewed the diabetes-related research published each month and provided a summary of the important, useful or relevant research. The summary was then discussed by a team of clinicians, psychologists, health service researchers and patient representatives before selected items of interest were written up for a patient audience. A more detailed description of the intervention is provided in a separate clinical article [16] and a National Institute for Health Research (NIHR) monograph [18].

**Comparator**

HeLP-Diabetes was designed to be provided as an addition to current practice. However, to improve acceptability to participants and to maintain blinding, all participants were assigned access to a website. Participants in the control group were given access to a simple information website, based on the information readily available in the public domain on the website of the main UK diabetes charity (Diabetes UK) or National Health Service patient information website (NHS Choices). Participants in the control group were also given an introductory facilitation meeting, in which they were shown how to navigate the website, and an information booklet to take home.

**Health Outcomes**

The health outcomes for the health economic analysis were diabetes-related distress, measured by the Problem Areas in Diabetes (PAID) questionnaire, and quality of life, measured by EQ-5D-3L. The PAID questionnaire consisted of 20 items focusing on areas that cause difficulty for people living with diabetes, including social situations, food, friends and family, diabetes treatment, relationships with health care professionals and social support [19]. PAID scores range from 0-100, with lower scores indicating less stress, with a score of 40 or more indicating significant distress. EQ-5D-3L is a standardized instrument for measuring health-related quality of life, which has five domains (5D), each with three levels (3L) measuring daily difficulties in that domain [20]. Both these self-reported outcome measures were collected online at baseline, three months, and 12 months follow-up. The tariff for each combination of the EQ-5D-3L levels for the UK population was applied to calculate utility values [21]. The utility values range from –0.594 to 1, with higher values indicating better quality of life. Quality-adjusted life years (QALYs) were then calculated over the duration of the trial using the area under the curve of utility values from the three time points [22]. QALYs were not discounted because the assessing period was 12 months.

**Costs of the Intervention**

There were two types of costs related to the intervention: those incurred during the development and optimization of the intervention; and those related to ongoing delivery and maintenance of the intervention. Development costs were not taken into account for this analysis. As per NICE guidance [15], the evidence on costs should relate to the National Health Services (NHS) and personal social services (PSS) resources. The development costs, in this case, although considerable, related to research funding rather than NHS and PSS resources, and unlikely to be repeated if the intervention is adopted in practice.

The costs relating to ongoing maintenance and delivery of the intervention within the trial form the basis for the current analysis. These consisted of: the cost of delivery of the intervention; the cost of maintenance and updating of the intervention; and cost of facilitating activities undertaken to improve uptake and use. If the intervention were to be widely implemented into routine health care, all these activities would be required on an on-going basis. Therefore, the costs of these activities that occurred during the trial were used to estimate the real costs in practice.

Delivering, maintaining, and updating the intervention involved two types of costs: costs related to hardware and software; and staff costs. Staff costs related to activities for engagement, moderating the online forum, revising the content of the website, and responding to ‘Ask the Expert’ questions. Staff costs were also incurred by the third-party service provider responsible for hosting and maintaining the intervention.

Costs related to hardware, software, and work undertaken by the third-party service provider were recorded from actual
invoices. These included a weekly review of recent development in the field, domain names purchase, website hosting, quarterly maintenance of the website, and Security Socket Layer certificate purchase. Some of the third-party services were contracted for longer than 12 months, so costs were calculated for a one-year period based on the invoiced amount and their length of service.

Activities not undertaken by the third-party providers were carried out by either professional staff or by patient representatives. Costs related to work undertaken by patient representatives were recorded from the payments made to representatives, who were reimbursed for their time in line with INVOLVE guidance [23]. INVOLVE is a NIHR funded national advisory group to support active public involvement in NHS, public health and social care research. These included patient representatives’ feedback on development review, forum monitoring, and their review of feedback from the clinical team. Costs related to activities undertaken by research staff and clinicians were estimated from workloads during the trial period, by recording the time taken for each activity, the frequency of that activity and the number and grade of staff involved. These included writing and sending emails, short message service (SMS), and newsletters, forum monitoring, interaction with patients on the website, and contents review and update. The costs were then calculated by multiplying the time spent by the average wage for each type of staff member. Hourly costs for research staff were taken from the academic pay scale [24], and hourly costs for General Practitioners (GPs) were taken from unit costs of health and social care edited by Personal Social Services Research Unit (PSSRU) [25].

Participants in both groups were provided with facilitation by practice or research nurses to encourage use and uptake of the intervention and comparator. Participants were also provided with a booklet, summarizing the training they had received (login details, how to use the website). All participants were provided with this introductory session and booklet. As this activity was not required for the comparator website and was only undertaken to maximize comparability between the intervention and the comparator, we considered it a research activity and assumed that no intervention costs were incurred in the control group.

Practice/research nurses required training in providing this introductory session. Each nurse attended an hour face-to-face training session provided by a member of the research team. They were also provided with printed training materials, reminding them how to register patients and how to introduce the website. The costs of the training and introductory session were calculated from the time spent on each activity by the nurses and research team staff, plus travel time for the research team, multiplied by their respective hourly salary rates. In this case, we took the hourly rate of practice nurses for all nurses’ time. The costs of the printed training materials and the booklets issued to participants were obtained from invoices from the printers.

All intervention costs were allocated to the participants in the intervention group of the trial to give a per participant cost.

**Health Service Resource Use**

Health care resource use, including primary, secondary and community services, was collected for both groups using bespoke service use questionnaires. The majority of information about service use and participants’ prescriptions were extracted from participants’ medical records by practice or research nurses. The remainder of the service use data were collected retrospectively from participants using a self-report questionnaire online. These data were collected at baseline for the 12 months period before the trial, at three months follow-up for the three months period after randomization and at 12 months follow-up for the nine months after three months follow-up. The quantities were then multiplied by a set of national average unit costs (Table 1). The total costs of health services were then summarised at an aggregated level, (ie, costs of health services use from data provided by nurses, medication costs from data provided by nurses, and costs of health and social services use from data provided by participants), for the corresponding periods respectively. Any missing data on individual services resulted in a missing cost for the entire section.

Where applicable, Value Added Tax at 20%, salary on-costs, and overheads were added. Unit costs for out-of-hours services were estimated based on a national audit [26], assuming the duration of consultations was the same as for in-hours services. Data on travel time for home visits were not available, so we adopted the assumed 12 minutes per visit estimate made by PSSRU 2014 [25]. No allowance was made for travel expenses. Due to the large amount of medications taken by this particular population, only current prescriptions taken at the time of data collection were extracted. Prescribed items were matched with the Prescription Cost Analysis England 2014 [28] for a cost per item, using their generic name, form, and strength where available. In the absence of full information, a weighted average cost per item was calculated based on available information. Unless it was specified that no medication was prescribed, blank entries were considered as missing data. We also assumed that all prescriptions were for chronic conditions and issued for one month at a time over the corresponding period. Costs were not discounted as the assessing period was 12 months.
Table 1. National average unit cost used in the analysis.

<table>
<thead>
<tr>
<th>Health Service Use</th>
<th>Unit cost (£) (per consultation or per episode)</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GP consultation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In surgery</td>
<td>38</td>
<td>PSSRU(^b) 2014 [25]</td>
</tr>
<tr>
<td>Home visit</td>
<td>62</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Telephone</td>
<td>23</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td><strong>Practice nurse consultation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In surgery</td>
<td>11</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Home visit</td>
<td>18</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td>NHS(^c) Walk-In Clinic</td>
<td>56</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td><strong>Out-of-hour services</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone advice</td>
<td>36</td>
<td>Out-of-hours GP services in England [26], PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Home visit</td>
<td>117</td>
<td>Out-of-hours GP services in England [26], PSSRU 2014 [25]</td>
</tr>
<tr>
<td>In surgery</td>
<td>86</td>
<td>Out-of-hours GP services in England [26], PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Accident and emergency service admission</td>
<td>167</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Podiatrist</td>
<td>44</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Optometry</td>
<td>97</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Physiotherapy</td>
<td>46</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td><strong>Counselling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care</td>
<td>46</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Community</td>
<td>138</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Clinical test</td>
<td>2</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Outpatient appointment</td>
<td>111</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Day case</td>
<td>698</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Inpatient admission</td>
<td>1891</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td><strong>District nurse</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home visit</td>
<td>46</td>
<td>Reference Costs 2013-14 [27], PSSRU 2014 [25]</td>
</tr>
<tr>
<td>In surgery or clinic</td>
<td>37</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Social worker</td>
<td>55</td>
<td>PSSRU 2014 [25]</td>
</tr>
<tr>
<td>Occupational therapy</td>
<td>64</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
<tr>
<td>Dietician</td>
<td>80</td>
<td>Reference Costs 2013-14 [27]</td>
</tr>
</tbody>
</table>

\(^{a}\)GP: general practitioner.
\(^{b}\)PSSRU: Personal Social Services Research Unit.
\(^{c}\)NHS: National Health Service.

Analysis

**Missing Data**

Multiple imputation was used as the primary method to account for missing data at both baseline and follow-up. A chained equation model was developed, and predictive mean matching was used as the imputation method for continuous variables, using the five nearest neighbors to the prediction as a set to draw from. All missing data were imputed separately by trial group. The imputation was performed at the aggregated level (ie, costs of health services use from data provided by nurses, prescription costs from data provided by nurses, costs of health and social services use from data provided by participants, PAID score and EQ-5D-3L utility value from data provided by participants). PAID and EQ-5D-3L data collected outside of the pre-specified “window” of 10-14 months following randomization were considered invalid as 12-month outcomes and only used as imputing factors along with baseline and other outcome data. The percentage of missing data served as the base of the number of imputations, as a rule of thumb [29].
Primary Analysis
The primary analysis followed a pre-specified analysis plan, comparing the groups as randomized (intention-to-treat). It focused on a within-trial analysis of costs and benefits, with no projected time horizon. A linear mixed effects model was fitted with the 12-month outcome as the dependent variable, adjusting for the baseline variables age, sex, presence of pre-existing cardiovascular disease, duration of diabetes, smoking status and corresponding baseline outcome (costs over 12 months before baseline, PAID score at baseline and EQ-5D-3L utility value at baseline, respectively) as fixed effect terms. Center effects were included as random-effects in the analysis. No time-dependent terms, interaction terms or effect modifiers were used. The difference in mean 12-month costs and outcomes were estimated based on the model. Incremental cost-effectiveness ratios (ICER) were calculated by dividing the difference in mean cost by the difference in mean health outcome. The resulting incremental cost per QALY gained was then compared against the recommended willingness-to-pay (WTP) threshold of £20,000-£30,000 per QALY by NICE [15].

A non-parametric bootstrap technique was employed to explore the uncertainty of point estimates of the difference in mean 12-month costs and outcomes from primary analyses. Five thousand bootstrapped datasets were created and the total costs and outcome estimated for each one. The results from bootstrap resampling were used to construct 95% CI for incremental costs, incremental PAID score, incremental QALY’s, and to plot the cost-effectiveness plane and cost-effectiveness acceptability curve to show the uncertainty surrounding the primary results [30].

Sensitivity Analyses
Complete case analysis was undertaken to assess the performance of the imputation model compared to a complete case analysis that assumes data were missing completely at random.

The intervention cost per user estimated in the primary analysis was based on the number of trial participants, which would be unrealistic if the intervention were to be implemented more widely. We, therefore, undertook a one-way sensitivity analysis, exploring the cost per user as numbers of users increased.

The cost of nurse-led facilitation is per participant, so will be incurred by each registered user, regardless of the total number. Each practice referring patients to the intervention needed at least one nurse who is trained in the facilitating activities. In this trial, each practice or research nurse only undertook to facilitate activities for up to 10 patients, whereas practices are likely to have several hundred patients with T2DM who could be registered, which would reduce the per-user cost of training nurses to register patients. However, taking into consideration staff turnover and the possibility of multiple staff being trained, we made the conservative assumption that the costs of training practice staff would remain the same per user.

The costs of maintaining and delivering the intervention remain the same up to the total capacity of the current server (which is for 10,000 active users). This means that the average cost per user reduces up to 10,000 active users. The one-way sensitivity analysis, therefore, explored the change in intervention cost per user about the ICER on the implicit assumption that the impact on health services use, and QALYs in the trial was generalizable. Because the national WTP threshold is only expressed regarding incremental cost per QALY, the one-way sensitivity analysis was not undertaken for the incremental PAID score.

All analyses were undertaken using STATA SE 14.2 software.

Results

Participants in the Study
Recruitment took place between September 2013 and December 2014. Of 374 participants randomized, 185 were allocated to the intervention and 189 to the control group. The average age at randomization was 64.9 (SD 9.5) years old in the intervention group and 64.7 (SD 9.1) years old in the control group. There were four participants missing time since diagnosis of diabetes, two in each group. Among the participants with this information, the mean duration was 7.8 (SD 5.7) years in the intervention group and 8.2 (SD 6.1) years in the control group. The proportion of male participants in the intervention group (127/185, 69%) was similar to that in the control group (131/189, 69%). Further description of the participants’ characteristics can be found in the clinical effectiveness article [16].

Missing Data
In the intervention group, there were 143/185 (77%) participants who completed the three months self-report questionnaire and 129/189 (70%) participants who completed the 12 months one. In the control group, there were 152/189 (80%) participants who completed the three months questionnaire and 135/189 (71%) participants who completed the 12 months questionnaire. The difference in completion rate was not significant (Pearson’s chi-squared test \( P = .459 \) at 3 months, \( P = .718 \) at 12 months). There were rare cases where participants completed the questionnaire with one or two items missing (see Multimedia Appendix 3). In general, the missing data on self-report were due to not responding. The percentage of missing data was low and did not exceed 30% for any variable. The number of imputations was therefore set to 30.

Intervention Costs

Maintenance and Delivery
Staff costs of maintenance and delivery of the intervention were estimated to be £18,783 a year, including patient representatives’ feedback work (Table 2). The total infrastructure cost per year was estimated at £23,013, including £93 for 10 domain names, £3600 for website hosting, £19,200 for maintenance, and £120 for Security Socket Layer Certificate. The two parts gave a total operating cost of HeLP-Diabetes per year of £41,796. Allocating these costs to the 185 participants in the intervention group, the average cost per participant was £226.
Table 2. Staff costs of maintenance and delivery of HeLP-Diabetes.

<table>
<thead>
<tr>
<th>Activities</th>
<th>Intensity</th>
<th>Payment scale or method</th>
<th>Unit cost (£) per hour</th>
<th>Cost (£) per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emails, newsletters, SMS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 day/2 weeks</td>
<td>Grade 6 staff</td>
<td>34</td>
<td>6675</td>
</tr>
<tr>
<td>Librarian review of recent development</td>
<td>1 hour/week</td>
<td>Fixed contract</td>
<td>30</td>
<td>1560</td>
</tr>
<tr>
<td>Patient representatives feedback on librarian’s review</td>
<td>30 minutes/person, 2 persons/2 weeks</td>
<td>Cash payment</td>
<td>18</td>
<td>468</td>
</tr>
<tr>
<td>Forum monitoring by patient representatives</td>
<td>30 minutes/person, 2 persons/2 weeks</td>
<td>Cash payment</td>
<td>18</td>
<td>468</td>
</tr>
<tr>
<td>Forum monitoring by staff</td>
<td>1 hour/2 weeks</td>
<td>Grade 6 staff</td>
<td>34</td>
<td>890</td>
</tr>
<tr>
<td>Clinical team website interaction</td>
<td>1 hour/time, 5 times/year</td>
<td>GP</td>
<td>121</td>
<td>605</td>
</tr>
<tr>
<td>Patient representatives review feedback from clinical team</td>
<td>15 minutes/person, 2 persons/time, 5 times/year</td>
<td>Cash payment</td>
<td>18</td>
<td>45</td>
</tr>
<tr>
<td>Content checking, revising and updating by staff</td>
<td>2 hours/2 weeks</td>
<td>Grade 6 staff</td>
<td>34</td>
<td>1780</td>
</tr>
<tr>
<td>Content checking, revising and updating by clinical team</td>
<td>2 hours/2 weeks</td>
<td>GP</td>
<td>121</td>
<td>6292</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>18,783</td>
</tr>
</tbody>
</table>

<sup>a</sup>SMS: short message service.

Facilitating Activities

The costs of training the nurses to undertake the facilitation, including both the costs of the research staff providing the training and the costs of the nurses being trained, came to £3785 across all practices involved in the trial. The cost of the printed training materials was £78. Thus, the total training costs in the trial were £3863, or £21 per participant in the intervention group.

The time allocated to registering participants and introducing them to the intervention was 20 minutes per participant, hence cost one-third of a practice nurse’s hourly consultation rate (£44) [25]. The cost of the booklet given to each participant in the intervention group was £0.95 per booklet.

The total intervention cost was, therefore, £263 per participant, made up of £226 costs of maintenance and delivery; £21 for initial training of practice/research nurses; and £16 for nurse-led facilitation. We assumed zero costs for the comparator, as although we incurred costs during the trial, these would not have been incurred outside of a trial.

Primary Analysis

The outcomes and the incremental cost and effectiveness of the primary analysis are presented in Table 3. The mean costs of health resources use in the 12 months trial period were higher in the control group than in the intervention group (for detailed health resources use, see Multimedia Appendix 3). The unadjusted difference in mean total costs was £12, with a lower value in the control group. When adjusted for baseline health resource use 12 months before the trial, the mean total costs in the intervention group were £131 (SE £169) higher than the control group. After further adjusting for baseline variables (ie, age, sex, history of cardiovascular diseases, smoking status, time since diabetes diagnosis), the difference was reduced to £111 (95% CI –156 to 362).

The mean PAID score was higher in the control group than the intervention group throughout the trial. The unadjusted difference in PAID score at 12 months was 3.1, with a lower score in the intervention group. After adjusting for baseline PAID score, the mean PAID score was 1.9 (SE 1.3) lower in the intervention group than the control group. This remained similar when further adjusting for other baseline variables (ie, age, sex, history of cardiovascular diseases, smoking status, time since diabetes diagnosis).

Mean EQ-5D-3L utility in both groups increased at three months from baseline. At 12 months, the mean utility value fell in both groups, but the fall was greater in the control group. Regarding QALYs, during the 12-month trial period, the intervention group had a mean QALY of 0.802 (SE 0.016) compared with 0.764 (SE 0.023) in the control group, giving an unadjusted difference of 0.038. After adjusting for EQ-5D-3L utility values at baseline and other baseline variables (ie, age, sex, history of cardiovascular diseases, smoking status, time since diabetes diagnosis), the incremental QALY was 0.020 (95% CI –0.001 to 0.044), comparing the intervention group to the control group.
Table 3. Incremental cost-effectiveness analysis based on imputed data, by randomized group.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention (n=185)</th>
<th>Control (n=189)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Costs (£)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention cost, mean</td>
<td>263</td>
<td>0</td>
</tr>
<tr>
<td>Health resources use in the 12 months trial period(^a), mean (SE)</td>
<td>1816 (125)</td>
<td>2067 (144)</td>
</tr>
<tr>
<td>Total cost during trial period, mean (SE)</td>
<td>2079 (125)</td>
<td>2067 (144)</td>
</tr>
<tr>
<td>Incremental cost for intervention group, adjusted for health resources use cost at baseline and other baseline variables, mean (95% CI)</td>
<td>111 (−156 to 362)(^b)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td><strong>HRQoL(^d)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline PAID(^e), mean (SE)</td>
<td>18.1 (1.3)</td>
<td>19.9 (1.4)</td>
</tr>
<tr>
<td>Three months PAID, mean (SE)</td>
<td>15.7 (1.2)</td>
<td>17.3 (1.3)</td>
</tr>
<tr>
<td>Twelve months PAID, mean (SE)</td>
<td>14.5 (1.2)</td>
<td>17.6 (1.4)</td>
</tr>
<tr>
<td>Incremental PAID score at 12 months for intervention group, adjusted for baseline PAID score and other baseline variables, mean (95% CI)</td>
<td>−1.9 (−4.2 to 0.4)(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td>Baseline EQ-5D-3L utility(^f), mean (SE)</td>
<td>0.793 (0.018)</td>
<td>0.766 (0.021)</td>
</tr>
<tr>
<td>Three months EQ-5D-3L utility, mean (SE)</td>
<td>0.811 (0.016)</td>
<td>0.786 (0.024)</td>
</tr>
<tr>
<td>Twelve months EQ-5D-3L utility, mean (SE)</td>
<td>0.793 (0.023)</td>
<td>0.736 (0.037)</td>
</tr>
<tr>
<td>QALYs in the 12 months trial period(^g), mean (SE)</td>
<td>0.802 (0.016)</td>
<td>0.764 (0.023)</td>
</tr>
<tr>
<td>Incremental QALY's for intervention group, adjusted for baseline EQ-5D-3L utility value and other baseline variables, mean (95% CI)</td>
<td>0.020 (−0.001 to 0.044)(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>ICER(^h)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental cost (£) per unit improvement on PAID scale, mean (95% CI)</td>
<td>58 (−411 to 587)(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td>Incremental cost (£) per QALY gained, mean (95% CI)</td>
<td>5550 (−21,077 to 52,356)(^b)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)This was calculated based on the assumption that the medications were for chronic use and were prescribed monthly.

\(^b\)Baseline variables included age, sex, history of cardiovascular diseases, smoking status, time since diabetes diagnosis.

\(^c\)N/A: not applicable.

\(^d\)HRQoL: health-related quality of life.

\(^e\)PAID: Problem Areas in Diabetes.

\(^f\)EQ-5D-3L: A descriptive system of health-related quality of life state.

\(^g\)QALY: quality-adjusted life year.

\(^h\)ICER: fully adjusted incremental cost-effectiveness ratio.

Figure 1. Cost-effectiveness plane and cost-effectiveness acceptability curve comparing the intervention group to the control group.

http://www.jmir.org/2018/6/e201/
**Incremental Cost-Effectiveness Analysis**

The fully adjusted incremental cost-effectiveness ratio (ICER) was £58 (95% CI –411 to 587) per unit improvement on PAID scale, and £5550 (95% CI –21,077 to 52,356) per QALY gained, comparing the intervention with the control (Table 3). For both health outcomes, the ICERs indicated a costlier and more effective intervention. Comparing with the recommended WTP threshold for QALY, the intervention presented a much lower ratio. The majority of the bootstrapped replicates fell in the north-east corner of the cost-effectiveness plane, indicating a costlier and more effective intervention (Figure 1). A lesser proportion of the replicates fell in the south-east corner, indicating a less costly but more effective intervention. A small group (153/5,000, 3%) of the replicates fell on the left side of the Y axis, indicating a less effective intervention. Overall, the majority of bootstrapped replicates fell under the WTP thresholds. The CEAC further demonstrated the conclusion was likely to be robust with an 87% probability that the intervention was cost-effective at a WTP threshold of £20,000 per QALY and 92% at £30,000 per QALY (Figure 1).

**Table 4.** Comparison of outcomes between imputed data and complete cases.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Intervention</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Costs of health services use (£)</strong></td>
<td>n</td>
<td>Mean</td>
</tr>
<tr>
<td><strong>In the 12 months before recruitment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>1792 (126)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>1793 (1,545)</td>
</tr>
<tr>
<td><strong>In the 12 months trial period</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>1816 (125)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>1695 (1,404)</td>
</tr>
<tr>
<td><strong>PAID</strong> scores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>18.1 (1.3)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>18.8 (16.8)</td>
</tr>
<tr>
<td>Twelve months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>14.5 (1.2)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>14.6 (15.5)</td>
</tr>
<tr>
<td><strong>EQ-5D-3L</strong> utility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>0.793 (0.018)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>0.792 (0.232)</td>
</tr>
<tr>
<td>Three months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>0.811 (0.016)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>0.824 (0.186)</td>
</tr>
<tr>
<td>Twelve months</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imputed (SE)</td>
<td>185</td>
<td>0.793 (0.023)</td>
</tr>
<tr>
<td>Complete cases (SD)</td>
<td>96</td>
<td>0.814 (0.218)</td>
</tr>
</tbody>
</table>

aPAID: Problem Areas in Diabetes.

bEQ-5D-3L: A descriptive system of health-related quality of life state.
Complete Case Analysis
A complete case analysis (CCA) was performed on 96/185 (52%) in the intervention group and 101/189 (53%) in the control group who had complete data on baseline variables required for adjustment, costs and the two health outcomes. Comparing the results from CCA to the primary analysis, the mean costs were lower in the CCA than in the primary analysis, except for the mean costs in the 12 months before recruitment in the intervention group (Table 4). Similarly, EQ-5D-3L utility scores at all time points were higher in the CCA than in the primary analysis, except for the score at baseline in the intervention group. The results of the CCA showed a smaller incremental outcomes (PAID –1.6, 95% CI –5.1 to 1.4 and QALY 0.010, 95% CI –0.018 to 0.044) and bigger incremental costs (£185, 95% CI –145 to 504), with higher variation surrounding each estimate, in comparison with the primary analysis. The ICER for a one unit improvement on PAID score was £116 (95% CI –1299 to 1690). The intervention was still cost-effective (ICER=£18,500/QALY, 95% CI -203,949 to 190,267), compared with the WTP threshold, but with a higher level of uncertainty (probability of being cost-effective was 45% at £20,000 and 52% at £30,000).

One-Way Sensitivity Analysis for the Cost of Intervention
Assuming the effectiveness and the impact on health resources use remained the same, the ICER declined rapidly with increasing numbers of users (Figure 2). Once there were 81 users, the ICER dropped to around £20,000/QALY. The ICER became negative upon the intervention reaching 363 users, thereafter dominating the control (ie, the intervention became less costly and more effective than the control).

Discussion
Principal Results
In this within-trial economic evaluation, we found that HeLP-Diabetes plus usual care was highly likely to be cost-effective, compared with free information-only websites, such as that provided by NHS Choices or Diabetes UK, plus usual care. The ICER in the primary analysis was estimated at £5550 per QALY gained with 87% and 92% probability of being cost-effective for WTP thresholds of £20,000 and £30,000 per QALY, respectively. Once there were over 363 users, HeLP-Diabetes became dominant (ie, less costly and more effective) compared to free information websites, on top of usual care.

Strengths and Limitations
The strength of this study comes from the reliance on actual data from a trial. We collected a wide range of information on health and social service resource use, including community, primary and secondary care. Most of the service use data came from the GP electronic health care records, supplemented by self-report data from participants for services not recorded in the electronic notes. This approach reduced the potential bias...
coming from retrospective recall by participants. The completeness of self-report sections was mostly secured by the mandatory questionnaire procedure which prevented skipping individual questions, therefore reduced missing data. Due to the volume of medication taken in this population, however, only the current medication at the time of data collection was extracted, and the assumption was made that all medications were for chronic use. This could overestimate medication costs, but it should not introduce a bias towards either group. The comparison between CCA and the primary analysis showed that the imputation had a greater impact on the control group than on the intervention group. The results suggested that the participants who completed all tests and questionnaires were likely to have a lower level of health services use and better health.

We decided at the outset not to include the investment costs incurred in the development of the intervention in our analysis. This was because, being funded by research grants, these costs were unlikely to re-occur if the intervention was widely implemented by the NHS, therefore being irrelevant to the decision maker for future planning. We used the running costs incurred in the trial to estimate the operating costs in practice. However, there may be more maintenance costs over a longer period as technology changes, and there may be a need for software updates. One example would be that adapting this program to optimize user experience on a mobile phone screen would incur additional programming costs. Neither PAID nor QALYs are clinical outcomes, and their association with outcomes such as glycated hemoglobin (HbA1c) is not always straightforward. Although necessary for comparability with other interventions, their clinical relevance is limited.

According to National Diabetes Audit 2016-17 [31], 56% of registered T2DM patients are male, and 47% are under age 65 in England. While the mean age is similar, the proportion of male patients in our study participants is higher. What impact this might have on the overall effects of HeLP-Diabetes is unknown at this point, but it is worth noting that many face-to-face self-management interventions appear to appeal more to women than men, so the gender imbalance in favour of men seen in our trial may suggest that providing both face-to-face and online self-management interventions may be one way to reach both men and women [32]. Furthermore, the participants in our study were well-managed in their condition from the beginning, with mean HbA1c of 7.3% (56 mmol/mol) at baseline. In a related point, the participants in our study had a duration of diagnosis ranging from 0-34 years. However, the effectivenes data from the trial showed that neither duration of diabetes nor baseline HbA1c impacted on the overall change in HbA1c [16].

Population impact of an intervention is a product of effect size, reach and uptake—a highly efficacious intervention that is only used by a very small proportion of the population may have less impact than a less efficacious intervention which is widely used. These trial data cannot give us an estimate of the eventual reach and uptake of this intervention, as trial participants are known to differ from the total population of patients who may be targeted by an intervention [33]. In parallel with the trial reported here, we undertook an implementation study to explore issues around reach and uptake, along with factors which impacted on these. These data will be reported separately.

A potential disadvantage of a rigorous evaluation is the time and resource required. There may be questions about the value of such investment in a rapidly evolving landscape where the intervention in question may be rendered obsolete by the time the evaluation is completed. However, while the digital technology changes rapidly, the underlying principles do not. Another potential limitation to consider is the importance of taking into account the target population of the intervention. It is possible that benefits will not scale across the population equally. For instance, in 2017, 37% of the adults aged 65+ in Great Britain read online newspapers or magazines, in contrast to over 70% of the adults aged under 55, whilst 20% of adults aged 65+ shared self-created content online, compared with over 50% in the age groups under 55 [34]. Interventions that have a wide target population will need to reflect the heterogeneity in preferences of their target populations, and the use and impact of the interventions may vary, affecting cost-effectiveness.

Comparison with Prior Work

Although one of the major drivers for research into digital health interventions, such as HeLP-Diabetes, is their expected cost-effectiveness [12,35], there has been relatively little published evidence. A Cochrane review of digital interventions for alcohol consumption published in 2017 identified only 7/42 (16.7%) qualified studies reported economic evaluations [36]. Several systematic reviews of economic evaluations on mental health-related digital interventions conducted in recent years identified 5 studies for anxiety disorder [37], 16 articles for mental health in general [38], and 12 studies for depression [39], respectively. Other economic evaluations of digital health interventions cover a wide range of target conditions, including irritable bowel syndrome [40], substance misuse [41], weight management [42], insomnia [43,44], eating disorders [45,46] and postoperative recovery [47]. Results of these studies were favourable regarding costs, especially when wider health care or societal costs were taken into account but did not show a significant impact on quality of life during follow-up periods. Our results are therefore broadly in line with previous findings and thus contribute to the growing but still insufficient evidence pool of economic evaluation of digital interventions.

Conclusions

As there are 3.5 million people diagnosed with T2DM in Great Britain in 2016 [48-50], and over 90% of the households have internet access in 2017 [34], HeLP-Diabetes has the potential of delivering an effective intervention on a wide scale with negligible marginal costs. Although we do not expect internet-based interventions to be suitable for everyone at the moment, with the internet further permeating our daily life and people adapting to the internet era, there is potential for digital health interventions to help alleviate the burden of chronic conditions on health care systems in the long run. Our findings supported the cost-effectiveness of the intervention once taken up by patients. Further research is needed on how digital health interventions such as HeLP-Diabetes can be delivered and
maintained in a sustainable and cost-effective manner, with the focus on user experience outside of a study setting. The successful realization of this effect might lie in identifying the more susceptible user groups and engaging them at an optimal time. More empirical studies are needed to help plan the systematic incorporation of digital interventions in medical practice.
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Abstract

Background: An estimated 30.3 million Americans have diabetes mellitus. The US Department of Health and Human Services created national objectives via its Healthy People 2020 initiative to improve the quality of life for people who either have or are at risk for diabetes mellitus, and hence, lower the personal and national economic burden of this debilitating chronic disease. Diabetes self-management education interventions are a primary focus of this initiative.

Objective: The aim of this study was to evaluate the impact of the Better Choices Better Health Diabetes (BCBH-D) self-management program on comorbid illness related to diabetes mellitus, health care utilization, and cost.

Methods: A propensity score matched two-group, pre-post design was used for this study. Retrospective administrative medical and pharmacy claims data from the HealthCore Integrated Research Environment were used for outcome variables. The intervention cohort included diabetes mellitus patients who were recruited to a diabetes self-management program. Control cohort subjects were identified from the HealthCore Integrated Research Environment by at least two diabetes-associated claims (International Classification of Diseases-Ninth Revision, ICD-9 250.xx) within 2 years before the program launch date (October 1, 2011-September 30, 2013) but did not participate in BCBH-D. Controls were matched to cases in a 3:1 propensity score match. Outcome measures included pre- and postintervention all-cause and diabetes-related utilization and costs. Cost outcomes are reported as least squares means. Repeated measures analyses (generalized estimating equation approach) were conducted for utilization, comorbid conditions, and costs.

Results: The program participants who were identified in HealthCore Integrated Research Environment claims (N=558) were matched to a control cohort of 1669 patients. Following the intervention, the self-management cohort experienced significant reductions for diabetes mellitus–associated comorbid conditions, with the postintervention disease burden being significantly lower (mean 1.6 [SD 1.6]) compared with the control cohort (mean 2.1 [SD 1.7]; P=.001). Postintervention all-cause utilization was decreased in the intervention cohort compared with controls with −40/1000 emergency department visits vs +70/1000; P=.004 and −5780 outpatient visits per 1000 vs −290/1000; P=.001. Unadjusted total all-cause medical cost was decreased by US $2207 in the intervention cohort compared with a US $338 decrease in the controls; P=.001. After adjustment for other variables through structural equation analysis, the direct effect of the BCBH-D was −US $815 (P=.049).

Conclusions: Patients in the BCBH-D program experienced reduced all-cause health care utilization and costs. Direct cost savings were US $815. Although encouraging, given the complexity of the patient population, further study is needed to cross-validate the results.

(J Med Internet Res 2018;20(6):e207) doi:10.2196/jmir.9225
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Introduction

Background

Current national estimates indicate that 9.4% of Americans (30.3 million people) have diabetes mellitus (DM) [1-3]. Annual (2012) DM-related expenditures are estimated at US $245 billion, with US $176 billion in direct medical costs and US $69 billion in indirect costs attributable to disabilities, work absences, and premature death, among others [1-3]. Looking beyond the economic issues, having DM as well as common comorbid conditions such as hypertension and depression negatively impact quality of life (QoL), decrease functioning and ability to manage self-care, and raise mortality risk [4-11]. In response, the US Department of Health and Human Services created national objectives via its Healthy People 2020 initiative to help improve the QoL of people who either have or at risk for DM, and hence, lower the personal and national economic burden [12].

Diabetes Self-Management Education (DSME) interventions, which focus on guiding DM management and promoting healthy behaviors and lifestyle changes, are a primary part of this initiative. Many such interventions have been reported. Pal and colleagues completed a meta-analysis of 16 computer-based interventions (delivered through clinics, the internet, and mobile phones) and found small effects on glycemic control and no effects on depression or QoL [13]. Sherifali et al conducted an internet-based diabetes lifestyle management program and found improvements in body mass index, body fat percentage, and activity levels in participants [14]. A systematic review of nine internet-based diabetes lifestyle modification programs demonstrated improvements in diet or activity level (2 studies) and improvements in glycemic control (2 studies) [15]. A meta-analysis of 13 studies using community health workers as interventionist found a modest reduction in glycated hemoglobin (HbA1c) compared with usual care [16]. A more recent meta-analysis for group-based intervention involving 47 studies concluded that group-based programs showed better outcomes when taught by one or more professionals with or without a peer when compared with peer-led education [17]. It should be noted that these studies illustrate different aspects of the current intervention—computer-based, internet-based, peer-led and theory-based, all of which are aspects of the intervention discussed in this paper.

There have also been several diabetes education cost-effectiveness studies. A recently completed meta-analysis of 8 studies found that 4 were based on reduction of clinical measures and 4 on quality-adjusted life years (QALYs) [18]. A program in South Africa that lowered blood pressure was reported as cost-effective based on QALYs gained [19]. Similar findings were found with a nurse-delivered telecoaching program in Belgium [20]. Evaluations of diabetes counseling and education programs have produced mixed economic results. Although most have shown a reduction in overall health care costs, not all programs have produced positive changes [21,22]. Telecoaching programs, including Web-based and phone-based programs, show particular promise in improving diabetes care and costs [23]. In a systematic review of interactive computer technology interventions to improve diabetes care, Jackson et al found an overall positive impact on diabetes care measures and health care utilization [24]. More recently, a quasi-experimental study by Nundy et al within an employer health plan found that mobile phone–based diabetes education was able to produce positive behavioral changes, improve glycemic control, and lower overall medical costs [25].

The intervention reported on in this study, Better Choices Better Health Diabetes (BCBH-D) program, originally developed at Stanford University, is an intensive DSME series of 2.5-hour sessions over 6 consecutive weeks that has demonstrated effectiveness [26]. The program was first evaluated as small groups in community settings near patients’ homes. More recently, online workshops have been developed and offered to persons with diabetes who preferred online communication because they lived in rural areas, wanted anonymity, were homebound, or had busy schedules [27]. The online program contains all the elements of the small group method, except participants log in and do the work from their personal computers. Participants complete exercises, read posted materials, and interact virtually with others in their group. Two related studies evaluating the small group and internet-based BCBH-D program, led by a consortium of the Stanford Patient Education Research Center, National Council on Aging (NCOA), and Anthem Health Plans, reported modest benefits among the program participants based on 6- and 12-month follow-up periods [28,29]. The 6-month follow-up study reported statistically significant improvements in 13 of 14 outcome measures, including HbA1c, and health behaviors (eg, communication with physicians, stretching or strengthening exercise, medication adherence, and frequency of eye, foot, cholesterol, and kidney exams) [28]. In the 12-month follow-up program, more than two-thirds (69.7%, 597/857) of the baseline study population experienced statistically significant improvements in 13 of the 15 prespecified outcome measures. The researchers noted that that the improvements at 6 months were maintained and augmented during the 12-month period [29]. However, to date, there has been no research that has evaluated the impact of the BCBH-D self-management program on health care utilization and costs.

Objective

This study was designed as an administrative claims-based observational evaluation of the BCBH-D self-management program first offered in October 2013 to Anthem health plan enrollees in a real-world setting [28,29]. The objective of the present research was to evaluate (1) The program’s impact on comorbid illness related to DM, (2) Health care utilization, and (3) Health care costs within 12 months after program enrollment, compared with a propensity score matched control cohort of DM patients who received usual care but did not participate in the BCBH-D program. In addition, the study sought to better understand how baseline comorbid illness burden, age, gender, and prior health care costs influenced or mediated the 12-month changes in health care costs and if these differed by intervention and control groups.
Methods

Design

A propensity score matched two-group, pre-post observational design was used for this study. Retrospective administrative medical and pharmacy claims data from the HealthCore Integrated Research Environment (HIRE) were used for outcome variables. Administrative claims data comprehensively contains patient’s use of medical and pharmacy services, including hospitalization; emergency room; services occurring in an outpatient setting, such as office visits and laboratory test; and prescription fills. Researchers accessed a limited dataset in a Health Insurance Portability and Accountability Act compliant manner. Central Institutional Review Board (IRB) approval was obtained before the initiation of the study.

Participants

The intervention cohort included DM patients who were recruited from October 2013 to October 2014 to participate in the program (reported on by Lorig et al), attended at least one session, and were identified in the HIRE claims database [29]. For inclusion in the BCBH-D, the participants were required to speak English and provide IRB-approved informed consent and were not permitted to have previously participated in a self-management program developed at Stanford. Methods and results of the active intervention have been previously reported [27-29]. For inclusion in this study, patients had to be found in the health care claims data with enrollment in the health plan for 1 year before and 1 year following the intervention. The index date for intervention cohort members was defined as the program enrollment date. Control cohort subjects were identified from the HIRE by at least two claims associated with diabetes (International Classification of Diseases-Ninth Revision, ICD-9 250.xx) within 2 years before the program launch date (October 1, 2011-September 30, 2013). Controls were 3:1 propensity score matched based on age, gender, health plan type, residence region, Metropolitan Statistical Areas (MSA or non-MSA), Deyo-Charlson Comorbidity Index (DCI) score (range: 0-25), comorbid illnesses, health care utilization, and total medical cost at 1-year baseline [30]. The index date was defined for controls as a randomly selected date during the same period as the BCBH-D program recruitment period (October 2013-October 2014). As the data for the control cohort was a limited dataset, a waiver was sought and obtained from the IRB, and informed consent was not required.

Patients in both cohorts were required to be members of an Anthem-affiliated health plan, aged 18 years or older, with type II diabetes, and to have continuous medical eligibility for 1 year before and after the index date. Exclusion criteria included major treatment for cancer (radiation, chemotherapy, or surgery) or pregnancy.

Measures

Demographic measures included the preintervention values of gender, age, and geographical region of residence. DCI score was calculated to measure overall preintervention illness burden. Other clinical measures included a series of dichotomous variables documenting the absence or presence of 15 DM-associated comorbid illnesses, including hypertension, hyperlipidemia, obesity, chronic obstructive pulmonary disease, renal disease, depression, metabolic syndrome, ischemic heart disease, coronary heart disease, osteoporosis, osteoarthritis, lower back pain, peripheral vascular disease, musculoskeletal disorder, and sleep apnea, based on ≥2 ICD-9 codes for each (recorded in the outpatient; inpatient; or emergency department, ED setting) [30]. The 15 comorbid conditions were also measured during the follow-up year. In addition, an overall composite index that aggregated these 15 diseases at both pre- and postintervention periods was calculated for each patient to capture DM-associated comorbid illnesses burden.

Outcome measures included pre- and postintervention all-cause and diabetes-specific utilization and costs recorded in the HIRE claims database. Diabetes specific utilization was defined as hospitalizations and ED visits with primary diagnosis of diabetes and outpatient services (including but not limited to office visits, imaging, laboratory tests, and procedures) with any diabetes diagnosis on the claim. All-cause utilization was defined as any claims-based health care utilization inclusive of diabetes and any other diagnosis on the claim. All-cause and diabetes specific utilization measures for the 12-month pre- and postintervention periods encompassed hospitalizations, ED visits, and outpatient services, reported as visits per 1000 patients. All-cause and diabetes-specific costs were measured for overall medical services and for each service type, including hospitalizations, ED visits, and outpatient services. All-cause pharmacy costs were assessed for the 12-month pre- and postintervention periods.

Statistical Analysis

The demographic and clinical characteristics at baseline were reported by percentage or mean for the Intervention and matched control cohorts. Chi-square tests and t tests were conducted to examine the differences between two cohorts. Repeated-measures analyses were conducted using the generalized estimating equation (GEE) approach, using a binomial distribution and a logit link for presence of comorbid conditions for objective 1, a negative binomial distribution and a logit link for utilization for objective 2, and a gamma distribution with log link for costs for objective 3. All costs are reported as least squares values. The GEE analysis allowed for two main independent comparisons. First, a statistical test assessed the overall cohort × time interaction that determined if the cohorts had different slopes (ie, different changes in outcome measures) between pre- and postintervention periods. Second, the test for a main effect among cohorts was divided into a comparison between the two cohorts at preintervention period and a comparison between the cohorts for differences at postintervention period. To better understand the cohort difference in the 12-month changes of health care costs controlling for the influence of baseline comorbid illness burden, age, gender, and prior health care costs groups, a maximum likelihood structural equation model (SEM) analysis was conducted.
SEM was used because it permits a mediation analysis to identify and explain the process that accounts for the relationship between the treatment effect and total medical cost via the inclusion of a third variable, a mediator variable, which in this study is the composite index of DM-associated comorbid illnesses. This permits a test that changes in the composite index of DM-associated comorbid illnesses mediates a portion of the total postintervention medical costs.

Although SEM allows for the use of latent or unobserved variables, this study used only manifest measures. The starting model is shown in Figure 1. It was assumed that in addition to a cohort effect, patient gender, age, comorbid illness burden, and preintervention, total medical cost might account for postintervention total cost. As propensity score matching was used in this study, it was assumed that the cohort independent variable was uncorrelated with the sex, preintervention total costs, and preintervention comorbid illness burden. However, as treatment might impact on postintervention comorbid illness burden, this variable was assessed for its mediation effects.

Because the chi-square test of absolute model fit is sensitive to sample size and non-normality in the underlying distribution of the input variables, we used several descriptive fit statistics to assess the overall fit a model to the data, including the Comparative Fit Index (CFI), the Normed Fit Index (NFI), the Akaike Information Criterion (AIC), and the root mean square error (RMSE), indices to aid in judging the quality of model fit [31-33]. Statistical significance was defined as $P<0.05$. Analyses were conducted using SAS Institute’s SAS Software, Version 9.3, except for the SEM, which was conducted in Stata, Version Release 14 by StataCorp [34,35].

### Results

**Identification of Clinical Study Patients in Health Care Claims Data**

There were 1229 small-group and online participants in the Lorig et al (2016) study [29]. Within this population, 8 (0.65%) had no health insurance, 183 (14.89%) had Medicare, 2 (0.16%) were enrolled in Medicaid, 1 (0.08%) had Supplemental Security Income, 11 (0.90%) had Veterans benefits, 1014 (82.51%) had private insurance, and the insurance status of 10 study participants was unknown. We were able to identify 558 (55.03%, 558/1014) of privately insured) in the HIRE claims database who met the study criteria and also were covered for a full year before and after the participation date. The inability to identify the rest was probably because while participants were covered by an Anthem plan when they entered the study, they were not covered for a full year before and after the index date. In other cases, participants were enrolled in a Medicare supplemental plan where full health care utilization data were not available.

We compared the characteristics of the patients identified in claims (N=558) with the study participants we could not identify (N=671) to assess the potential for bias in our sample. The results are presented in Table 1. The majority of claims-identified patients (528/558, 94.6%) participated in the online workshop format and 28 (5.0%, 28/558) participated in the small-group format, whereas, 229 (18.6%, 229/1229) of all BCBH-D study participants chose the small-group program in the original study [29] . Claims-identified patients had a larger percentage of females, fell more heavily into the 41 to 64 years age categories, had a higher white than black racial composition, and self-reported a smaller arthritis comorbid illness burden than the patients that were not identified in claims.
Table 1. Characteristics of claims-identified study participants vs nonidentified study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BCBH-D found in claims</th>
<th>BCBH-D not found in claims</th>
<th>P value</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total patients, n</td>
<td>558</td>
<td>671</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>359 (64.5)</td>
<td>205 (30.5)</td>
<td>.001</td>
<td>.10</td>
</tr>
<tr>
<td>Age categories (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>3 (0.5)</td>
<td>35 (0.6)</td>
<td>.001</td>
<td>.04</td>
</tr>
<tr>
<td>31-40</td>
<td>25 (4.5)</td>
<td>95 (5.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>133 (23.8)</td>
<td>336 (15.2)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>51-64</td>
<td>335 (60.4)</td>
<td>154 (53.8)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>61 (10.9)</td>
<td>624 (24.7)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>4 (0.7)</td>
<td>7 (1.0)</td>
<td>.002</td>
<td>.02</td>
</tr>
<tr>
<td>Asian (includes Indian)</td>
<td>22 (0.04)</td>
<td>22 (3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African-American</td>
<td>51 (9.1)</td>
<td>115 (17.1)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>1 (0.2)</td>
<td>1 (0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (includes Hispanic or Latino)</td>
<td>466 (83.5)</td>
<td>504 (75.0)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>Two or more races</td>
<td>11 (2.0)</td>
<td>20 (3.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Declined</td>
<td>3 (0.5)</td>
<td>3 (0.4)</td>
<td>.99</td>
<td>.00</td>
</tr>
<tr>
<td>Hispanic, n (%)</td>
<td>43 (7.7)</td>
<td>52 (7.7)</td>
<td>.42</td>
<td>.00</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>400 (71.7)</td>
<td>470 (69.9)</td>
<td>.52</td>
<td>.001</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>15.4 (2.7)</td>
<td>15.3 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed post measures</td>
<td>545 (97.7)</td>
<td>655 (97.5)</td>
<td>.29</td>
<td>.05</td>
</tr>
<tr>
<td>Died</td>
<td>0 (0.0)</td>
<td>3 (0.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lost to follow-up</td>
<td>12 (2.2)</td>
<td>14 (2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study treatment mode, n (%)</td>
<td></td>
<td></td>
<td>.001</td>
<td>.09</td>
</tr>
<tr>
<td>Online</td>
<td>528 (94.6)</td>
<td>473 (70.4)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>Small group</td>
<td>30 (5.4)</td>
<td>199 (29.6)</td>
<td>&lt;.05b</td>
<td></td>
</tr>
<tr>
<td>Self-reported comorbidities, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>104 (18.6)</td>
<td>117 (17.4)</td>
<td>.66</td>
<td>.00</td>
</tr>
<tr>
<td>Hypertension</td>
<td>340 (60.9)</td>
<td>418 (62.2)</td>
<td>.68</td>
<td>.00</td>
</tr>
<tr>
<td>Asthma</td>
<td>51 (9.2)</td>
<td>54 (8.0)</td>
<td>.48</td>
<td>.004</td>
</tr>
<tr>
<td>Arthritis</td>
<td>96 (17.2)</td>
<td>164 (24.4)</td>
<td>.002</td>
<td>.008</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>56 (10.1)</td>
<td>73 (10.9)</td>
<td>.65</td>
<td>.00</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>19 (3.4)</td>
<td>18 (2.7)</td>
<td>.45</td>
<td>.00</td>
</tr>
<tr>
<td>Cancer</td>
<td>27 (4.8)</td>
<td>32 (4.8)</td>
<td>.94</td>
<td>.00</td>
</tr>
<tr>
<td>Renal disease</td>
<td>16 (2.9)</td>
<td>28 (4.2)</td>
<td>.22</td>
<td>.001</td>
</tr>
<tr>
<td>Depression</td>
<td>103 (18.5)</td>
<td>127 (18.9)</td>
<td>.86</td>
<td>.00</td>
</tr>
<tr>
<td>Mental health problems</td>
<td>68 (12.2)</td>
<td>77 (11.5)</td>
<td>.69</td>
<td>.00</td>
</tr>
<tr>
<td>HbA1c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre, mean (SD)</td>
<td>8.29 (1.62)</td>
<td>8.12 (1.48)</td>
<td>.10</td>
<td>.00</td>
</tr>
<tr>
<td>Post, mean (SD)</td>
<td>7.67 (1.32)</td>
<td>7.54 (1.41)</td>
<td>.28</td>
<td>.00</td>
</tr>
</tbody>
</table>

N=432 (with valid test result)  N=523 (with valid test result)
However, claims-identified patients did not differ from the rest of the study population regarding depression, HbA1c levels, other comorbid disease burden, years of education, marital status, completion of all study measures, or loss to follow-up. Although there is potential for some biases between the full Lorig et al (2016) study sample and the claims sample based on sex, age, and format of treatment, on the whole, the claims-identified cohort represents the original study population [29].

Propensity Score Matching Results

The 558 claims-identified patients were 1:3 propensity score matched to a pool of 685,412 patients diagnosed with type II DM and who met the eligibility criteria. The final matched control cohort consisted of 1669 patients. Baseline demographics and health care utilization data for postmatch patients are presented in Table 2. The intervention and matched control cohort had similar demographic characteristics with average age of 55 years, around 65.0% (360/558 and 1097/1669) female, and mostly residing in South (31.0%, 176/558 and 514/1669) and Midwest (42.0%, 231/558 and 697/1669) regions. Both cohorts had similar DCI scores (mean 1.6 [SD 1.6] vs mean 1.6 [SD 1.2]; P=.47). As expected, given the propensity score matching process, no significant differences were seen in the prevalence of comorbid illnesses, annual health care utilization, or annual health care costs across the two cohorts at baseline.

Impact on Comorbid Illness

As can be seen in Table 3, following the intervention, the intervention cohort was associated with significant reductions in medical claims associated with the following comorbid illnesses: hypertension (-50/558, -9.0% vs +10/1669, +0.54%; P=.001), hyperlipidemia (-39/558, -7.0% vs -23/1669, -1.44%; P=.04), and depression (-16/558, -2.9% vs +12/1669, +0.72%; P=.01) compared with the matched control cohort. In addition, the matched control cohort showed significant increases in claims for health care services associated with renal disease (+32/1669, +1.98% vs +1/558, +0.2%; P=.006), rheumatoid arthritis or osteoarthritis (+2/1669, +0.12% vs -12/558, -2.2%; P=.001), and musculoskeletal disorders (3.72% vs -0.5%, P=.04). Thus, there was a decrease in medical claims associated with key comorbid conditions within the intervention cohort from pre- to postintervention period assessment and an increase in claims for conditions among the matched control cohort. An overall composite index that aggregated these 15 diseases for both the pre- and postintervention periods was calculated to capture these shifts in DM-associated comorbid illnesses (eg, an index of 2 means a patient had 2 out of these 15 diseases). During the preintervention period, the matched control’s disease burden (mean 2.0 [SD 1.6]) did not differ statistically from the intervention cohort’s value (mean 2.0 [SD 1.6]; P=.86). However, at postintervention period, the matched control’s disease burden (mean 2.1[SD 1.7]) was significantly higher than the intervention cohort’s (mean 1.6 [SD 1.6]; P=.001). In addition, the slope of the post- minus preintervention change in disease burden for the intervention cohort was -0.4 (SD 1.5) vs 0.1 (SD 1.4) for the matched control cohort (P=.001).

Health Care Utilization

Change of health care utilization results following the intervention are presented in Table 4. The intervention cohort had reduced utilization of all-cause ED visits and outpatient services compared with the matched control cohort. Although the cohorts showed no significant differences in utilization during the preintervention period, the intervention cohort experienced a significant reduction in all-cause ED visits (~40 per thousand) compared with an increase of 70/1000 for the matched control cohort. Likewise, the intervention cohort had a decrease of 30/1000 inpatient hospitalizations during the follow-up period, whereas the matched control cohort experienced an increase of 10/1000, although this difference did not reach statistical significance (P=.10). Finally, the intervention cohort’s use of outpatient services decreased by ~5780/1000 contacts during the follow-up compared with a decrease of ~290/1000 for the matched control cohort (P=.001). For diabetes-related utilization, a statistically significant finding was obtained on outpatient services only.

Health Care Costs

Health care cost data are presented in Table 5. On the basis of data screening before the main analyses of the cost centers, we noted significant cost outliers in the inpatient and outpatient categories above four SDs of the mean during both the pre- and postintervention assessment periods. For inpatient services, there was one matched control and one intervention patient, each of whom were outliers at preintervention period. At postintervention period, there was one matched control, with inpatient costs above four SDs above the mean. For outpatient costs during the preintervention period, there were two matched control and one intervention cohort members who were above four SDs; at postintervention, there were two matched control and one intervention cohort members who fell into this category. We examined the claims associated with all patients, with inpatient and outpatient costs greater than three SDs above average and found that the most frequently associated primary diagnoses were chronic liver disease and cirrhosis, septicemia.
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acute kidney failure, acute endocarditis, venous embolism and thrombosis, transient cerebral ischemia, care involving use of rehabilitation procedures, pneumonia, intervertebral disc disorders, disorders of intestine, and venipuncture. On the basis of our review, we capped inpatient costs per year at US $200,000 and outpatient costs at US $150,000. On the whole, this reduced bias against the intervention cohort.

Table 2. Baseline demographic and utilization data.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention cohort (N=558)</th>
<th>Matched control cohort (N=1669)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>360 (64.5)</td>
<td>1097 (65.73)</td>
<td>.60</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>55.29 (8.89)</td>
<td>54.97 (11.19)</td>
<td>.48</td>
</tr>
<tr>
<td>Residence region, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>719 (12.7)</td>
<td>222 (13.30)</td>
<td>.98</td>
</tr>
<tr>
<td>South</td>
<td>176 (31.5)</td>
<td>514 (30.80)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>231 (41.4)</td>
<td>697 (41.76)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>80 (14.3)</td>
<td>236 (14.14)</td>
<td></td>
</tr>
<tr>
<td>Medicare advantage, n (%)</td>
<td>17 (3.0)</td>
<td>67 (4.01)</td>
<td>.30</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCI(^a), (mean, SD)</td>
<td>1.59 (1.19)</td>
<td>1.55 (1.16)</td>
<td>.47</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>315 (56.5)</td>
<td>945 (56.62)</td>
<td>.94</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>315 (56.5)</td>
<td>945 (56.62)</td>
<td>.94</td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>62 (11.1)</td>
<td>173 (10.37)</td>
<td>.62</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>26 (4.7)</td>
<td>80 (4.79)</td>
<td>.90</td>
</tr>
<tr>
<td>Renal disease, n (%)</td>
<td>13 (2.3)</td>
<td>26 (1.56)</td>
<td>.23</td>
</tr>
<tr>
<td>Depression, n (%)</td>
<td>58 (10.4)</td>
<td>162 (9.71)</td>
<td>.64</td>
</tr>
<tr>
<td>Metabolic syndrome, n (%)</td>
<td>1 (0.2)</td>
<td>4 (0.24)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Ischemic heart disease, n (%)</td>
<td>30 (5.4)</td>
<td>82 (4.91)</td>
<td>.66</td>
</tr>
<tr>
<td>Coronary heart disease, n (%)</td>
<td>3 (0.5)</td>
<td>8 (0.48)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Peripheral vascular disease, n (%)</td>
<td>11 (2.0)</td>
<td>36 (2.16)</td>
<td>.79</td>
</tr>
<tr>
<td>Osteoporosis, n (%)</td>
<td>7 (1.3)</td>
<td>22 (1.32)</td>
<td>.91</td>
</tr>
<tr>
<td>Rheumatoid arthritis or osteoarthritis, n (%)</td>
<td>50 (9.0)</td>
<td>152 (9.11)</td>
<td>.92</td>
</tr>
<tr>
<td>Low back pain, n (%)</td>
<td>69 (12.4)</td>
<td>223 (13.36)</td>
<td>.55</td>
</tr>
<tr>
<td>Musculoskeletal disorders (low back pain excluded), n (%)</td>
<td>88 (15.8)</td>
<td>269 (16.12)</td>
<td>.85</td>
</tr>
<tr>
<td>Sleep apnea, n (%)</td>
<td>88 (15.8)</td>
<td>248 (14.86)</td>
<td>.60</td>
</tr>
<tr>
<td>Health care utilization, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitalization</td>
<td>0.11 (0.42)</td>
<td>0.1 (0.45)</td>
<td>.60</td>
</tr>
<tr>
<td>ED(^b) visit</td>
<td>0.19 (0.65)</td>
<td>0.19 (0.57)</td>
<td>.83</td>
</tr>
<tr>
<td>Office visit</td>
<td>7.85 (6.41)</td>
<td>7.9 (6.62)</td>
<td>.88</td>
</tr>
<tr>
<td>Lab test</td>
<td>6.14 (4.99)</td>
<td>6.19 (7.03)</td>
<td>.85</td>
</tr>
<tr>
<td>Health care cost (US $), mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total medical cost</td>
<td>7997 (18,045)</td>
<td>8551 (18,235)</td>
<td>.75</td>
</tr>
</tbody>
</table>

\(^a\)DCI: Deyo-Charlson Comorbidity Index.  
\(^b\)ED: emergency department.
### Table 3. Analysis of common comorbid disorders.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Cohort a</th>
<th>BCBH-D intervention b (N=558)</th>
<th>Matched controls b (N=1669)</th>
<th>Difference in slopes, %</th>
<th>P value b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
<td></td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>316 (56.6)</td>
<td>266 (47.6)</td>
<td>−9.0</td>
<td>945 (56.62)</td>
<td>−9.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>955 (57.16)</td>
<td></td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>316 (56.6)</td>
<td>277 (49.7)</td>
<td>−7.0</td>
<td>945 (56.62)</td>
<td>−5.5</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>62 (11.1)</td>
<td>67 (12.0)</td>
<td>0.9</td>
<td>174 (10.37)</td>
<td>1.5</td>
</tr>
<tr>
<td>Renal disease, n (%)</td>
<td>13 (2.3)</td>
<td>14 (2.5)</td>
<td>0.2</td>
<td>27 (1.56)</td>
<td>−1.8</td>
</tr>
<tr>
<td>Depression, n (%)</td>
<td>58 (10.4)</td>
<td>42 (7.5)</td>
<td>−2.9</td>
<td>162 (9.71)</td>
<td>−3.6</td>
</tr>
<tr>
<td>Metabolic syndrome, n (%)</td>
<td>1 (0.2)</td>
<td>1 (0.2)</td>
<td>0.0</td>
<td>3 (0.24)</td>
<td>−0.2</td>
</tr>
<tr>
<td>Ischemic heart disease, n (%)</td>
<td>30 (5.4)</td>
<td>27 (4.8)</td>
<td>0.6</td>
<td>82 (4.91)</td>
<td>−1.5</td>
</tr>
<tr>
<td>Coronary heart disease, n (%)</td>
<td>26 (4.7)</td>
<td>22 (3.9)</td>
<td>−0.8</td>
<td>80 (4.79)</td>
<td>−0.4</td>
</tr>
<tr>
<td>Osteoporosis, n (%)</td>
<td>7 (1.3)</td>
<td>6 (1.1)</td>
<td>−0.2</td>
<td>22 (1.32)</td>
<td>−1.2</td>
</tr>
<tr>
<td>Rheumatoid arthritis or osteoarthritis, n (%)</td>
<td>50 (9.0)</td>
<td>38 (6.8)</td>
<td>−2.2</td>
<td>152 (9.11)</td>
<td>−5.3</td>
</tr>
<tr>
<td>Lower back pain d, n (%)</td>
<td>69 (12.4)</td>
<td>67 (12.0)</td>
<td>−0.4</td>
<td>224 (13.36)</td>
<td>−1.8</td>
</tr>
<tr>
<td>Peripheral vascular disease, n (%)</td>
<td>11 (2.0)</td>
<td>12 (2.2)</td>
<td>0.2</td>
<td>37 (2.16)</td>
<td>−0.4</td>
</tr>
<tr>
<td>Musculoskeletal disorders d, n (%)</td>
<td>88 (15.8)</td>
<td>85 (15.3)</td>
<td>−0.5</td>
<td>269 (16.12)</td>
<td>−4.3</td>
</tr>
<tr>
<td>Sleep apnea, n (%)</td>
<td>88 (15.8)</td>
<td>62 (11.1)</td>
<td>−4.7</td>
<td>249 (14.86)</td>
<td>−2.9%</td>
</tr>
<tr>
<td>Total disease burden score, mean (SD)</td>
<td>2.0 (1.6)</td>
<td>1.6 (1.6)</td>
<td>−0.4</td>
<td>2.0 (1.6)</td>
<td>−0.3</td>
</tr>
</tbody>
</table>

a All subjects have 364 days of pretreatment and follow-up time.

b Analysis was conducted using generalized estimating equation repeated measures model with a binomial distribution and a logit link. The matched control cohort is the reference category in all analyses.

c BCBH-D: Better Choices Better Health Diabetes.

d Low back pain is separated out from musculoskeletal disorders.
As Table 5 shows, there were no statistically significant differences in any of the all-cause cost categories during the preintervention period. However, during the postintervention period, the intervention cohort showed significantly lower costs than the matched control cohort for inpatient (P=.01), ED services (P=.003), and outpatient services (P=.01), as well as total all-cause medical costs (P=.001). Results for diabetes-specific medical costs presented a different picture from all-cause costs. Diabetes-specific Inpatient and ED cost were low, and no statistically significant findings were obtained between the two cohorts. The cohorts did not have significantly different total all-cause pharmacy costs during the preintervention period (P=.34). However, at postintervention period, the matched controls (US $5675) showed higher pharmacy cost than the intervention cohort (US $4264), P=.001. There were significant differences in the trajectories of pharmacy costs of the intervention cohort (US $141) and the matched controls (US $936) over time; P=.001.

### Adjusted Cost Savings

Other than the intervention program, the observed costs (in 2016-adjusted US currency) in Table 5 were influenced by patient’s demographic and clinical factors. The maximum likelihood SEM analysis was used to estimate the adjusted cost saving of the program. The starting model for the SEM analysis is shown in Figure 1. This model provided excellent fit to the data ($\chi^2=3.9$, $P=.69$, $CFI=0.995$, $NFI=0.996$, $AIC=45.91$, $RMSE=0.001$ (95% CI 0.0001-0.02)). The final model added one degree of freedom, which allowed us to test if there was a difference in the quality of model fit. A test of the change in the chi-square statistic showed the final model did not show inferior fit compared with the starting model ($\chi^2=1.3$, $P>.10$), and the comparison of the AIC values indicated the final model to be preferred over the starting model (starting model $AIC=62.52$ vs final model $AIC=45.91$).

As Figure 2 illustrates, each additional year of age increased preintervention burden by 0.03 and postintervention disease burden (0.03 [P<.001]). Therefore, gender was removed from the structural model, and age was limited to having effects on pre- and postintervention burden in the trimmed model shown in Figure 2. This final model continued to show excellent fit to the data ($\chi^2=3.9$, $P=.69$, $CFI=0.995$, $NFI=0.996$, $AIC=45.91$, $RMSE=0.001$ (95% CI 0.0001-0.02)). The final model added one degree of freedom, which allowed us to test if there was a difference in the quality of model fit. A test of the change in the chi-square statistic showed the final model did not show inferior fit compared with the starting model ($\chi^2=1.3$, $P>.10$), and the comparison of the AIC values indicated the final model to be preferred over the starting model (starting model $AIC=62.52$ vs final model $AIC=45.91$).

### Table 4. Analysis of health care utilization.

<table>
<thead>
<tr>
<th>Utilization</th>
<th>Cohorta</th>
<th>Difference in slopes</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BCBH-D intervention (N=558)</td>
<td>Matched controls (N=1669)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Slope</td>
</tr>
<tr>
<td>All-cause medical utilization (visits per 1000 members per year)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>110</td>
<td>80</td>
<td>−30</td>
</tr>
<tr>
<td>Emergency department</td>
<td>190</td>
<td>150</td>
<td>−40</td>
</tr>
<tr>
<td>Outpatient</td>
<td>22,880</td>
<td>17,100</td>
<td>−5780</td>
</tr>
<tr>
<td>Diabetes-related medical utilization (visits per 1000 members per year)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>10</td>
<td>0</td>
<td>−10</td>
</tr>
<tr>
<td>Emergency department</td>
<td>10</td>
<td>0</td>
<td>−10</td>
</tr>
<tr>
<td>Outpatient</td>
<td>6630</td>
<td>5200</td>
<td>−1430</td>
</tr>
</tbody>
</table>

aAll subjects have 1 year of pretreatment time and 1 year of follow-up time.
bAll analysis were conducted using generalized estimating equation repeated measures model with a logit link and negative binomial distribution for inpatient and emergency department visits and zero-inflated negative binomial distribution for outpatient services. The matched control cohort is the reference category in all analyses.
### Table 5. Analysis of health care costs.

<table>
<thead>
<tr>
<th>Cost (US $)</th>
<th>Cohort&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Matched controls, medical (N=1669)&lt;sup&gt;c&lt;/sup&gt;, pharmacy (N=990)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Difference in slopes</th>
<th>P value&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Difference in slopes</th>
<th>Cohorts time 1</th>
<th>Cohorts time 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-cause medical cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>2274</td>
<td>1406</td>
<td>−868</td>
<td>2446</td>
<td>2490</td>
<td>44</td>
<td>−912</td>
</tr>
<tr>
<td>Emergency department</td>
<td>381</td>
<td>316</td>
<td>−64</td>
<td>434</td>
<td>502</td>
<td>69</td>
<td>−133</td>
</tr>
<tr>
<td>Outpatient</td>
<td>5327</td>
<td>4040</td>
<td>−1288</td>
<td>5651</td>
<td>5201</td>
<td>−450</td>
<td>−838</td>
</tr>
<tr>
<td>Total</td>
<td>7997</td>
<td>5789</td>
<td>−2207</td>
<td>8551</td>
<td>8213</td>
<td>−338</td>
<td>−1869</td>
</tr>
<tr>
<td>Diabetes-related medical cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>97</td>
<td>124</td>
<td>26</td>
<td>247</td>
<td>74</td>
<td>−172</td>
<td>198</td>
</tr>
<tr>
<td>Emergency department</td>
<td>13</td>
<td>6</td>
<td>−8</td>
<td>18</td>
<td>14</td>
<td>−4</td>
<td>−4</td>
</tr>
<tr>
<td>Outpatient</td>
<td>1437</td>
<td>1249</td>
<td>−189</td>
<td>1943</td>
<td>1711</td>
<td>−232</td>
<td>44</td>
</tr>
<tr>
<td>Total</td>
<td>1558</td>
<td>1383</td>
<td>−175</td>
<td>2223</td>
<td>1808</td>
<td>−415</td>
<td>240</td>
</tr>
<tr>
<td>All-cause pharmacy cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4405</td>
<td>4264</td>
<td>−141</td>
<td>4739</td>
<td>5675</td>
<td>936</td>
<td>−1078</td>
</tr>
</tbody>
</table>

<sup>a</sup>All subjects have 1 year of pretreatment time and 1 year of follow-up observation time.

<sup>b</sup>BCBH-D: Better Choices Better Health Diabetes.

<sup>c</sup>N of subjects with medical coverage.

<sup>d</sup>N of subjects with pharmacy coverage.

<sup>e</sup>All analyses were conducted using generalized estimating equation repeated measures model with a gamma distribution and a logit link. The matched control cohort is the reference category in all analyses.

**Figure 2.** Structural equation model (SEM) final model.
The intervention had an indirect association of –0.37 with postintervention disease burden, which had a direct effect of increasing postintervention total health care costs by US $4066. This translated into an indirect effect of –US $1504 for the intervention cohort on postintervention total health care cost through postintervention disease burden. Consequently, the total effects associated with the intervention were –US $2220. After all model adjustments, intervention had a direct effect of reducing postintervention total health care costs by –US $815 ($P=0.049$) compared with the matched control cohort as shown in Figure 2.

**Discussion**

**Principal Findings**

This study shows that beyond the clinical benefits seen in the previous Lorig et al study, participants in the peer-facilitated BCBH-D program experienced reduced all-cause health care utilization and medical costs relative to the matched control group during the year the intervention occurred [29]. The utilization and costs related directly to diabetes care were low to begin with and remained stable over the year of intervention. For diabetes specific care, as documented in the health care utilization and cost results, there was stability, and not worsening, across time. On the other hand, we observed large and significant reductions in all-cause utilization and costs for the intervention cohort for inpatient, ED, and outpatient services, as well as total all-cause medical and pharmacy costs. Intriguingly, there was reduced utilization in the intervention cohort for chronic conditions that often co-occur with DM. Specifically, there were fewer claims for hypertension, hyperlipidemia, and depression among participants in the intervention cohort during the follow-up period, whereas the matched control cohort showed significant increases in claims for health care services associated with renal disease, ischemic heart disease, osteoporosis, and musculoskeletal disorders compared with the intervention cohort. This strengthened the conclusion that a mix of comorbid health issues, many associated with diabetes, were primarily responsible for the all-cause findings. The SEM analysis reinforced this perspective and allowed us to develop significant insight into the systemic effects. Here, we found that postintervention disease burden had a direct effect of increasing postintervention total health care costs by US $4066. The total effects associated with the intervention cohort on postintervention total health care costs were –US $2220 after controlling for all the other variables in the structural model. SEM allowed us to break the total program effects into a –US $815 direct effect component and –US $1504 indirect effect through a postintervention disease burden component. This provides a more accurate estimate of the direct impact of the program’s health care savings.

Even though the study participants were matched on the amount of care they required for comorbid illness in the preintervention period, during the postintervention period, the matched controls required more care for both diabetes-related comorbidities (eg, renal disease and ischemic heart disease) and other conditions (eg, osteoporosis and musculoskeletal disorders). In comparison, the intervention cohort experienced a period in which utilization for hypertension, hyperlipidemia, and depression decreased and care for their other comorbid disorders remained stable. The decreased utilization for depression correlates with one of the main findings of the Lorig et al study that indicated that patients’ self-reported depression was reduced [29]. This may be evidence that the structure or content of the intervention was more successful in decreasing distress and depression associated with diabetes management than the mobile health app studied by Quinn et al [36]. Furthermore, intervention cohort reported increased aerobic activity in the original clinical study, which may correlate with improvements seen in claims for depression and musculoskeletal disorders [29]. It is also plausible that the increased activity may have resulted in weight loss, leading to decreased utilization for hypertension and hyperlipidemia. The successful improvement in physical activity in the intervention cohort adds to the evidence reported by Gibson et al: technology-based strategies can positively impact behavioral measures in patients with diabetes [37].

The generally positive findings reported here need to be put into context with the mixed economic results from DSME reported in other studies. Wertz et al, with a pharmacist-led intervention, found that overall, diabetes-related costs increased to a greater extent in the intervention cohort compared with the control cohort, primarily driven by increased office visits, outpatient visits, and pharmacy claims, whereas costs associated with cardiovascular-related emergency room visits and inpatient visits were significantly higher in the control cohort [38]. This is similar to the findings of Sullivan et al, in which intervention subjects had improved HbA1c values, greater experience of hypoglycemic events, and higher utilization and cost measures after receiving nonspecified diabetes education compared with the control group [21]. The Asheville project, which monitored the 5-year impact of a pharmacist-led diabetes education program, found that total direct medical costs declined while diabetes prescription costs increased; however, there was no control group for comparison [39]. A systematic review of pharmacist-led diabetes education studies by Wang et al showed positive economic cost savings results in the intervention groups compared with usual care [22]. Finally, a study by Burton et al found improvements in clinical measures but no impact on health care utilization or cost [40]. None of these studies are directly analogous to this study. The Wertz study and the Asheville project involved financial incentives that were lacking in this study [38,39]. Burton et al used an eight-session educational program with many possible educational add-ons for a much underserved population [40]. Sullivan et al observed differences between controls and a cohort that had claims codes for any diabetes education but not a specific program [21]. Nevertheless, these studies suggest that not all educational programs are equal, and we have a great deal to learn about intensity of intervention, mode of delivery, use of financial incentives, and population mix before we can make generalized statement about the cost-effectiveness of diabetes self-management education. This is especially evident in the failure of a mobile app, designed for diabetes self-management but lacking a structured educational program, that was noted by Thies et al [41].
The studies that most closely approximate the present observational research are those that utilize computer technology, mobile phone technology or both to disseminate educational and motivational messages. The intervention by Nundy et al was similar to this study in that it had a self-paced education program that lasted for 10 weeks and differed in that it also used a system of reminders and alerts to impact behavior [25]. The control group for Nundy consisted of those who had not responded to invitations to participate in the program, and the possibility of introduced bias was noted by the authors [25]. Similar to our results, positive outcomes were achieved in behavioral, clinical, and economic arenas [25]. The systematic review of computer-based diabetes education programs by Jackson et al, which in general showed positive economic results, had no data regarding hospitalization utilization for internet-based studies but did show a decrease in hospitalization in the computer-based studies, mirroring the success of the intervention by Lorig et al [24,29]. Although several studies are underway that aim to evaluate the impact of technology-mediated diabetes education on cardiovascular comorbidities [42] and cardiovascular risk reduction ([43], results have not yet been published [42,43]. It is important to distinguish that our study is novel in that it reports evidence that comorbidities can be impacted positively.

Limitations
This study is subject to some specific limitations regarding the sample and more general limitations associated with retrospective analyses of health care claims data. First, we could only identify a portion of the original Lorig et al (2016) study sample because only 82.5% had private insurance [29]. Of those who did have private insurance, we could only find 55% based on name, gender, age, and residence. In addition, some study patients did not meet the 12-month pre- and 12-month postinsurance coverage requirement. Third, it is possible that unobserved patient-specific factors might not be balanced between the Intervention and matched control group, such as health literacy, health coping strategies, life style behaviors, and socioeconomic status, which can impact patients' access to health promoting resources. As is well known, compliance with interventions, whether physician-directed or self-guided, is always a limitation on effectiveness. Some participants did not attend all the sessions and consequently did not complete the full course of the program. To compensate for this, we used intention-to-treat analysis, which may have conservatively measured the program impact. Finally, our population, from a national sample of commercially insured persons, may not be generalizable to other populations such as a Medicaid population. This potential to create a different result was reflected in Burton et al’s work in an underserved population [40]. Further study in patient groups with different demographic and economic characteristics would be beneficial.

Conclusions
This study expanded upon the Lorig et al (2016) study by assessing the program’s impact on diabetes-specific and all-cause health care utilization and the cost associated with utilization, as well as shifts in care for common comorbid chronic conditions often observed among patients diagnosed with DM. We found that beyond the clinical benefits seen in the previous Lorig et al report, participants in the peer-facilitated BCBH-D program experienced reduced all-cause health care utilization and medical costs relative to the matched control group [29]. Therefore, we conclude that BCBH-D and other intensive, theory-driven diabetes, self-management programs can produce important clinical changes along with related health care cost savings. The results will require replication in other commercial and noncommercial databases—in particular, the apparent indirect impact of intervention on other disease states will require prospective controlled trial research to verify them.
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Abstract

Background: Conversational agents cannot yet express empathy in nuanced ways that account for the unique circumstances of the user. Agents that possess this faculty could be used to enhance digital mental health interventions.

Objective: We sought to design a conversational agent that could express empathic support in ways that might approach, or even match, human capabilities. Another aim was to assess how users might appraise such a system.

Methods: Our system used a corpus-based approach to simulate expressed empathy. Responses from an existing pool of online peer support data were repurposed by the agent and presented to the user. Information retrieval techniques and word embeddings were used to select historical responses that best matched a user’s concerns. We collected ratings from 37,169 users to evaluate the system. Additionally, we conducted a controlled experiment (N=1284) to test whether the alleged source of a response (human or machine) might change user perceptions.

Results: The majority of responses created by the agent (2986/3770, 79.20%) were deemed acceptable by users. However, users significantly preferred the efforts of their peers (P<.001). This effect was maintained in a controlled study (P=.02), even when the only difference in responses was whether they were framed as coming from a human or a machine.

Conclusions: Our system illustrates a novel way for machines to construct nuanced and personalized empathic utterances. However, the design had significant limitations and further research is needed to make this approach viable. Our controlled study suggests that even in ideal conditions, nonhuman agents may struggle to express empathy as well as humans. The ethical implications of empathic agents, as well as their potential iatrogenic effects, are also discussed.

(J Med Internet Res 2018;20(6):e10148) doi:10.2196/10148

KEYWORDS

conversational agents; mental health; empathy; crowdsourcing; peer support

Introduction

Background

Conversational agents are software applications that respond to users with natural language, often with the goal of helping a user complete a task [1]. These agents reduce the need for visual interfaces or input devices and allow for more seamless interaction between humans and machines. Such tools have evolved rapidly in recent years, from smartphone integrations (such as Apple’s Siri, Android’s Google Now, Samsung’s S Voice, and Microsoft’s Cortana) to stand-alone devices that are placed within the home (Amazon’s Alexa and Google Home).

While ostensibly designed for utilitarian purposes—such as booking an airline ticket, ordering food, or playing music—some of these agents are also programmed to react to the user’s emotional state. For instance, if you say you’re feeling sad, Siri might reply, “I’m sorry to hear that” or, “from our deepest sadness springs our deepest joy.” Unfortunately, as of today,
Siri is quick to repeat herself and she can only draw from a limited set of simple, generic phrases and platitudes. Furthermore, some of her remarks could be interpreted as flippant and insensitive (eg, “I would give you a shoulder to cry on, if I had one.”). If you offer a more detailed account of a stressful situation (eg, “I’m really nervous about an upcoming exam, I think I’m going to fail.”), she’ll simply say that she doesn’t understand. Alexa and Google Home exhibit similar characteristics; they occasionally acknowledge the distress of the user and react in kind, but only in a very general sense. In short, their ability to empathize remains inchoate.

This issue might be forgivable for some agents, such as those that are designed mostly for transactional interactions, but it becomes problematic when automated systems are increasingly being called upon to support health care applications, especially in the domain of mental health. Indeed, many new mental health applications in the market are making use of conversational agents and text-based dialogue systems [2]. For example, commercially available products like Woebot, 7Cups, and Koko have used chatbots for various tasks, such as providing psychological assessments and psychoeducational materials. These agents can be deployed on messenger systems (eg, Facebook Messenger, Kik, Twitter) and are designed to present mental health materials in an interactive and conversational style.

Woebot, a mental health app that relies exclusively on a bot for user interactions, was evaluated in a two-week trial among college students who self-identified as experiencing depression and anxiety [3]. Participants who used the service experienced a significant reduction in symptoms of depression whereas those who received an information control did not [3]. Similarly, “Shim” is a mental health chatbot that was designed for a nonclinical sample. In a controlled trial, users who engaged with the Shim bot experienced increased well-being and reduced perceived stress [4]. Thus, it appears that it is feasible to build such automated conversational agents, they can be engaging enough that some people may continue to use them over a relatively short period of time (ie, up to two weeks), and that those who use them report benefits on a variety of metrics related to mental health, including well-being, stress, and depression.

Although these mental health agents frequently ask users to disclose personal anxieties and vulnerabilities, their reactions remain limited to simple, short remarks. As of today, when a user discloses negative thoughts to Woebot, the agent says, “I see, you certainly have a lot going on at the moment.” The bot on Koko does not provide any sort of empathic reaction and simply acknowledges that the message has been received (“Thanks for sharing… sending this off to the Koko community”). As with Alexa and Siri, these agents are currently unable to reflect any deep understanding of the user’s particular situation.

This simple approach may be sensible today, given the current state of these technologies. An attempt to show empathy that misses the mark, however slightly, could offend the user. However, agents with sophisticated empathic abilities (ie, agents that seem to truly understand the user’s emotional experience) could have a profound effect on the user. Previous research suggests that this ability can lead to increased user satisfaction [5] and affinity for the agent [6].

Regarding agents in mental health applications specifically, strong empathic abilities could be especially useful. Empathy is a commonly cited “nonspecific” factor in psychotherapy that has been proposed to be a major driver of the benefits that clients derive from treatment [7]. Empathy is a strong predictor of therapeutic alliance, which has itself been found to predict outcomes in various trials of psychotherapy [8]. In client-centered therapy, therapists might convey empathy through techniques such as active listening, reflection, and adopting a nonjudgmental stance and warm tone. Conversational agents might be able to model similar behaviors, at least through speech.

Researchers have taken strides in this direction, exploring ways for software agents to mimic emotions [9,10], adjust personality style [11], and programatically communicate expressions of concern [12]. Yet, more work is needed before these agents can pass anything resembling an empathic Turing test—that is, the ability to engage in empathic dialogue in ways that are indistinguishable from a real human. To achieve this goal, the agent may need to express shared understanding, offer new perspectives, and generally take into account the unique situation and feelings experienced by the user. In the words of Carl Rogers, a pioneer of person-centered psychotherapy:

Being empathic is to perceive the internal frame of reference of another with accuracy and with the emotional components and meanings which pertain thereto... it means to sense the hurt or the pleasure of another as he senses it and to perceive the causes thereof as he perceives them. [13]

Considerable advances in commonsense reasoning and natural language processing would be needed to generate this kind of empathy from scratch. In this paper, we explored an alternative approach that sidestepped many of the remaining, unsolved challenges for artificial intelligence. Specifically, we examined whether a conversational agent could express rich, empathic understanding simply by repurposing preexisting emotional support data.

**Goal of This Work**

The goal of this work was to take initial steps towards building a conversational agent that can respond immediately, and convincingly, with empathic verisimilitude. To do this, we used a corpus-based approach; preexisting emotional support statements were drawn from a large corpus of online interactions and were presented as if they were authored by the agent, creating the semblance of personalized, empathic expression. We used information retrieval techniques and word embeddings to automate this process in real-time.

We first conducted a preliminary test of this system, assessing performance metrics and user perceptions. In a separate controlled study, we examined the upper limit of such a system; that is, if we are able to simulate an empathic agent that performs at the level of a human peer, how is it perceived by users? Lastly, we discuss some of the ethical implications of these
types of systems and some of the unintended consequences that might attend them.

System Design

Koko Platform

Emotional support statements were drawn from a corpus of Koko data. Koko is a mobile, peer-to-peer platform that aims to promote emotional resilience [14] that was derived from Panoply, a Web-based platform that was previously shown to reduce symptoms of depression [15]. Koko employs a text-based user-interface and is available on various messaging platforms (eg, Kik, Facebook Messenger, Twitter), as well as mobile and desktop browsers. A chatbot (KokoBot) is used to introduce users to the platform, teach cognitive reappraisal skills, and facilitate peer-to-peer interactions.

Unlike some other peer support platforms, Koko does not support repeated interactions between users (such as extended, private messages or multithreaded comments). Instead, all interactions follow a simple post-response format, with the chatbot passing messages between users seeking help and those who have opted to give help. When posting on Koko, users are prompted to describe a stressful situation and record any associated negative thoughts they may have. Users are taught to respond to each other’s posts with positive reappraisals and messages of acceptance.

Character count limits of 950 and 600 are imposed on posts and responses, respectively. This convention further distinguishes Koko from many online peer support forums, such as those found on Reddit or Facebook. Most support forums do not impose character count limits, allowing users to write as much as they like. Long-form posts would be very difficult to repurpose for the short, query-response interactions one typically has with a conversational agent. By contrast, posts and responses on Koko are generally quite short, containing an average of 223.05 (SD 159.42) and 222.65 characters (SD 136.35), respectively.

Users rate the quality of each response they receive on a single-item, three-point Likert scale (good, ok, bad). For pragmatic reasons, we were not able to conduct multi-item assessments, such as those intended to capture various facets of perceived empathy. Lengthier assessments such as these are difficult to employ in consumer applications, since they can lead to high levels of user attrition. Additional outcome measures would need to be collected to specifically examine whether users found the responses empathic in the way this construct is traditionally operationalized. That being said, it is important to note that users on Koko are explicitly told to help each other feel supported and understood. As such, it is likely that many users considered various empathic factors when making their ratings (eg, Did this response make me feel understood? Did it make me feel better?). Future studies should deploy longer assessments to help test this issue more systematically.

All peer interactions on Koko were supervised by a hybrid human-machine moderation system. A suite of deep neural nets was used to detect abusive behavior, inappropriate contributions, users in crisis, and various other infractions (see Kshirsagar et al [16] for a specific description of our crisis model and Calvo et al [17] for a general discussion of how natural language processing can be used to glean mental health information from text). Users at risk of harming themselves were referred to crisis resources, while those who behaved maliciously were banned from the platform.

Corpus

The corpus of peer interactions consisted of 72,785 posts and 339,983 responses. Content that was quarantined by our moderation system was not included, nor were responses that received “bad” ratings by users. Additionally, we removed any responses that included solicitations to chat on other platforms, such as Kik or Instagram. All of the aforementioned properties of the Koko platform (the style of interaction, the character limits, the strict moderation procedures, and the user labels) made for a highly structured corpus of data. Without this structure, it would have been very difficult to undertake the information retrieval approach we pursued. The anonymous nature of the dataset is also important, as it excludes cases where interaction partners addressed each other by name or drew upon shared experiences.

Back-End System

The two components of this system were: (1) a back-end system to automatically pair previously archived responses with incoming posts, and (2) a front-end system to display responses and solicit user feedback. We used an information retrieval approach to automatically return responses to the user. For any incoming post on our network, we searched for similar posts within the existing corpus of peer support interactions on Koko. Once we found a post, we looked at the associated responses. If we found one that was rated favorably, we returned it to the user (see Table 1 for examples).

The success of this method depends on the similarity between the incoming post and any that were archived previously. In an idealized case, when an incoming post matches a historical post verbatim, there is no need to solicit new responses from the network; responses to the historical post should be very well-matched to the new, incoming post. Conversely, if two posts are highly dissimilar, responses to one would not necessarily apply to the other.

To compute similarity between posts, we first used Elasticsearch [18], an open source full-text search engine that is designed to be faster and more scalable than typical relational databases. Specifically, we used Elasticsearch’s more like this query, which computes the terms in a document with the highest term frequency-inverse document frequency (tf-idf) weights. The tf-idf ratio identifies sets of terms that are most discriminative for a document (in our case a “post”) [19]. The top such terms are then used in a disjunctive query to find documents containing similar terms. This approach was used to return a set of potentially relevant posts as quickly as possible, so the system could respond in near real-time.
Among the set of posts that were returned by the more like this query, we then computed a word mover’s distance (WMD) score [20] to further refine our measure of similarity between the incoming post and those returned by Elasticsearch. The WMD approach uses word2vec, a word-embedding procedure that learns a vector representation of words [21]. The word vectors encode the semantic relationships between words, positioning related words in nearby vector space. We used Google’s pretrained word2vec model which includes word vectors for 3 million words and phrases, trained on approximately 100 billion words from the Google News dataset. WMD uses the word2vec embeddings to compute the distance between two documents, finding semantic similarities even when the documents have few words in common.

The WMD score was used to not only rank documents, but also to set a threshold to help decide whether the similarity between posts was sufficient to recycle a previous reply. We set a threshold that would return matches for approximately 10% of posts. Having no data to start with, we were not sure how well the documents would match in practice and what level of document similarity would lead to favorable outcomes. We reasoned that this threshold would at least give us a reasonably large dataset of user ratings to help evaluate the system and refine it further. Extremes on either end would be impractical; responding to 100% of posts would yield an intolerable false positive rate, whereas responding to 1% would likely improve precision, but not yield as much user feedback.

Front-End User Experience

Once a preexisting response was retrieved, it was presented to the user as though it was algorithmically generated by the robot. Users were not told that the agent was passing off other people’s words as its own. Immediately after posting, the chatbot informed users that it might have a response of its own. Specifically, the bot said, “While you wait for responses, I may have an idea that might help...” After reading the response, users were asked to rate it on a three-point Likert scale (good, ok, bad), as shown in Figure 1. Users were encouraged to be honest and were told that their ratings would be hidden.

Participants

Participants included 37,169 individuals who signed up for Koko between mid-August and mid-September of 2016. These users were not asked to reveal their age, gender, or other personal information, so the demographics of this sample are unknown. However, in a separate survey of Koko users from 2017 (N=496), 65% identified as female and the majority were young adults (mean 18.24, SD 5.80). No significant changes occurred in the Koko platform or advertising methods; thus, it is likely that users in 2016 had similar characteristics as those surveyed in 2017. As with other research on other commercial well-being apps [22], Koko users accept a user agreement outlining the privacy policies and how usage data might be used for research purposes. The terms and conditions note that, “we do not require you to provide any personal information” and that, “we may share some or all of this usage with third parties in connection with research, analytics, or similar purposes.” Users are told that their usage data may be used, “in aggregate form, that is, as a statistical measure, but not in a manner that would identify you personally.”

Table 1. Examples from the full end-to-end system. Spelling and grammatical errors, as well as profanities, are preserved to illustrate the nature of the peer interactions on the network. Here, we illustrate examples of responses that were deemed good, ok, and bad. The response that was rated bad (depicted in row 3) exhibited a mismatch in gender pronouns.

<table>
<thead>
<tr>
<th>Incoming Post</th>
<th>Retrieved Post</th>
<th>Retrieved Response</th>
<th>User Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>I have really bad social anxiety and im really afraid of public places, i cant go to the grocery store alone and im 17. i'll never get over it</td>
<td>I had really bad anxiety and I'm always scared to go places or to get out the house. And my mom doesn't do anything about it I'll never get over anxiety</td>
<td>I deal with anxiety too but it will get better. I know it seems hard right now but it will get better. please never forget that. I know it seems really hard but life gets better. Never forget that no matter what happens you can always get through it. It'll be okay. It will.</td>
<td>Good</td>
</tr>
<tr>
<td>I'm anxious about a class I'm taking because I don't know anyone in it. The class is going to be tricky because I skipped two levels to take this third level of the class, and it feels like i don't have anyone that can help me. :( My anxiety is going to get the best of me and cause me to fail the class by not participating.</td>
<td>It's the second week of school, and I'm very stressed about the amount of homework that I have and the level of classes I chose to take. I don't know how to handle it well that I'm going to fail all my classes and I'm so lost I don't think it will get better</td>
<td>I definitely understand how stressful that can be, and I'm sorry you're feeling this way An important thing to remember is that everyone is different. Sadly too many often place too much pressure on students, but just remember YOU and your health come FIRST.</td>
<td>OK</td>
</tr>
<tr>
<td>This Girl i like likes me too but i think ill fuck things up cause i am not really confident. Im really not confident</td>
<td>I really like this guy and he used to be really awkward around me and I was with him too but all of the sudden he's gotten really smooth and confident but I still can't even look him in the eye without my fave turning so red I just don't think I can be confident I really want to but I don't know how</td>
<td>hey, this is sweet. and I myself am a guy and its best to be yourself around us guys, that's what we love. a girl who is herself? good luck!</td>
<td>Bad</td>
</tr>
</tbody>
</table>
Figure 1. A screenshot of the Koko platform, as seen on the Kik Messenger service. The agent automatically retrieves a response for the user while peer responses are collected from the network.

Results

All retrieved responses were located and presented to the user within one second. The actual latency was likely lower but the timestamps on the data we evaluated only resolved to the nearest second. We evaluated user ratings for responses that came from the agent and from peers. In the time period of our analysis, we collected 3770 responses from the bot and 43,596 from peers. Response ratings differed significantly across conditions (see Figure 2). Responses composed by peers were significantly more likely to be rated as good compared to responses that came from the agent ($\chi^2(2)=981.20, P<.001$). However, 79.20% (2986/3770) of responses from the system were deemed ok or good, suggesting users mostly found the results acceptable (see Figure 2).

Conclusions

To automatically retrieve responses, we employed an unsupervised learning method. This approach, while useful to bootstrap the system and collect user feedback, was not sufficient on its own. Responses from actual peers were rated significantly higher than responses generated from the automated system.

Inspection of the data revealed some serious errors due to gender discrepancies. For example, a match between posts might be incredibly close in all respects, except that the subject of one is a female while the other is a male; this led to situations in which a male user was inadvertently assumed to be a female (see row 3 in Table 1). This issue illustrates how a single phrase or word could make two posts quite dissimilar semantically even when much of the raw content overlaps considerably. The system also struggled when it retrieved responses that contained first-person personal accounts. Some of these accounts should not have been repurposed by the artificial agent (eg, “I’ve also struggled with an eating disorder...”).

Response ratings differed significantly across conditions (see Figure 2). Responses composed by peers were significantly more likely to be rated as good compared to responses that came from the agent ($\chi^2(2)=981.20, P<.001$). However, 79.20% (2986/3770) of responses from the system were deemed ok or good, suggesting users mostly found the results acceptable (see Figure 2).

Conclusions

To automatically retrieve responses, we employed an unsupervised learning method. This approach, while useful to bootstrap the system and collect user feedback, was not sufficient on its own. Responses from actual peers were rated significantly higher than responses generated from the automated system.

Inspection of the data revealed some serious errors due to gender discrepancies. For example, a match between posts might be incredibly close in all respects, except that the subject of one is a female while the other is a male; this led to situations in which a male user was inadvertently assumed to be a female (see row 3 in Table 1). This issue illustrates how a single phrase or word could make two posts quite dissimilar semantically even when much of the raw content overlaps considerably. The system also struggled when it retrieved responses that contained first-person personal accounts. Some of these accounts should not have been repurposed by the artificial agent (eg, “I’ve also struggled with an eating disorder...”).
However, despite these shortcomings, it is perhaps surprising that the majority of responses from the bot were rated favorably. Even with a very simple, unsupervised model, many of the responses generated by the system were well-received. It is also worth noting that the bot was fairly ambitious in its attempts to empathize with the users; these were nuanced responses that addressed specific elements of the poster’s concerns and so there was a great deal of potential for error.

Fortunately, there are many ways this system could be improved upon. In the future, other features could be added to the model to better capture the similarity between incoming and previously archived posts. For example, measures of linguistic style, sentiment, and topic could be included as additional features. Furthermore, the outcome ratings from users could be used to help train supervised models. These models would likely improve as the training set increases in size. As more peers interact with the system, and more outcome data is collected, the models could grow increasingly accurate.

Still, even with larger datasets and improved models, the upper bound of this system remains an open question. When it comes to expressed empathy, people may always prefer humans to agents. To explore this question directly, we conducted a controlled study on the Koko platform that randomly attributed peer responses to either an agent or other humans.

Methods

Participants included 1284 Koko users who joined the platform between January 18 and 23 in 2018. At sign up, a segment of incoming Koko users was randomly assigned to one of two conditions. In the control condition, users were shown responses from their peers as usual. In the experimental condition, users also received peer responses, but they were told they had come from an artificial agent. To limit the potential impact of this experiment on the greater Koko community, we randomly allotted 2/3 of users to the control condition and 1/3 to the experimental condition, as opposed to a 50/50 random split.

The only part of the experience that differed between conditions was the notification that preceded the delivery of the peer response. In the control condition, before returning a response, the bot said, “Someone replied to your post. Let’s check it out.” In the experimental condition, before returning a response, the bot said, “While you wait for responses, maybe I can help… I’m just a robot and I’m still learning, but here’s a thought.” The language was intentionally equivocal and submissive, in the hopes that the user would be more likely to forgive the system, should it fail. This approach also served to lower expectations, an approach that can mitigate disappointment when users experience a robot’s shortcomings [23]. Users in both conditions rated it on the same three-point scale that was used previously. The manipulation was only performed the first time a user received a response, therefore ratings for subsequent responses were not included in the analysis.

Results

Findings

Users rated responses less favorably when they were told they came from an agent compared to a peer (see Figure 3). A chi-square analysis revealed a significant difference in the distribution of ratings between the two groups ($\chi^2(2)=9.23$, $P<.01$). When users believed an agent composed the response, they were significantly less likely to review it favorably, with only 51.6% (227/440) of users rating the response as good compared to 60.6% (510/842) of users rating responses as good when told the response came from a peer.
Figure 3. Distribution of ratings when users were told responses came from a peer, as compared to an artificial agent.

Conclusions
Despite the fact that all responses in this experiment were written by peers, and therefore should not differ in quality, the alleged source of these responses led to different perceptions.

This data is preliminary and may be specific to the particular context in which it was collected. However, it is clear that users harbored some resistance to the agent’s empathic overtures. Future research is needed to better understand what the source of this resistance could be.

Discussion
Principal Findings
We created a new method through which conversational agents might simulate empathic expression. Specifically, we explored ways in which preexisting peer support data could be repurposed to help nonhuman agents express empathy. During the time in which it was deployed, the majority of the system’s responses were well received by users. However, responses that were created by actual peers were deemed significantly more favorable. Better models and additional data could improve the performance of such a system, but an open question remains as to whether nonhuman agents could ever achieve parity with humans on empathic expression.

To explore this latter question, we conducted an experiment to see how the framing of an empathic message might affect how it is perceived. Users rated responses less favorably when they were led to believe they came from a nonhuman agent. This suggests that when it comes to empathic expression, conversational agents might be at a perpetual disadvantage. This is interesting given that the conceptual basis for human and machine comparisons often falls back to the Turing test or the degree to which a machine’s behavior would be indistinguishable from that of a human. Our findings suggest that machines might have to do even better than humans to be considered at the same point of emotional intelligence with empathic expressions.

One unique aspect of our approach was to create a system powered by a corpus of peer-created content. This approach differs from many technological tools that digitize skill-training approaches through didactic modules or interactive features or allow for peer communication through unstructured synchronous (e.g., chatrooms or chat platforms) or asynchronous (e.g., forums) methods. As these applications essentially digitize previous forms of interaction, many have adapted traditional techniques into either visually-driven technologies such as apps [24], or created chatbots that provide education or instruction in these skills themselves [3,4,14]. Such an approach takes advantage of the years of advances in clinical understanding and science of behavior change but fails to capitalize on the full affordances of new technologies. That is, such technologies allow space, time, and availability of a provider to be transcended but do not significantly revolutionize the delivery of services. Allowing peers to contribute to a platform and then scaling up automation on the basis of their contributions truly moves towards the democratization of delivery and contribution of services. It has been noted elsewhere that health care relies too heavily on “consumable interventions,” which are interventions that once used, can never be used again [25]. Technologies are generally nonconsumable interventions in the sense that they can be used repeatedly without exhausting their therapeutic power to help additional people. Peer-powered interventions go a step further; that is, each use of the platform can actually contribute additional benefit to all future users.

Furthermore, other uses of large corpora of empathic chats have demonstrated that such data can provide important contributions to the understanding of actionable strategies to enhance crisis counseling [26] and therapist-client interactions [27]. Such understanding could contribute to the design of automated systems (as was done in this study) and could be applied to human-only interactions (i.e., counseling or psychotherapy), or...
could promote development of human-machine combinations of supportive tools. Elsewhere the exploration of human-machine combinations based on principles of empathic conversations and cognitive restructuring has been found to be a helpful step in allowing peers to have supportive conversations that mirror some processes in psychotherapeutic interactions [28]. Large corpora, applications of data science, and thoughtful design will likely all increase the quality of empathic expressions in the technologies of the future.

Limitations
There were several limitations to how the system was evaluated and designed. For example, the full end-to-end system was not tested in a controlled study with random assignment. As such, we do not know how our system affected other user behaviors, such as retention and overall engagement with the platform. The system design could also be improved upon. We found some success using unsupervised methods from information retrieval, but more complex models could be employed in the future.

With stronger models, the system could be more confident about when to draw upon preexisting responses and when to use some other approach. Hybrid approaches that combine corpus-based techniques with speech synthesis models could help provide more overall coverage for the system and could be used to create novel utterances that might even outperform those of a peer.

The controlled study had several shortcomings as well, as it was conducted within a very specific context (the Koko application). A similar study should be conducted with various agents within various applications to see if the effect generalizes across settings. Furthermore, we were not able to follow-up with users to assess the credibility of our experimental manipulation. It is possible that users were not fully convinced they were interacting with a machine, despite us claiming otherwise.

Lastly, it is possible the bot’s personality and language style influenced the findings. The way the system framed its efforts could have had a huge effect on how its responses were received. In particular, the bot’s self-deprecatory stance may have affected user perceptions. Guided by past research [23], we employed this approach in the hope that it might make users more lenient in their judgments of the bot. However, it is also possible that this approach led users to scrutinize the agent more closely and appraise its contributions more critically. Furthermore, past research suggests different agent personalities can have differential effects on how they are perceived [29,30], and so the overall personality of the Koko bot may have also affected user perceptions. Future research is needed to better assess the potential impact of these variables.

Conclusions
Despite its limitations, our approach suggests that it may be possible to simulate empathic expressions by drawing upon a rich corpus of social support data. Theoretically, it might eventually be possible to build a system that draws from millions of candidate responses with near perfect precision. The right response for the right user at the right time could automatically be selected, edited, and returned by the system. This capacity could help agents better serve users within the context of mental health interventions.

Despite these advances, there remains a real question as to whether such a system, even one as idealized as this, could ever outperform a peer. Nonhuman agents do not have lived human experience and so their attempts to express empathy might always appear inauthentic. The effort required to compose a supportive response may be as important as its actual substance. It can be powerful to know that someone else has listened to you, thought deeply about your situation, and then took the time to craft a considerate response. All of this is lost when a machine algorithm automatically generates a response. People often attribute human characteristics to machines and treat them similarly as real people [31], but an agent’s empathic expressions may always be perceived slightly differently than a human’s. It is possible that expressed empathy is a domain in which it will always be hard, if not impossible, for a robot to match human levels of performance.

Even if agents only provide, at most, a simulacrum of empathy, there are still important ethical implications to consider. In this paper, we examined some of the immediate, short-term effects of artificial empathic expression. Future work should assess how humans might relate to empathic agents over longer time periods, especially within the context of mental health interventions. The potential effects on well-being and social relationships are not well understood and many questions remain. Would people eventually seek emotional support from machines, rather than their friends and family? What might a machine miss in the course of these interactions? How can we get the benefits of empathic machines, without sacrificing existing human-human relationships, or otherwise imperiling the user? As Sherry Turkle warns, there is a risk that a robot that, “begins as a solution ends up a usurper” [32]. The Institute of Electrical and Electronics Engineers (IEEE) report on Ethically Aligned Design outlined similar concerns, arguing that agents that express emotion may have unintended effects on the user, such as over-bonding and misplaced trust [33]. To avoid these pitfalls, while still maximizing the potential benefits of this technology, designers will need to carefully scrutinize how these systems affect the well-being of users over time.
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Abstract

Background: Despite a proliferation of patient-facing mobile apps for mental disorders, there is little literature guiding efforts to incorporate mobile tools into clinical care delivery and integrate patient-generated data into care processes for patients with complex psychiatric disorders.

Objective: The aim of this study was to seek to gain an understanding of how to incorporate a patient-provider mobile health (mHealth) platform to support the delivery of integrated primary care–based mental health services (Collaborative Care) to rural patients with posttraumatic stress disorder and/or bipolar disorder.

Methods: Using the Principles for Digital Development as a framework, we describe our experience designing, developing, and deploying a mobile system to support Collaborative Care. The system consists of a patient-facing smartphone app that integrates with a Web-based clinical patient registry used by behavioral health care managers and consulting psychiatrists. Throughout development, we engaged representatives from the system’s two user types: (1) providers, who use the Web-based registry and (2) patients, who directly use the mobile app. We extracted mobile metadata to describe the early adoption and use of the system by care managers and patients and report preliminary results from an in-app patient feedback survey that includes a System Usability Scale (SUS).

Results: Each of the nine Principles for Digital Development is illustrated with examples. The first 10 patients to use the smartphone app have completed symptom measures on average every 14 days over an average period of 20 weeks. The mean SUS score at week 8 among four patients who completed this measure was 91.9 (range 72.5-100). We present lessons learned about the technical and training requirements for integration into practice that can inform future efforts to incorporate health technologies to improve care for patients with psychiatric conditions.

Conclusions: Adhering to the Principles for Digital Development, we created and deployed an mHealth system to support Collaborative Care for patients with complex psychiatric conditions in rural health centers. Preliminary data among the initial users support high system usability and show promise for sustained use. On the basis of our experience, we propose five additional principles to extend this framework and inform future efforts to incorporate health technologies to improve care for patients with psychiatric conditions: design for public health impact, add value for all users, test the product and the process, acknowledge disruption, and anticipate variability.

(J Med Internet Res 2018;20(6):e10048) doi:10.2196/10048
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Introduction

Background

Although there are thousands of smartphone apps for mental health conditions available on the marketplace [1], mobile tools have yet to have a substantial impact in the delivery of mental health services [2]. The majority of these tools are stand-alone, patient-facing, self-help apps that have not been subject to any evaluation or regulation. Research has demonstrated that very few people sustain use of such self-guided interventions [3-7], which has prompted clinical investigators to explore new models of technology-supported care [5,8-10]. Efforts to incorporate mobile tools into clinical care delivery and integrate patient-generated data into care processes are emerging. However, there is little research to guide these efforts, and few existing tools have demonstrated the capacity to link patients and providers directly [10-12]. Early experience suggests incorporating new health information technology tools into clinical practice is potentially disruptive because it directly impacts providers’ task behaviors and requires them to alter routines [13,14]. Adoption of health technologies in general, and patient-facing technologies in particular, thus has lagged [15].

Objectives

To gain an understanding of how to incorporate a patient-provider mobile health (mHealth) platform into the clinical care of rural patients with posttraumatic stress disorder (PTSD) and bipolar disorder, we designed, developed, and deployed a smartphone app that is currently in use within the context of a large clinical trial, the Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT; NCT02738944).

SPIRIT is a pragmatic trial by design, and therefore, the procedures and workflow are designed to approximate real-world practice [16-18]. The SPIRIT app supports the primary care–based delivery of mental health services through an evidence-based model of treatment delivery called Collaborative Care, described in additional detail below, which is the intervention offered in one arm of the treatment trial.

Here, we describe how the Principles for Digital Development [19,20], a set of best practices informing the development of technology-enabled programs, apply to the design and deployment processes for the SPIRIT app. We report early data on adoption of the SPIRIT app by care managers and patients, patients’ feedback on their use of the SPIRIT app, and lessons learned from the deployment process. This report focuses on the technology and its integration into the clinical model and is not an evaluation of effectiveness of the overall technology-supported care model. Recognizing that the requirements for mHealth tools differ from general requirements for mobile development [11], we propose extensions to the Principles for Digital Development for mHealth tools that are intended to support clinical services. We also propose the development of guidelines for mental health–specific digital design and user experience best practices.

Methods

Clinical Context

The SPIRIT app mobile system was designed to support the effective delivery of Collaborative Care. Collaborative Care is a model for delivering treatments for common mental disorders in primary care settings that is twice as effective as usual depression care [21-23]. For nearly two decades, it has been regarded as a best practice and has been widely disseminated [24-26]. Collaborative Care is defined by core principles that specify that care is team-based and patient-centered. Additionally, Collaborative Care provides measurement-based treatment-to-target, an evidence-based practice that involves routinely monitoring patient outcomes with standardized measures (eg, the Patient Health Questionnaire-9, PHQ-9 [27] for depression) and adjusting treatments when a patient is not improving [28]. Collaborative Care teams provide population-based care, which means providing care manager outreach to all of the patients in a defined population, not just those who show up for clinic visits [29]. This is in contrast to usual primary care in which patients often fall through the cracks. The detection and treatment of PTSD and bipolar disorder in primary care is poor [30-38]. Moreover, care is not measurement-based, follow-up is infrequent and ad hoc, and there is no proactive outreach [28,39].

To support the Collaborative Care workflow (Figure 1), the University of Washington developed a Web-based patient registry that providers use to track patient visits and outcomes using standardized measures. The registry differs from an electronic health record (EHR) in its design for effective management of an entire patient population, key features that EHRs lack, and specific support for providers’ workflows. The registry, named the Care Management Tracking System (CMTS), supports workflows through reminders for proactive outreach and follow-up for patients who are not engaging in care and flags for patients who have not improved and may benefit from treatment changes.

The SPIRIT app was designed to provide a patient interface with CMTS, which is an entirely clinician-facing tool, and support patient’s own self-management and communication with the care manager. Given that empowering patients to improve self-management is a key goal of Collaborative Care, engaging patients in the use of digital technology to facilitate effective, whole-person care is a good fit for the Collaborative Care model [12,40,41]. Potential benefits of the SPIRIT app include improving patient engagement, increasing satisfaction by offering a convenient, asynchronous method for patient-provider communication, and enhancing measurement-based care through timely remote symptom monitoring. Providers may experience improved efficiency through reduced documentation because patients enter their own symptom scores and through reduced need for time-consuming synchronous telephone outreach and follow-up. In addition, the SPIRIT app was designed to increase the
capacity of care managers so they can enroll more patients on their panel. By automating some of their clinical activities and helping them prioritize patients for outreach, the SPIRIT app is intended to increase the reach of the care manager and have a greater impact on population health.

Mobile System Description

The SPIRIT app is a free, password-protected Android app that securely transmits patient-generated data from a patient’s smartphone to the care manager through CMTS (Figure 2). It supports two user types: (1) patients, the primary users of the mobile app and (2) providers, who receive outputs from the mobile app on an online patient management system. The SPIRIT app was developed on CommCare, an open source, Software-as-a-Service (SaaS) mobile data collection platform. CommCare was selected for SPIRIT app development based on its strong evidence base in mHealth [42], robust case management functionality, and its turnkey application builder—which provided a graphical user interface (UI) to enable rapid agile design of the system. Data from the SPIRIT app is transmitted securely with encryption standards consistent with the Health Insurance Portability and Accountability Act (HIPAA) of 1996 from the mobile device to the CommCare server. CMTS pulls newly uploaded patient data from the CommCare server via an application programming interface hourly, or immediately if requested by the provider. The SPIRIT app is available in English and Spanish. Details of the system have been previously published [43] and are summarized below.

Patient Interface: Study to Promote Innovation in Rural Integrated Telepsychiatry App

The SPIRIT app is organized into seven modules: Check In, View Progress, Learn More, Reach Out for Help, Safety Plan, Settings, and About the SPIRIT App (Figure 3). The Check In module allows patients to self-monitor and report symptoms to their care manager by completing rating scales for depression (PHQ-9), mania (SPIRIT mania scale), PTSD (PTSD Checklist for DSM-5, PCL-5), and medication adherence. In the View Progress module, patients see a graph of their scores to track their own weekly progress over time. The Learn More module has psychoeducational materials about their condition, psychiatric medications, and tips for managing common side effects. It also includes information about how the Collaborative Care model works and Behavioral Activation, a psychotherapy provided by SPIRIT care managers. Patients can access stories from people living with PTSD or bipolar disorder through links to consumer advocacy websites. If patients choose to customize the SPIRIT app, they can use the Reach Out for Help module to make phone calls directly to supportive, self-programmed contacts such as friends, family, or care providers. The Safety Plan module displays general information about how to contact emergency services such as the National Suicide Prevention Lifeline, Crisis Text Line, and Lifeline Chat for all patients regardless of whether or not they enter a personal plan and a personal safety plan for patients who choose to enter one. The Settings module facilitates these customizations and also allows them to personalize their Check In day, the time and message content of short message service (SMS) reminders, and select which symptom scales to report on. They can create personalized reminders to take medications or for recurring activities as part of their Behavioral Activation treatment plan and submit new contact information for their care manager if they change their phone number. The About the SPIRIT App module includes frequently asked questions that explain how the SPIRIT app works and about their data privacy within the system. Patients are prompted to provide feedback through an in-app survey (details provided below).

Provider Interface: Care Management Tracking System

The SPIRIT app is directly integrated with CMTS, which care managers use daily in their Collaborative Care workflow to track patient encounters and view progress. To accommodate the SPIRIT app data, we expanded existing CMTS pages to incorporate data from the SPIRIT app and created new features supporting two major functions: (1) registering patients to use the SPIRIT app and manage their account and (2) viewing data their patients enter into the SPIRIT app. To register a patient, a care manager only needs to enter the patient’s mobile phone number into a new CMTS mobile registration page that initiates a patient self-registration process. The patient will then receive an SMS with instructions and a link to download the app. In the CMTS mobile registration page, we embedded links to patient handouts and care manager materials about the SPIRIT app (described below). To view patient data, care managers view an alert on their Reminders page (the first page they see after logging in) to indicate when new app data has been imported for any patient on that care manager’s caseload. If a patient reports suicidal thoughts on the PHQ-9, a specific alert is triggered so that care managers can quickly identify the patient and determine whether additional support such as telephone outreach is indicated. Additional pages in CMTS allow care managers to determine which patients have new scores and view individual item scores for each measure. Thus, SPIRIT app data is integrated throughout CMTS pages and helps care managers visualize app data at the level of the entire caseload, the individual patient, and the encounter.

App Design Process

The process for designing the SPIRIT app adhered to the Principles for Digital Development and was informed by earlier work with two mobile apps designed for Collaborative Care for depression [19,20]. These principles were created to guide international development organizations, health organizations, and mobile developers in integrating best practices into the design of digital technology-supported service delivery programs. They include nine living guidelines that are intended to be revised over time [20].
**Figure 1.** Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT) Collaborative Care workflow. CMTS: Care Management Tracking System; PTSD: posttraumatic stress disorder.

- **Primary Care Provider (PCP)**
  - PCP identifies patient with symptoms of PTSD or bipolar disorder.

- **Care Manager (CM)**
  - CM logs into CMTS, contacts patient, and sees patient for an initial assessment.

- **Consulting Psychiatrist**
  - Psychiatrist and CM meet weekly to review caseload. Psychiatrist meets with patient by video and provides treatment recommendations.

Patient follows up with CM and uses SPIRIT App to check in each week. CM and psychiatrist review patient progress weekly using CMTS. For patients not improving, psychiatrist recommends adjustments to the treatment plan.

**Figure 2.** Diagram of the Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT) app mobile system.

**Figure 3.** Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT) app screenshots.
Textbox 1. Principles for digital development [19, 20].

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Design with the user</td>
</tr>
<tr>
<td>2.</td>
<td>Understand the existing ecosystem</td>
</tr>
<tr>
<td>3.</td>
<td>Design for scale</td>
</tr>
<tr>
<td>4.</td>
<td>Build for sustainability</td>
</tr>
<tr>
<td>5.</td>
<td>Be data driven</td>
</tr>
<tr>
<td>6.</td>
<td>Use open standards, open data, open source, and open innovation</td>
</tr>
<tr>
<td>7.</td>
<td>Reuse and improve</td>
</tr>
<tr>
<td>8.</td>
<td>Address privacy and security</td>
</tr>
<tr>
<td>9.</td>
<td>Be collaborative</td>
</tr>
</tbody>
</table>

The current set of principles (Textbox 1) have emerged from a collaborative, community-driven effort that began in the late 2000s with the recognition of struggles with implementation that were faced by digital programs and reflect involvement of diverse organizations such as the World Health Organization, World Bank, United Nations Children's Fund, the United Nations Development Program, the United States Agency for International Development, the Swedish International Development Agency, and the Bill and Melinda Gates Foundation. The Principles for Digital Development have been endorsed by Dimagi, the organization which developed the SPIRIT app [19].

A detailed description of the steps involved in the SPIRIT app design and development, including proof of concept and other preliminary activities, was previously published [43] and are summarized below (Textbox 2). Service providers such as care managers, health center directors, supervisors, and psychiatrists informed the core content specifications built in CMTS and the SPIRIT app, while patients representative of the final SPIRIT target population were engaged to provide feedback on early concept development, as well as direct feedback and design direction for the app’s user experience, including layout, expected use, new features, and visual design. The project faced challenges with identifying and recruiting a larger cadre of representative patient users to engage in early stage design research, limited by partner health centers’ current active patient list. However, working through the Consumer Advisory Board (CAB) at these early stages was a critical resource in early assessments and research because its members contributed an active interest in communicating patient perspectives in new models to improve mental health care delivery. In the Results section, we illustrate each of the Principles for Digital Development using examples from the SPIRIT app design and development processes.

Sample and Evaluation Metrics

SPIRIT is a pragmatic clinical trial, and therefore, the procedures and workflow are designed to mirror real-world practice with minimal direct involvement of centralized study staff. Patients receive SPIRIT clinical services for a maximum of 52 weeks. Patients randomized to the Collaborative Care arm of the study can be offered the SPIRIT app by their care manager at any time during the study period. At this time, there are 16 care managers with at least one patient enrolled in the study. We report initial data on the adoption of the SPIRIT app mobile system by five care managers and 10 patients.

Metadata from the CommCare system includes the new user activation date and the time stamp for all data submitted through the SPIRIT app, including each symptom measure. From this mobile metadata, we determined the number of days elapsed since each patient activated the SPIRIT app and the number of symptom measures each patient submitted. Then we calculated the interval of completion of measures as the number of days since activation divided by the number of measures completed. To assess persistence of use, we calculated the number of weeks elapsed between submission of the most recent symptom measure and the date of data extraction.

Patients receive SMS text message notifications to provide feedback through the SPIRIT app at 4, 8, 26, and 40 weeks after activation. The feedback module contains the SUS [46], a widely used 10-item self-report measure of usability for a variety of technologies. Scores range from 0 to 100, and scores above 80 are in the top 10th percentile of usability for all technologies and products tested [47]. Free-text feedback is also elicited in the feedback module. Patients also complete independent research interviews at 6 and 12 months post baseline that include questions about the impact of the SPIRIT app and potential burden. We also ask reasons nonusers did not use the SPIRIT app. Results from these independent research interviews will be reported in a future publication because the SPIRIT study is still ongoing.
**Textbox 2. Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT) app design activities.**

**Proof of concept phase**
- Pilot mixed-methods study of mobile health (mHealth) augmentation of Collaborative Care for depression and anxiety [8]
- Partner with Dimagi to conduct design, development, and usability testing of a depression Collaborative Care app
- Partner with one rural health center (interview one care manager, one patient)
- Integrate depression Collaborative Care app with Care Management Tracking System (CMTS)
- Pilot test linkage between depression Collaborative Care app and CMTS (held focus groups with three care managers; interviews with patient users)

**Design and development phase**
- Conduct focus group #1 with Study to Promote Innovation in Rural Integrated Telepsychiatry (SPIRIT) Consumer Advisory Board (CAB) to propose initial SPIRIT app concept and gather feedback. CAB comprises a group of individuals who reflect the target user profile and patient population of the SPIRIT deployment
- Conduct focus group #2 with SPIRIT CAB to refine SPIRIT app concept
- Partner with 12 rural community health centers in three states
- Define SPIRIT app design high-level scope
- Build SPIRIT app version 0 high-fidelity prototype and storyboard based on feedback from the CAB and proof of concept user focus groups
- Conduct focus group #3 with SPIRIT CAB to present storyboard of care manager and patient personas, low-fidelity prototype, and elicit feedback
- Refine prototype design; update high fidelity prototype
- Develop insight-driven usability testing framework
- Recruit representative users of the target patient population for usability testing; define participation incentives, consent, and testing logistics
- Conduct usability tests with 5 participants, including patients actively in care at SPIRIT’s health center partner locations [44,45]
- Incorporate feedback from usability testing into app prototype
- Review prototype with programmatic experts, physicians, and study team; elicit and refine feedback
- Finalize SPIRIT app version 1.0

**Deployment phase**
- Develop patient and provider education materials
- Announce SPIRIT app launch on study website and newsletter and routine calls with study sites
- Launch SPIRIT app in three states
- Host a live webinar demonstration of SPIRIT app for care managers and study investigators
- Foster peer learning using the SPIRIT app in routine care manager training calls
- Invite feedback about how to make improvements in the system or supporting materials, both through patient engagement and an app-supported feedback form
- Provide SPIRIT information and technology (IT) email support for technical issues
- Offer care manager incentives to enroll their first patient
- Develop self-guided training on the SPIRIT app for new care managers when turnover occurs and to onboard new sites

**Results**

**Application of Principles for Digital Development**

The SPIRIT app design and development illustrates the application of the Principles for Digital Development for technology-enabled service delivery programs and provides new insights on how to optimize these principles within a mental health context [19,20].

**Principle 1. Design With the End User**

The SPIRIT app was created through a human-centered design process that put two groups of end users (patients and providers) at the center of each project stage, including immersion visits to local clinics, user-driven requirements gathering and ideation with multiple stakeholders (such as end users, care managers, supervisors, and consumer advisory groups), 1:1 and group prototype testing and interviews, multiple prototype refinement periods, and implementation driven by local clinics and their care managers [48]. The SPIRIT CAB (consisting of eight consumers and representatives from national consumer advocacy
groups), experts in Collaborative Care, and providers and patients in rural clinics were engaged as domain experts [49] and target users in a participatory design process throughout development (Textbox 2). In the postlaunch deployment phase, we continue to obtain feedback from patients through the in-app feedback survey and from clinics and care managers as part of a team-learning process described under Principle 9: Be Collaborative. Our longitudinal engagement has yielded improvements in every aspect of the SPIRIT app mobile platform, including the modules of the app, the CMTS provider interface, and our materials and methods to support training and deployment. Further details on specific changes that have been introduced based on stakeholder feedback are provided in the section below, Incorporation of specific feedback, and Multimedia Appendix 1.

Principle 2. Understand the Existing Ecosystem

Understanding the needs, challenges, and perspectives of Collaborative Care team members, especially the patient, was crucial to developing a mobile tool to extend this care delivery. The research team spent considerable time and effort to understand the context and align the technology with user needs and requirements. Contextual factors included federal law governing health information (ie, HIPAA) and the context of the rural settings, including available infrastructure and mobile phone adoption. Although national data at the time indicated high rates of mobile phone ownership [50], there was a lack of information about device ownership in the specific rural regions that SPIRIT targets. Verifying the nature and prevalence of local mobile phone ownership and connectivity was a key challenge, as was user recruitment for local usability testing given that some of the SPIRIT clinics are small and therefore have few eligible patients. To date, 45.4% (169/372) of patients enrolled in SPIRIT indicated that they own an Android device during the baseline patient survey. Given the uncertainty about device ownership before launch, the SPIRIT CAB encouraged us to consider a multiplatform system that included a patient website and an interactive voice response system in addition to an Android app. We carefully considered a multipractitioner system; however, we opted against expanding the scope of the mobile system for this initial demonstration given constraints on time and resources and a desire to prioritize quality by developing a robust system.

Principle 3. Define and Plan for Scale

SPIRIT will be the largest clinical trial ever conducted of rural Americans with psychiatric disorders and will provide Collaborative Care services to 500 patients from one of 12 community health centers across Washington, Arkansas, and Michigan. The SPIRIT app links to CMTS, which is used in 22 programs in 24 states throughout the United States and one Canadian province and has helped over 100,000 patients receive better care. The SPIRIT app is available to patients from all of the clinics in the research study. To use the SPIRIT app at large-scale in routine, rural practices, the installation process was simplified and mapped to care managers’ workflows so that patients could install the app independently without direct support from the research team. SPIRIT also developed an SMS-driven self-registration process to explore whether this common communication mechanism is a new approach to helping patients download mHealth apps to their phones privately on their own. This new self-registration process was a key focus for usability testing to ensure that the process was simple. Although the SPIRIT app was designed specifically for use during the study, with minimal modification, the platform could be used at scale in other CMTS implementations, if the experience from SPIRIT supports such expansion.

The SPIRIT app is flexibly designed and is organized into seven modules, as described above. Unlike the depression Collaborative Care app, the SPIRIT app supports multi-condition (depression, bipolar disorder, and/or PTSD) management. The same underlying CommCare platform could be used to support a variety of psychiatric or medical conditions, either by changing the content within the existing modules or by adding or removing modules. As a result, the SPIRIT app is well-positioned for vertical scale to additional clinical sites, as well as horizontal scale into additional psychiatric or medical conditions. Presently, patients select which symptom rating scales to complete; however, it would be possible to enable providers to use CMTS to select rating scales from a menu of choices to tailor care for patients with a variety of conditions. Selecting a mobile platform that enables quick scale-up, reuse, and local adaption was central to SPIRIT development and the team’s decision to select CommCare as the underlying technology platform. CommCare’s evidence base demonstrates the platform’s ability to support both public and private health systems’ to scale mHealth solutions both vertically and horizontally, as well as provide “template” apps that can be used in different programmatic domains.

Principle 4. Build for Sustainability

To enable a strong programmatic and technical pathway to sustainability, the SPIRIT app was designed as an augmentation to the Collaborative Care services that are provided within the research study. By integrating with CMTS, the SPIRIT app was built to provide a complementary role within an existing patient management system, in contrast to stand-alone, consumer-facing apps currently dominant in the market. The Patient-Centered Outcomes Research Institute funds SPIRIT and has a strong interest in promoting sustainability of interventions that are supported by research trials. Throughout the SPIRIT study, the research team considered the sustainability of the two clinical care models under study through engagement with policy makers, professional organizations, and health care providers and funders such as the Community Health Plan of Washington, the Michigan Primary Care Association, and Community Health Centers of Arkansas. These partners are actively engaged in developing solutions to challenges such as billing for the clinical services in each of the study arms. To date, sustainability efforts have focused at the higher level of the clinical care models rather than focusing on the specific health technologies to support these. However, as the study progresses, it will be important to include considerations related to the health technologies including CMTS and the SPIRIT app mobile platform. Given that the SPIRIT app is only available for Android devices, it would be important to revisit the possibility of developing a multiplatform system if the platform is implemented for long-term use following the research trial.

http://www.jmir.org/2018/6/e10048/
Principle 5. Be Data Driven

The SPIRIT app development followed a systematic and data-driven design process, especially with regards to usability testing and measuring the effectiveness with which a user could successfully complete key tasks in the app. To understand representative patients’ and care managers’ ease of using the SPIRIT app, our usability testing focused on an insight-driven study of the new self-registration process and users’ ability to navigate to the core components of the SPIRIT app without training. Four essential usability tasks were defined and tested with five representative users. Predefined metrics and goals were established with success thresholds to determine whether or not the functionality tested was usable or not. No more than three pieces of functionality were tested at a single time or contiguously to limit user burden and avoid missing vital feedback at the end of the test. Feedback informed the final SPIRIT app design. Incorporating all high-priority feedback into the app was constrained by a short development time frame and the emergent need to invest more technical resources in expanding the scope of CommCare’s self-registration process, such that we could reduce the number of steps required by a user to successfully register, install, download, and begin using the app. However, this feedback was captured and shared with CommCare’s developers for later in the platform’s roadmap and patient-as-end-user product developments.

A major impetus for the development of the SPIRIT app mobile system was to generate knowledge about how to incorporate a patient-provider mobile platform into the clinical care of patients with complex psychiatric needs in primary care settings. This emphasis on knowledge generation drives a strong commitment to data collection, analysis, and interpretation. Moreover, Collaborative Care is a clinical model based on principles that concurrently emphasize measurement and accountability and patient-centeredness. The evaluation plan for the SPIRIT app mobile system is similarly holistic and includes both qualitative and quantitative elements. Our extensive stakeholder engagement has generated a wealth of insights that have informed this effort, and additional qualitative evaluation from patients will occur via open-ended questions in the in-app feedback survey and through qualitative research interviews that will be conducted with a subset of SPIRIT participants. A variety of quantitative metrics are available through the CommCare platform, and we are now developing reports to aggregate data on SPIRIT app system usage and considering how best to use these results to inform our deployment efforts near real time. Our commitment to knowledge generation has translated into publishing early lessons while the study is still underway [43].

Principle 6. Use Open Standards, Open Data, Open Source, and Open Innovation

The SPIRIT app is built on CommCare, an open source mobile data collection platform. The SPIRIT app has both benefitted from and contributed to the platform by providing new requirements necessary to open up the platform to patient-as-end-users and resources to invest in further development. The majority of the features in the SPIRIT app were built upon CommCare’s existing platform functionality such as case management, complex logic and branching algorithms, mobile graphing, and SMS-based reminders and data collection. Several of the unique requirements for SPIRIT necessitated the development of new functions such as the self-registration process via SMS and username self-management features (such as password reset and recovery workflows), and a streamlined download experience and UI that required no training compared with prior CommCare deployments in 50 countries. Both of these were subject to rigorous review during usability testing and, as a result, have contributed new infrastructure to the CommCare platform that is now available open source to other health systems around the world.

Principle 7. Reuse and Improve

The SPIRIT app mobile system functions as a patient portal for CMTS, a provider-only registry tool that has been used for nearly a decade to support Collaborative Care. The extensive experience with CMTS as a registry provided a strong foundation for the development of the SPIRIT app system. To leverage and improve upon existing mHealth investments, the SPIRIT app was built on an open source SaaS platform that enables agile software design and rapid prototyping and that has been used and improved through implementations by over 500 organizations in more than 50 countries. We leveraged the strengths of the platform throughout development, as feedback from stakeholders was iteratively integrated into the final design, and the core platform technology supported the breadth of requirements. The SPIRIT app was built from a template design of the depression Collaborative Care app and adapted for new contextual requirements. The flexible, modular design facilitated this adaptation, and a thorough quality assurance process was applied to yield further refinements and improvements. As mentioned previously, the SPIRIT app development also invested resources into the overall platform’s capabilities and underlying architecture, so that future programs and applications can reuse and benefit from these improvements. The development team also conducted a review of common consumer-facing apps available on the app store focused on depression, PTSD, and bipolar self-management. Lessons from these deployments informed the design of the SPIRIT app, such as including Learn More modules to provide easy access to information about specific conditions. To support future design, adaptation, and uptake of mHealth for patient-provider collaboration in mental health care, there is an opportunity for SPIRIT to publish a copy of the SPIRIT app to the CommCare Exchange, an online free marketplace of mHealth template apps that enable other individuals and organizations to download a template app from the Exchange and modify it or use it under the terms of a Creative Commons license.

Principle 8. Address Privacy and Security

Protection of patients’ privacy has been a priority throughout the development of the SPIRIT app. Unlike many mobile mental health apps, the SPIRIT app requires a username and password so that patients’ sensitive data is accessible only to authorized users. Data transmission from the SPIRIT app to the CommCare server is encrypted with standards consistent with HIPAA. Both the CommCare platform and CMTS have methods to restrict
access to patient identifiers. The self-registration process and patient reminders utilize SMS text messages, and therefore, it is necessary to collect the patients’ mobile phone number, which the care manager also needs to conduct outreach. We minimized the collection of such identifiable information to the minimum necessary and use a CMTS-generated identifier that is separate from a medical record number to link the SPIRIT app data to the CMTS patient record. In response to care manager requests to adapt the SPIRIT app for use on a tablet in the clinic waiting room, we have given careful consideration to the management of patient accounts and workflows to manage the handoff of the device to consecutive patients to prevent accidental access to an incorrect patient account. Patients use the SPIRIT app on an opt-in basis. We have encountered a limitation in communicating with patients about the protections in place for patient privacy and confidentiality. Care managers are the first-line providers who field patient questions; however, they do not have technical expertise in the system and therefore have needed additional support in responding to patients’ technical questions related to data transmission and security.

**Principle 9. Be Collaborative**

Collaboration among multidisciplinary teams is fundamental to the delivery of Collaborative Care, as well as human-centered design [29,51]. The effective use of health information technologies, including mHealth tools, requires an extension of care teams to include experts in domains such as information technologies, software development, and human-centered design [11]. Effective team-based efforts require the development of new relationships and are facilitated by strong communication and empathy. In SPIRIT, we have 30 clinics from 12 organizations with substantial variability in the qualifications and experience of provider teams, the clinical workflows, and the volume and sociodemographic characteristics of patients. The majority of the interactions with sites have been conducted via videoconferencing because sites are in rural areas, and the study investigator team is distributed across several universities in three states. Similarly, many of the activities in developing the SPIRIT app have been conducted remotely and supplemented with site visits and in-person usability testing. We have embraced a team-learning approach to the development and deployment of the SPIRIT app in which care managers partner with us to explore how the SPIRIT app can improve the care they deliver and their patients’ outcomes [52], and patients partner with us to provide direct feedback about what would make a tool more meaningful to use.

**Study to Promote Innovation in Rural Integrated Telepsychiatry App Mobile System Adoption**

As of January 25, 2018, five care managers and 10 patients have piloted the SPIRIT app mobile system, and another four patients have been registered by their care manager but have not yet completed the activation process. Patients have had access to the system for an average of 20 weeks (range 1-37 weeks) and submitted an average of 24.1 symptom measures (range 3-52 measures). All 10 patients completed the PHQ-9 and PCL-5 in equal frequencies (mean 9.7, range 1-26 measures). For the seven patients who have completed the SPIRIT mania scale, they have completed it in similar frequencies (mean 6.7, range 1-13 measures). Since activating the SPIRIT app, patients have completed symptom measures on average every 14 days (range 7-63 days). The wide range in the interval of symptom measure completion is accounted for because three patients have not submitted symptom measures for more than 16 weeks. All three of these patients submitted their most recent symptom score within 6 weeks of activating the app, suggesting they stopped using the app around that time point. The remaining seven patients have submitted symptom measures within the 2 weeks preceding data extraction, which is consistent with persistent use of the SPIRIT app. This subset of seven persistent app users have used the system for an average of 16 weeks (range 1-37 weeks) and are submitting symptoms measures on average every 10 days (range 7-16 days).

**Patient Feedback Survey Results**

Nine patients activated the app more than 8 weeks before data extraction, which means that they have been prompted at least twice to provide feedback (at week 4 and week 8). Two of the nine patients provided feedback at week 4, both of whom also provided feedback at week 8. Two additional patients provided feedback at week 8 only. Because more patients responded at week 8, we report SUS scores from this time point. Patients rated usability very highly at week 8 (mean 91.9, range 72.5-100).

In the free-text responses, patients reported that they most liked the SPIRIT app’s simplicity, ease of use, convenience, reminders, being in touch with the care team, and prompts to think about oneself. Patients least liked that the symptom measures were a little long and that symptom monitoring was weekly rather than daily. Patients desired to receive feedback from their care team directly through the SPIRIT app. At present, data transmission from CMTS to CommCare is limited to information required for account registration, although two-way communication of clinical information could be developed in the future.

**Incorporation of Specific Feedback**

Our extensive, longitudinal engagement with stakeholders resulted in a number of improvements to the SPIRIT app, CMTS provider interface, and deployment processes. For each of these domains, Multimedia Appendix 1 lists specific changes that were introduced based on stakeholder feedback, as well as the project phase and description of the findings that led to the change. Taken together, it is apparent that the iterative processes of obtaining and incorporating feedback occurred throughout project phases and resulted in improvements of every aspect of the system and deployment procedures. Importantly, because the focus of stakeholder engagement evolved over the design and development process, the different project phases provided insights into different aspects of the system such that not all project phases contributed to all of the final system components and procedures.

**Discussion**

**Principal Findings**

The technology to build mHealth apps to manage mental disorders is increasingly commonplace, yet their integration
into clinical care has lagged. The design of the SPIRIT app adhered to the Principles for Digital Development, which address many important issues in the development of technology-enabled services. Early feedback from patients using the SPIRIT app supports its excellent usability in the initial weeks of adoption; however, more feedback is needed from those patients who were offered the SPIRIT app but have not enrolled or have enrolled but have not submitted scores. A majority of SPIRIT app users are self-monitoring their symptoms on average every 2 weeks, which is considerably more frequently than clinic-based symptom assessment. Moreover, it is promising that most of the SPIRIT app users to date (n=7, 70%) have sustained such self-monitoring for 4 or more months.

Despite these encouraging findings, our findings must be interpreted within the context of certain limitations. The SPIRIT app has been developed in the context of a pragmatic research trial designed to mirror real-world rural practice; however, important differences from routine practice remain that could affect the sustainability of the clinical care models. The deployment of novel health technologies into routine clinical practice settings involves additional challenges that must be overcome. These include mapping the technology onto the clinical workflow, while being sensitive to the time investment needed on the part of care providers to fully participate in the design process; educating providers and patients; and developing robust support systems. Moreover, not all providers or patients will embrace digital health tools, even if they are well-designed and integrated into care processes, and further understanding of the limitations of digital mental health tools is needed. In SPIRIT, the overall number of care managers and patients who are currently using the system remains small, as are the response rates to in-app patient feedback surveys. Care managers suggest that lack of Android devices, a barrier we anticipated, has limited SPIRIT app use. This reinforces the notion that a single platform system would be unlikely to be tenable in routine clinical practice. More information is needed about reasons patients discontinue use of the SPIRIT app early in treatment to understand barriers to ongoing use.

Several features have emerged as potential improvements that could be considered in the future. Patients have expressed interest in using the SPIRIT app to communicate directly with their provider. Offering a secure messaging service may be one way to promote sustained use; however, careful consideration would need to be given to educating patients and providers with appropriate expectations for response time and whether the service can be used for crisis management. Patients have also expressed an interest in having a diary function or ability to annotate their symptom scores, and more work is needed to understand how best to structure and aggregate such information and communicate it to care teams. Finally, although the SPIRIT app integrates directly with the Web-based patient registry, neither directly integrates with clinic EHRs. Large-scale adoption of mHealth tools would be facilitated by the development of an integrated suite of health information and technology tools, with patient registry functions to support population health management and patient-facing mobile tools that integrate with EHRs.

As we continue to embark on team learning in collaboration with our clinical partners, we have gathered lessons from these challenges. Our experience with the design, development, and deployment of the SPIRIT app reveals additional considerations for mobile designers and clinical researchers seeking to advance mHealth integration into clinical care. Here we propose five additional principles: design for public health impact, add value for all users, test the product and the process, acknowledge disruption, and anticipate variability.

**Design for Public Health Impact**

Although the Principles for Digital Development have been informed by a number of public health efforts, we propose an explicit emphasis on optimizing population health by prioritizing the development of technology-supported services to maximize clinical impact for populations who experience the greatest need. To be truly impactful, digital mental health efforts must not focus exclusively on the most technologically savvy, well-resourced, or least impaired members of society [53]. Numerous studies have found that the benefits realized from efforts to improve the quality of mental health service delivery, such as through Collaborative Care, are greatest among the most disadvantaged patients [54-58]. Yet, just as efforts to improve health care quality have prioritized high-need populations, so too should efforts to implement technology-supported mental health service models that meet the unique needs of these populations. In SPIRIT, both clinical and sociodemographic characteristics contribute to the complexity of the study population. PTSD and bipolar disorder cause more disability than nearly all other health conditions worldwide [59]. Moreover, rural Americans with PTSD and bipolar disorder lack access to effective treatments because of severe shortages and geographic maldistribution of mental health specialists [60,61]. The intersection of high clinical complexity and high unmet need yields high potential for public health impact of mHealth.

**Add Value for All Users**

This is an extension of Principle 1: Design with the User and is especially relevant for technology-enabled health care services where technology platforms are used by both patients and providers and thus must meet needs for each group of users simultaneously. Most mobile mental health tools are stand-alone tools that aspire to offer value to consumers or patients (primary users) but do not necessarily offer value to clinicians. In contrast, those that are used to augment clinical services, such as the SPIRIT app, also need to provide value to clinicians (secondary users) by performing useful clinical functions. Conversely, extraneous features that lack clear benefit to users should be eliminated or minimized to limit user burden [11,62]. We aligned the SPIRIT app with an effective clinical care model, Collaborative Care, and focused on those functions that support such care [40]. This emphasis was important in defining and narrowing the scope of the app. For example, although efforts to use passive sensing to infer mental health symptoms are emerging, the validity of most measures is not established. Some patients do not want sensor-based data, and it remains unclear how clinicians would use this information to deliver...
measurement-based care [63]. Therefore, we elected not to include sensor data collection in the scope.

Before deploying the SPIRIT app, we envisioned the SPIRIT app for patients’ use in the community. Subsequently, we received feedback from SPIRIT care managers interested in using the app on a tablet in the waiting room so that patients enter their own symptom scales before appointments. The SPIRIT providers recognized potential value from using the tool in a different workflow than we had anticipated. To provide additional value to care managers, who are key to adoption of the SPIRIT app, we are working on developing necessary workflows and adaptations.

Test the Product and the Process

We approached quality assurance testing from a technical perspective and focused on specific functions of the SPIRIT app and CMTS linkages. This testing ensured that the registration process, the app, and the data transfer to CMTS were reliable and robust. However, our predeployment testing did not emulate the typical Collaborative Care workflow in which a provider manages a panel of patients and therefore did not serve to pilot test the overall technology-enabled workflow. As such, our testing process was more focused on the technology product than the technology-enabled service process [9]. A more comprehensive testing plan and/or a deployment time line that planned for a soft pilot launch and additional app refinement period would have allowed us to identify improvements in the technology-supported clinical workflow before full-scale launch. For future deployments, we recommend expanding the scope of testing to mirror practice by employing clinicians as testers before deployment during user-acceptance testing and using case-based example patient scenarios, simulation, or role-plays. Such workflow process testing should be accounted for as a separate step in project timelines and budgets for efforts to develop technology-enabled clinical services.

Acknowledge Disruption

When new technologies are deployed in new clinical settings, some disruption in routines is inevitable, whether or not this is intended. Although individual providers may need to alter their behaviors, implementation is even more challenging when multiple members of the health care team are affected because a new technology requires the development of new clinical workflows [13,14,52]. New technologies can disrupt existing organizational routines and relationships, requiring teams to relearn how to work together [52]. Anticipating, acknowledging, and planning for such disruption can help systems to succeed in efforts to adopt new digital technologies. SPIRIT care managers were already learning new workflows and skills to provide care management and behavioral interventions. We sought to minimize additional burden on care managers as they developed competence working with the SPIRIT app. We did not expect care managers to be experts in the technical details of the system. However, as the front-line clinicians interacting with patients, they have been fielding questions about the SPIRIT app. We developed training materials and resources, including sample scripts, for care managers that were easily accessible to equip them for this new responsibility.

Anticipate Variability

Some digital health tools may work better in certain clinical settings, and successful adoption of a new digital health technology in one setting may not generalize to other settings. The complex interaction between a new digital technology and the dynamics of the health care team is a key determinant of the success of deployment and may be more important than the features of the technology itself [52]. In SPIRIT, we have 30 clinics from 12 organizations with substantial variability in the qualifications and experience of provider teams, the clinical workflows, the sites’ fidelity to the Collaborative Care clinical model, and the volume and sociodemographic characteristics of patients. All five of the care managers with patients using the SPIRIT app practice in sites that are implementing Collaborative Care well. We anticipate that variability in the interaction between the technology and the dynamics of care teams across sites may lead to greater success with deployment in some clinical contexts than others [52]. This naturally occurring variation provides an additional opportunity for team learning to understand how best to facilitate adoption. Settings also vary in the size and clinical characteristics of the patient populations they serve. Because the practice change required to learn a new system is difficult, this initial hurdle may be overcome more readily if providers believe that the new technology will benefit a majority of their patients and have a “critical mass” of eligible patients. In SPIRIT, this presents a challenge in some small rural clinics serving a handful of patients with PTSD and/or bipolar disorder. We anticipate the need for ongoing efforts to support and promote use of the SPIRIT app in settings with low patient volume or high provider turnover. Integration of mHealth tools into clinical practice may be more successful when a single system can be used to support care for a variety of health conditions or for patients who have multiple chronic illnesses rather than having separate apps for each condition. Tools that support multi-condition management are likewise more patient-centered.

Conclusions

Adhering to the Principles for Digital Development, we created and deployed an mHealth system to support Collaborative Care for patients with complex psychiatric conditions in rural health centers. Early feedback from patients indicates that the SPIRIT app earns high scores for usability among active users. A majority of the initial patients using the SPIRIT app are self-monitoring symptoms on a biweekly basis over a period of several months, which are intervals that are clinically meaningful for supporting measurement-based care. Our findings come from a pragmatic clinical trial designed to reflect real-world clinical practice, and therefore, these patterns occurred with limited involvement of the research team. Our examples of how the Principles for Digital Development applied to the SPIRIT app can serve as a model for clinical researchers and mobile developers. We propose to extend this framework with five additional principles: design for public health impact, add value for all users, test the product and the process, acknowledge disruption, and anticipate variability. These principles can inform future efforts to improve health care quality and outcomes by integrating mobile tools into clinical care pathways in rural practice settings.
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Abstract

Background: Hundreds of mental health apps are available to the general public. With increasing pressures on health care systems, they offer a potential way for people to support their mental health and well-being. However, although many are highly rated by users, few are evidence-based. Equally, our understanding of what makes apps engaging and valuable to users is limited.

Objective: The aim of this paper was to analyze functionality and user opinions of mobile apps purporting to support cognitive behavioral therapy for depression and to explore key factors that have an impact on user experience and support engagement.

Methods: We systematically identified apps described as being based on cognitive behavioral therapy for depression. We then conducted 2 studies. In the first, we analyzed the therapeutic functionality of apps. This corroborated existing work on apps’ fidelity to cognitive behavioral therapy theory, but we also extended prior work by examining features designed to support user engagement. Engagement features found in cognitive behavioral therapy apps for depression were compared with those found in a larger group of apps that support mental well-being in a more general sense. Our second study involved a more detailed examination of user experience, through a thematic analysis of publicly available user reviews of cognitive behavioral therapy apps for depression.

Results: We identified 31 apps that purport to be based on cognitive behavioral therapy for depression. Functionality analysis (study 1) showed that they offered an eclectic mix of features, including many not based on cognitive behavioral therapy practice. Cognitive behavioral therapy apps used less varied engagement features compared with 253 other mental well-being apps. The analysis of 1287 user reviews of cognitive behavioral therapy apps for depression (study 2) showed that apps are used in a wide range of contexts, both replacing and augmenting therapy, and allowing users to play an active role in supporting their mental health and well-being. Users, including health professionals, valued and used apps that incorporated both core cognitive behavioral therapy and non-cognitive behavioral therapy elements, but concerns were also expressed regarding the unsupervised use of apps. Positivity was seen as important to engagement, for example, in the context of automatic thoughts, users expressed a preference to capture not just negative but also positive ones. Privacy, security, and trust were crucial to the user experience.

Conclusions: Cognitive behavioral therapy apps for depression need to improve with respect to incorporating evidence-based cognitive behavioral therapy elements. Equally, a positive user experience is dependent on other design factors, including consideration of varying contexts of use. App designers should be able to clearly identify the therapeutic basis of their apps, but they should also draw on evidence-based strategies to support a positive and engaging user experience. The most effective apps
are likely to strike a balance between evidence-based cognitive behavioral therapy strategies and evidence-based design strategies, including the possibility of eclectic therapeutic techniques.

(J Med Internet Res 2018;20(6):e10120) doi:10.2196/10120
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Introduction

Background

Mental health difficulties are a leading cause of disability worldwide [1,2], with depression alone affecting 98.7 million people [2]. Responding to the urgent need to provide more people with access to effective treatments, substantial research has been undertaken on the use of technology to increase access to mental health treatment [3-8]. Much of this work has focused on the development and evaluation of computerized cognitive behavioral therapy (CBT) [5,8-13]. CBT incorporates both behavioral and cognitive aspects and provides a structured approach for recognizing and addressing negative thinking patterns and underlying beliefs [14]. Due to this structured approach, it lends itself well to being adapted to computerized platforms, both as self-directed [9] and therapist-guided [10] treatment.

More recently, mobile apps have provided an alternative to computerized CBT interventions. With 76% of UK and 81% of US adults owning a smartphone [15,16], there is a strong argument for the potential of apps to help in providing flexible access to mental health support [17,18]. Studies have been conducted focusing on the development of mobile apps to support mental health [19-28], and more detailed reviews and analyses of existing research are also available [4,29-31]. This work indicates the potential of appropriately designed apps and could drive future innovation in mental health apps to ultimately deliver large-scale impact on public health. However, given the openness of app stores to developers [32,33], challenges with regulating health apps [34], and the time it typically takes for evidence-based research to make its way into health care practice [35], it is unsurprising that current research is not always reflected in the apps available in app stores.

Recently, several papers have reviewed apps with the aim of assessing the extent to which they are grounded in theory, especially CBT [36,37], or to evaluate the extent of expert involvement [38,39]. They suggest that current apps tend to lack an evidence base [31,38] and often combine evidence-based features with other approaches not supported by research [37]. Furthermore, there does not seem to be any correlation between apps’ ratings and popularity and the presence of evidence-based features [37].

We agree that the lack of an evidence base in publicly available apps is a significant cause for concern. However, high ratings of apps defined as inconsistent with evidence [37] suggest that they might be important to users. The existence of these apps provides an important opportunity to investigate and understand factors that facilitate user engagement with mental health apps. Through app reviews submitted to app stores, people using these apps have provided a large body of data regarding their user experiences, context of use, and features they value. Previous work within the human-computer interaction (HCI) community has demonstrated the benefits of using public reviews to investigate user attitudes toward and experiences of existing apps [40-44]. Researchers have also analyzed user reviews of mood-tracking apps [44], looked at general use of health apps [45], or the types of health apps people with depression use [46]. Alongside efficacy, user experience and engagement are critical factors to the overall effectiveness of mental health technologies [47]; therefore, it is important to investigate what it is that the users themselves value.

Objectives

This paper has 2 key aims: first, to systematically analyze the therapeutic elements and engagement approaches used in apps described as being based on CBT for depression; and second, to analyze publicly available user reviews of these apps to provide a more detailed understanding of the user experience and of what makes apps engaging and valuable to users.

In recent years, a number of important approaches have emerged for examining mobile health apps. For example, the Mobile App Rating Scale developed by Stoyanov et al provides a tool for assessing the quality of mobile health apps [48]. It includes a dedicated section on engagement that allows an assessor to score individual apps based on key engagement features. Chan et al provide a framework specifically for evaluating mobile mental health apps [49] that allows patients and mental health service providers to evaluate apps by their usefulness, usability, and integration with infrastructure. We view our approach as complementary, but distinct from these approaches.

Instead of providing detailed analysis of individual apps, we focused on the thematic analysis and synthesis of user perspectives on engagement and therapeutic features across a range of apps. Analyzing app reviews can provide insight on what end users find engaging in general and how the apps are used, and identify mismatches between what researchers believe to be important and what users actually find engaging. It can also help us to better understand why current apps are highly rated and leverage this understanding in the design of compelling, evidence-based apps going forward. As an approach, it can also offer distinct insights into recent app reviews that have incorporated traditional usability evaluations. For example, Huguet et al [36] applied Nielsen’s expert-led heuristic evaluation approach to assess the usability of CBT apps for depression. While usability helps to assess the degree to which users can easily—or with minimal training—use and understand the app, our approach offers complementary insights on how and why people use apps and the particular features which they find engaging or unengaging.
Methods

Data Collection

Our initial analysis of apps aimed to identify 2 key groups:

1. CBT apps for depression: apps that self-identify as implementing CBT to target depression.
2. Mental well-being apps: a broader group of apps that not only includes apps that aim to address mental health problems such as anxiety and depression, but also issues such as stress, worry, mood, or emotional well-being.

To limit the scope of our study, we deliberately excluded apps targeting more severe disorders such as bipolar disorder or less common disorders such as obsessive-compulsive disorder.

A detailed analysis of CBT apps for depression is the core focus of this paper. We consider both engagement features and therapeutic features (study 1) and user opinions (study 2). The set of apps addressing mental well-being more generally is not subjected to the same level of scrutiny as it is too large and too diverse in terms of therapeutic approaches applied. For these apps, we analyze engagement features only to allow a comparison with engagement approaches found in CBT apps for depression.

Figure 1 illustrates the overall systematic process used to identify relevant apps.

Phase 1: Initial Keyword Search and Data Clean Up

We first defined the following groups of keywords:

2. Keywords related to CBT: “cognitive behavioral therapy,” “cognitive behavioural therapy,” and CBT.
3. Keywords related to aspects of CBT: “activity diary,” “thought record,” “behavioral activation,” “behavioural activation,” “negative thoughts,” “core beliefs,” and “cognitive restructuring.”

We used scripts [50,51] to automatically download search results for each of these keywords separately from the UK version of Google Play and Apple’s App Store. The searches took place in January 2017. Recorded information included each app’s name, its short description (if available), detailed description, price, average rating, number of user ratings, developer’s details, and app store category. This resulted in 3954 apps (2316 apps from Google Play and 1638 from App Store).
We then used a custom script to combine the search results from each app store and remove duplicates. Finally, we automatically extracted apps belonging to the following app store categories (deemed to include relevant apps based on a manual check using the keyword “depression”): Health and Fitness, Medical, Lifestyle, Education, and Game Educational. We then combined the results and excluded duplicates of apps available for both platforms. At this point, 1680 unique apps remained.

Phase 2: Potentially Relevant Apps Identified

Next, we undertook the first manual screening. Following the approach used in the study by Shen et al [38], we manually reviewed the 1680 apps by examining each app’s title and short description. This allowed us to identify not relevant apps that would be excluded and potentially relevant apps that would be included in the next phase. We excluded the following types of apps:

1. Apps specifically addressing less common or more severe mental health disorders, for example, substance misuse, OCD; or other health conditions (eg, diabetes, chronic pain).
2. General health tracking apps and single purpose well-being apps, for example, for mindfulness meditation only.
3. Apps to support mental health professionals and students, and apps that require an access code (eg, that are part of a study, insurance plan, employer wellness scheme).
4. Apps not available in English.
A total of 1297 apps were marked as not relevant and further 16 turned out to be duplicates. This resulted in a set of 367 potentially relevant apps.

**Phase 3: Apps With Clearly Identified Functionality**

Next, we manually reviewed the full descriptions of all 367 potentially relevant apps. During this process, we identified 43 more apps that met the exclusion criteria described above; 2 apps that provided no information about their functionality; 1 app that was available for smartwatches only; and 37 duplicates. At the end of this phase, we had identified 284 apps.

**Phase 4: Apps Using Cognitive Behavioral Therapy and Targeting Depression**

The aim of this stage was to identify the final subset of apps that self-identified as (1) focusing on depression and (2) based on CBT. This resulted in 31 apps which we classified as CBT apps for depression and which we refer to as such throughout the paper. The remaining 253 apps were classified as mental well-being apps.

**Study 1: Functionality Analysis**

The aim of this study was primarily to examine the functionality of the 31 CBT apps for depression. For each app, we recorded both engagement features and therapeutic features. We defined therapeutic features as functionality that aims to help users manage their mental health and well-being, and engagement features as functionality that encourages regular use, makes app content more appealing, and in general helps users to stay engaged with therapy or the app itself.

For each app, we recorded all features listed on its description page (eg, mood tracking, discussion forums, reminders, etc) or visible on screenshots; this approach has also been used in other app reviews [43]. We also noted mentions of expert involvement in app creation (health professionals, researchers, etc). Features were recorded by the first author and regularly reviewed and discussed with others.

Next, to assess whether the features of 31 CBT apps for depression reflect CBT practice, we asked 2 researchers (a clinical psychologist who is also an accredited CBT therapist, and an HCI researcher experienced in designing technologies to support CBT) to independently match them against a recognized CBT competence framework [14]. For each feature, they indicated (“yes” or “no”) whether it represented one of CBT competencies in relation to treatment for depression. Inter-rater agreement was 73% with raters disagreeing regarding 8 items, including 7 items where the disagreement was between a definitive answer (“yes” or “no”) and a “maybe.” Disagreements were resolved through a discussion, and the final categorization is available in Table 1.

Finally, we also undertook a brief analysis of the engagement features available in 253 mental well-being apps. A detailed review of the therapeutic features and approaches applied across this larger group was beyond the scope of this paper.

**Study 2: User Reviews Analysis**

The analysis of publicly available app reviews has been successfully used in the past to investigate user attitudes toward existing apps and their feature requests [40-44]. We adopted this method to better understand users’ attitudes toward CBT apps for depression and which features they use and find the most important.

We used scripts [50,51] to automatically download all reviews for the 31 CBT apps for depression. If the app was available for both Android and iOS devices, we downloaded both sets of reviews. In total, we downloaded 2904 reviews of 24 apps (7 apps had 0 reviews). To identify reviews for the analysis, we followed the approach similar to the one used in the study by Stawarz et al [43]—first, the lead author manually assessed all reviews, recording their sentiment (positive, negative, neutral) and whether each mentioned at least 1 therapeutic feature; this was then discussed with other authors. Next, to qualitatively identify underlying themes, we used thematic analysis [52] to analyze the subset of reviews that mentioned at least 1 therapeutic feature. Coding was done by the first author and regularly discussed with others to allow for better familiarization with the data and reduce potential for bias. This iterative process led to codes gradually being merged into broader categories and researchers identifying overarching themes.

**Results**

**Study 1: Functionality Analysis**

Overall, within the set of 31 CBT apps for depression, we identified 26 therapeutic features and 10 engagement features; 4 additional engagement features were also available in the broader group of apps. App functionality is described in the following sections and features are summarized in Tables 1 and 2. Detailed information about the 31 CBT apps for depression, including their user ratings, available features, and expert involvement, are summarized in Multimedia Appendix 1.

**Therapeutic Features of Cognitive Behavioral Therapy Apps for Depression**

The most common features available in the 31 CBT apps for depression focused on dealing with negative automatic thoughts (48%, 15/31 apps) and negative thinking styles (29%, 9/31 apps), and provided examples of activities users could do to improve their mood (29%, 9/31 apps). They also allowed users to record thoughts and emotions (10%, 3/31 apps), schedule daily activities (10%, 3/31 apps), offered challenges and behavioral experiments (6%, 2/31 apps), or enabled goal setting (6%, 2/31 apps). The apps also offered several non-CBT features, including tools for writing and self-reflection, gratitude and affirmations, various tests and scales, or relaxation tracks. All features are summarized in Table 1.

**Comparisons With Cognitive Behavioral Therapy Guidelines**

Of 26 identified therapeutic features, 50% (13/26 features) reflected elements from the list of CBT competencies [14]. Overall, 90% of CBT apps for depression (28/31 apps) provided at least 1 CBT feature. 39% (12/31 apps) provided only 1 feature, while 29% (9/31 apps) provided only 2 CBT features; among these apps, features for dealing with automatic negative thoughts or negative thinking patterns were the most common.
Moreover, 13% (4/31) of the apps provided 3 CBT features, 1 app (Cloud Clinic) had 4, and 1 app (Depression CBT Self-Help Guide) had 5. Finally, 1 app (MoodTools - Depression Aid) provided 8 CBT features. On the other hand, 10% (3/31) apps did not provide any CBT features at all. Instead, they mainly provided features such as positive self-talk and gratitude (7%, 2/31 apps), depression scales and self-assessment (7%, 2/31 apps), information about mental health and well-being in general (3%, 1/31 apps), and relaxation tracks (3%, 1/31 apps).

We also checked whether the presence of CBT features was associated with app ratings. Ratings were available for 24 apps with the average rating of 4.1 (on a 5-point scale), ranging from 2 for the Activity Diary app (which had 1 CBT feature) to 5 for MoodMaster Anti-Depression App (which had 2). There was no difference in average scores between apps with no CBT features (average score=4.1, min=4, max=4.2, N=3) and apps with at least 1 such feature (average score=4.1, min=2, max=5, N=21). The average rating for MoodTools, the most comprehensive app, was 4.3.

**Expert Involvement**

For each app, we recorded whether any experts were involved in the development process. Overall, 45% (14/31) of apps mentioned experts on their description page—health professionals (42%, 13/31 apps) and university researchers (7%, 2/31 apps). Apps with expert involvement provided between 0 and 8 CBT features (N=13, mean=2.3, mode=2), whereas the number of CBT features in apps that did not mention experts ranged from 0 to 5 (N=17, mean=1.6, mode=1). Health professionals were involved in the development of MoodTools, the app with the most CBT elements, and were also mentioned in the description of Self-Esteem Blackboard, an app that did not provide any features matching CBT elements. In contrast, 1 app with 3 CBT features (MoodSentry) was built by a patient who wanted to share the methods that worked for him.

There was also no link between the presence of expert involvement and user ratings. For example, MoodTools and What’s Up were the most rated apps with over 2000 user ratings each, and both had the average score of 4.3. However, the former offered 8 CBT features and experts were involved in its creation, whereas What’s Up offered only 2 such features and no experts were involved. On the other hand, Cloud Clinic received no ratings at all, despite expert involvement and presence of CBT features; both the lowest rated (Activity Diary) and the highest rated (MoodMaster Anti-Depression App) apps mentioned health professionals.

**Engagement Features**

For all mental health apps we identified, including 31 CBT apps for depression, we recorded details of features that aim to support user engagement with therapy or the app itself. They are summarized in Table 2.

Among the CBT apps for depression, 58% (18/31) of apps provided explicit engagement features. A quarter (26%, 8/31 apps) enabled sharing, including sharing with friends, family, and therapists. Graphs and charts to illustrate progress (13%, 4/31 apps), audio content (10%, 3/31 apps), and notification and prompts (10%, 3/31 apps) were also available. In addition, 2 of 31 apps (7%) offered personalization features and 2 other apps used gamification. Peer support and professional support can also drive engagement [47]; the former was available in 2 out of 31 (7%) and the latter in only 1 of 31 (3%) apps.

Among the broader group of mental well-being apps, 58.9% (149/253) provided engagement features. Graphs and charts were the most common (available in 16.6% (42/253) of apps) and were used to visualize users’ mood and progress. Reports and summaries that often accompanied graphs and charts were available in 1.9% (5/253) of apps. In addition, 9.1% of apps (2/253) provided various notifications and prompts—from reminders to record one’s mood or interact with the app in some way to weekly summary emails and the ability to set up medication reminders for antidepressants. Interactive content included video (9.5%, 24/253 apps), audio (7.1%, 18/253 apps), or game elements such as cartoon avatars, badges, or progress bars (2.4%, 6/253 apps). Customization and the ability to add own pictures and videos (2.4%, 6/253 apps each) helped to tailor the experience to users’ needs. Moreover, 1.2% (3/253) apps also used a Q&A format to make reading materials more engaging and to help users select the right activities. A total of 15 out of 253 apps (5.9%) enabled contact with therapists, including one-to-one chats, forums where health professionals can answer questions, or even the ability to schedule sessions.

**Conclusions of Study 1**

CBT apps for depression provided a mix of features. Even though all their descriptions mentioned CBT, only half of all features provided by apps reflected core competencies of CBT [14]. Moreover, most of the apps that did offer CBT features provided only 1 or 2 of them, and 3 apps did not provide any such features at all. This limited evidence base of apps is in line with existing research [31,37,38]. Available CBT features tended to be limited, focusing around mood tracking, recording thoughts and emotions, and dealing with negative thoughts. As a result, they often lacked elements of CBT used in high-intensity interventions for depression, such as addressing core beliefs [14]. The presence or absence of features grounded in CBT practice was not linked with expert involvement in app creation, which raises concerns regarding the responsibility of app creators who may be misleading potentially vulnerable users by mentioning CBT without actually providing it. There was also no clear link in terms of expert involvement and user ratings. However, our results highlighted high user ratings for all apps, regardless of whether they provided CBT features, which corroborates previous findings [37].
Table 1. Therapeutic features available in cognitive behavioral therapy (CBT) apps for depression (N=31), including information on whether each feature reflects CBT practice in relation to depression.

<table>
<thead>
<tr>
<th>Therapeutic features</th>
<th>Definitions</th>
<th>CBT feature</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dealing with negative automatic thoughts</td>
<td>Identifying and challenging specific negative automatic thoughts about self or the world</td>
<td>Yes</td>
<td>15 (48)</td>
</tr>
<tr>
<td>Addressing negative thinking styles</td>
<td>Identifying and challenging thinking styles and patterns; for example, catastrophizing, all-or-nothing thinking</td>
<td>Yes</td>
<td>9 (29)</td>
</tr>
<tr>
<td>Example activities</td>
<td>Example of pleasurable activities to do to improve one’s mood</td>
<td>Yes</td>
<td>9 (29)</td>
</tr>
<tr>
<td>Writing and self-reflection</td>
<td>Diaries and journals</td>
<td>No</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Tracking mood</td>
<td>Tracking and annotating moods</td>
<td>Yes</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Self-assessment</td>
<td>Tests and scales to assess one’s well-being</td>
<td>No</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Gratitude and affirmations</td>
<td>Gratitude diary, examples of affirmations, ability to add affirmations, questions encouraging positive thinking about self</td>
<td>No</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Information about CBT</td>
<td>Articles, blog posts, and other resources explaining cognitive behavioral therapy, its components, and how it works</td>
<td>Yes</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Information about depression</td>
<td>Articles, blog posts, videos, and other resources explaining depression, its symptoms, how it works, and how to deal with it</td>
<td>Yes</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Recording thoughts and emotions</td>
<td>Recording information about events, and thoughts and emotions that accompany them</td>
<td>Yes</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Scheduling activities</td>
<td>Planning activities</td>
<td>Yes</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Relaxation tracks</td>
<td>Calming music, sounds of nature, etc</td>
<td>No</td>
<td>3 (10)</td>
</tr>
<tr>
<td>General information about well-being</td>
<td>Articles, blog posts, videos, and other resources about mental health in general, health tips, well-being advice, nutrition, etc</td>
<td>No</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Tracking anxiety and worries</td>
<td>Tracking anxiety incidents, worry lists</td>
<td>No</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Recording and monitoring daily activities</td>
<td>Recording activities, matching activities with the calendar and mood information</td>
<td>Yes</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Challenges and behavioral experiments</td>
<td>Tasks to complete to practice (new) coping skills</td>
<td>Yes</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Setting goals</td>
<td>Setting up specific goals to works toward</td>
<td>Yes</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Peer support</td>
<td>Ability to join forums or social networks, ask questions, and talk to others</td>
<td>No</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Suicide prevention</td>
<td>Links to support services, ability to prepare a crisis plan</td>
<td>Yes</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Challenging beliefs</td>
<td>Written exercises and examples of tasks to do to address one’s beliefs about the world and self</td>
<td>Yes</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Breathing exercises</td>
<td>Written or recorded (audio or video) instructions for breathing exercises</td>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Mindfulness meditation tracks and written exercise instructions; excludes other types of meditation</td>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Fun content</td>
<td>Games, jokes, and humorous content to provide distractions and improve one’s mood</td>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Inspirational quotes</td>
<td>Quotes of famous people to provide motivation and lift one’s mood</td>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Meditation</td>
<td>Guided meditation, topics to contemplate; excludes mindfulness</td>
<td>No</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Physical exercise and yoga</td>
<td>Suggestions for specific exercises or yoga sessions</td>
<td>No</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>
Table 2. Engagement features available in cognitive behavioral therapy (CBT) apps for depression (N=31) and other mental well-being apps (N=253).

<table>
<thead>
<tr>
<th>Engagement features</th>
<th>CBT apps for depression (N=31), n (%)</th>
<th>Mental well-being apps (N=253), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to share data directly from the app with others</td>
<td>8 (26)</td>
<td>28 (11.1)</td>
</tr>
<tr>
<td>Graphs and charts</td>
<td>4 (13)</td>
<td>42 (16.6)</td>
</tr>
<tr>
<td>Notifications and reminders</td>
<td>3 (10)</td>
<td>23 (9.1)</td>
</tr>
<tr>
<td>Audio content</td>
<td>3 (10)</td>
<td>18 (7.1)</td>
</tr>
<tr>
<td>Peer support</td>
<td>2 (7)</td>
<td>21 (8.3)</td>
</tr>
<tr>
<td>Customization</td>
<td>2 (7)</td>
<td>6 (2.4)</td>
</tr>
<tr>
<td>Games and gamification</td>
<td>2 (7)</td>
<td>6 (2.4)</td>
</tr>
<tr>
<td>Video content</td>
<td>1 (3)</td>
<td>24 (9.5)</td>
</tr>
<tr>
<td>Treatment program format (modules)</td>
<td>1 (3)</td>
<td>13 (5.1)</td>
</tr>
<tr>
<td>Ability to contact a therapist</td>
<td>1 (3)</td>
<td>15 (5.9)</td>
</tr>
<tr>
<td>Reports supporting graphs and charts</td>
<td>—</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Ability to add pictures and videos</td>
<td>—</td>
<td>6 (2.4)</td>
</tr>
<tr>
<td>Chat with a bot</td>
<td>—</td>
<td>4 (1.6)</td>
</tr>
<tr>
<td>Q&amp;A interface</td>
<td>—</td>
<td>3 (1.2)</td>
</tr>
</tbody>
</table>

Doherty et al [47] discuss interactive features, professional support, peer support, and customization as key strategies to facilitate engagement with therapy. Although a similar proportion of CBT apps for depression provided engagement features compared with the other mental well-being apps (58% vs 58.9%), these features were less varied. Interactive features such as video content, graphs, and charts; a bot interface that allows users to talk with a “virtual” therapist; or ability to add own pictures were more prevalent in the apps for mental well-being, although a bigger proportion of CBT apps offered audio content and gamification. Contact with peers or professionals was almost nonexistent in CBT apps for depression, possibly because peer support is not part of standard CBT and having an open forum would require moderation to reduce potential risks. However, CBT apps for depression offered more customization options, allowing users more options to adapt the features to their needs.

To better understand high app ratings and reasons why people use and value these apps, our second study focused on users’ attitudes toward app features and their experience of using CBT apps for depression.

**Study 2: User Reviews Analysis of Cognitive Behavioral Therapy Apps for Depression**

Of the initially collected 2904 user reviews, 1287 reviews from 23 apps mentioned at least 1 therapeutic feature and therefore were included in the analysis; 91.61% (1179/1287) of these reviews were positive, 7.38% (95/1287) were negative, and 1.01% (13/1287) were neutral. The thematic analysis uncovered 4 key themes: different contexts of use; importance of privacy, security, and trust; importance of engagement features; and the attitudes toward therapeutic features not related to CBT. The themes are described below.

**Context of Use of Cognitive Behavioral Therapy Apps for Depression**

Reviews often mentioned context of use and how the apps fit into users’ lives. For 1 group of commenters, having a “pocket therapist” often meant using the app instead of therapy. It was often motivated by not being able to afford therapy or negative experiences in the past. The apps were also seen as simply better than regular therapy:

*I just downloaded this for what’s probably obvious reasons—to try and get better, since I can’t afford therapy right now. [What’s Up]*

Another user said:

*I have had depression for 3 years now and have found very little help from the [National Health Service]. These application from excel at life have helped me to relax and start to help myself. Couldn’t recommend more highly. [Depression CBT Self-Help Guide]*

In contrast, another group of commenters used the apps as an adjunct to treatment, alongside visits to a therapist. Users often commented on apps’ usefulness and how well they enhanced their treatment:

*Great app. I always email my entries to myself so that I can print it out and share it with my psychiatrist. [Cognitive Diary CBT Self-Help]*

In some cases, users were using the app because it was the therapist who suggested that in the first place:

*My therapist actually recommended this app and we trialed it in session, where it was really effective. [CBT Thought Record Diary]*

Regardless of why people used the apps, they generally appreciated their role in supporting their mental well-being. Comparisons to a “pocket therapist” or “therapy sessions at the tip of their fingers” were frequent.
Love this app, it’s like having a therapist in your pocket. [Depression CBT Self-Help Guide]

Reviews were also written by therapists. They showed that sometimes clients were the ones who found the apps and integrated them into their work with the therapist, and at other times, therapists actively recommend apps to their clients:

I have several therapy clients who use this app rather than writing out a thought log. [iCBT]

However, feedback was not always positive. Some users advised caution and warned that the apps should not be used without supervision, or even at all:

Can’t replace a therapist, especially when you’re first starting this therapy, but by directing the process, this is the next best thing. [Cognitive Diary CBT Self-Help]

Another user mentioned:

Good design, bad idea. Apps shouldn’t be diagnosing medical conditions. Consider suggesting the user seek medical help PRIOR to using the app, and that the app should only be used in conjunction with treatment. Not as a precursor to treatment or as a reason to get treatment. [MoodTools]

Importance of Privacy, Security, and Trust

As the apps play an important role in supporting users’ mental well-being, knowing that the service was reliable and their data were secure was important. However, this was not always the case—often apps were unreliable and losing data was experienced as “devastating”:

When the app upgraded, [it] erased ALL my examples in my Log. Anyone who practices CBT or has utilized the app [...] knows that this represents hours of work, and is practically irreplaceable. It is particularly bad news in a mental health app. [...] I was devastated about losing my data. [iCouch CBT]

The analysis also revealed the importance of privacy and security, and users often mentioned them alongside therapeutic features. People appreciated the presence of password protection or security locks and demanded these features when they were not available:

Wish [I] could password protect diary. Some of my entries involve loved ones and I do not wish to cause them stress. I hide the app in my phone [and] my entries are written with little detail. Neither is ideal. [MoodTools]

Another user said:

I used to keep a pen and pad as my diary. But people kept reading my personal thoughts and I felt very betrayed. Thanks to this app I can write how I feel in the midst of a situation. AND it has a PASSCODE to keep intruders out. [What’s Up]

Users appreciated the discreet nature of the apps, and often compared them with paper worksheets, highlighting the privacy benefits the apps bring:

I like that it’s on my phone and therefore it’s always in my pocket, so if I’m stressing out over an issue I can pull it out and deal with the stress immediately. To people around me it just looks like I’m checking my phone, playing a game or writing an email. [MoodKit]

In addition, this also meant that the users were more engaged:

One of my biggest struggles [during therapy] was actually doing the work and capturing things as they occurred. Having those tools in my pocket makes it convenient enough that I can do it any time I need to, and so I have been, and have benefited from it. [MoodKit]

Importance of Engagement Features

Sharing was the most common engagement feature among CBT apps for depression and users appreciated the ability to share data with their therapist. Graphs and charts (more common among the wider set of mental well-being apps) and notifications were mentioned mostly in feature requests:

All I would improve is maybe reminder system. Like a reminder to update journal and to exercise mentally or physically. [MoodTools]

One of the apps (What’s Up) provided a forum where users could talk and support each other. This feature polarized the users, who either loved or hated it:

I love the community! The encourage me, give me helpful advices and I have made some new friends! [What’s Up]

Another user mentioned:

The forum is horrible. Just a bunch of teenagers giving each other advice on “cutting” techniques or which pills are best for suicide. Obviously not monitored. Very sad. [What’s Up]

Comments also highlighted the importance of customization. Users were happy when the app was customizable, and demanded more flexibility when it was not:

It has a lot of helpful wording and allows you to add your own, to personalize it. [Cognitive Diary CBT Self-Help]

Another user said:

There’s also not many customization options with statements. For instance, as an atheist, statements like “I can turn this over to God” are just not helpful to me, so I’d like to be able to hide them. [Worry Box]

Therapists using an app with their clients also wanted the ability to customize it, with one observing:

I would have liked to have a way to list your own alternative coping statements along with the canned ones. [Worry Box]
**Attitudes Toward Therapeutic Features Not Based on Cognitive Behavioral Therapy**

Users frequently commented on therapeutic features not based specifically on CBT, especially relaxation tracks and meditation. Commenters also appreciated examples of activities they could do to improve their mood and the ability to track anxiety episodes and worry (although the majority of those comments referred to Worry Box—an app designed specifically to deal with those issues). Writing in a diary was also often mentioned, although it was not always clear whether the mentions referred to simple journaling or a structured thought diary. The majority of the users valued having both therapeutic features based on CBT and other approaches:

*For a free app that provides cbt logs, meditation, relaxation training, the ability to track some of you depression symptoms & provide suggestions to get you up and moving—it's a well designed little app. [Depression CBT Self-Help Guide]*

However, some indicated that the use of CBT was important because of its strong scientific or evidence base and did not like more eclectic apps:

*This app is presented as a straightforward cognitive therapy app, but is riddled with pseudo-spiritual New Age nonsense. Avoid. [Depression CBT Self-Help Guide]*

Some therapists who used an app with their clients were positive about the integration of these different types of features in a single app, with one commenting:

*I was looking for an app to use with clients in my clinical work and I really like this one. Having both the relaxation tracks and a way to challenge unhelpful thoughts was great. [Worry Box]*

Furthermore, the main “criticism” voiced by many users, together with associated feature and customization requests, was the absence of positivity:

*It stresses ONLY negative feelings. I believe that focusing a person solely on their darker aspects only reinforces those aspects of their daily outlook. [MoodTools]*

Another user mentioned:

*I really didn’t like how I could only write unhelpful thoughts. I do have positive thoughts too. I want to write those down. [Thought Diary]*

**Conclusions of Study 2**

The analysis of user reviews showed that users appreciated all therapeutic features, including both the ones based on CBT as well as on other approaches, and so did professionals using the apps, which can explain the lack of correlation between high ratings and presence of evidence-based features reported in other studies (eg, [36,37]). Moreover, users wanted those other, non-CBT features, especially the ones focusing on more positive experiences.

Apps were often mentioned in the context of therapy—as “pocket therapists,” they often replaced or augmented therapy, allowing users to take an active role in supporting their own mental well-being. Their discreet nature was particularly important. However, reliance on the app and the type of data users entered meant that privacy, security, and trust were important. And when that trust was violated, for example, when the app lost the data, it had serious consequences, leaving users devastated.

**Discussion**

**Principal Findings**

We presented 2 studies that investigated factors that make mental health apps engaging: in study 1, we examined engagement features available in CBT apps for depression, and the relationship between the presence of CBT features and expert involvement and the app ratings; in study 2, we thematically analyzed publicly available user reviews to understand user experience and contexts of use. Our results show that apps are used in a wide range of contexts, both replacing and augmenting therapy, and allowing users to take an active role in supporting their mental health and well-being. Users, including health professionals, valued and used apps that incorporated both core CBT and non-CBT elements, but concerns were also expressed regarding the unsupervised use of apps. Positivity was seen as important to engagement, for example, in the context of automatic thoughts, users expressed a preference to capture not just negative but also positive ones. Privacy, security, and trust were crucial to the user experience. We discuss these findings below.

**Integration Into Different Therapeutic Practices**

The results showed that apps were used as part of different therapeutic practices—as part of therapy as well as a tool for self-management. A mix of different features and varying contexts of use provides a challenge to app developers, but at the same time opens up opportunities for integrating apps into therapeutic practice. The prevalence of features related to key CBT concepts (eg, negative automatic thoughts, mood tracking) that do not necessarily require input from a therapist and are often covered in self-directed computerized CBT suggests that apps may, in particular, be a useful addition to low-intensity CBT. They may be particularly effective in facilitating engagement with CBT homework (which often requires recording thoughts and emotions, planning activities, or tracking mood), which is a desirable outcome as regular engagement with such CBT exercises increases the effectiveness of therapy [53,54]. Moreover, the results show that apps have important advantages with regard to integration into practice—they are always at hand, are more private and discreet than paper worksheets, and enable easy sharing of data with the therapist. Taking a smartphone out when in a shopping queue or on a bus is perfectly “normal” behavior, that is, it is familiar to the individual and (usually) acceptable to those around them. Therefore, people can integrate such exercises into everyday life and reduce concerns about “getting caught” completing therapy tasks in public [55].
Engagement With Therapy

Engagement with therapy or therapeutic content can be achieved through different means, including interactive features, peer or professional support, or customization [47]. Each of these approaches was found to some degree across the apps we examined, although CBT apps for depression lacked features enabling contact with others and more interactive app-based engagement techniques such as bots or the ability to upload own content. Study 2 findings suggest that reminders to use the app, in particular, are something that users would value. However, care must be taken when designing such reminders to ensure they are effective and not annoying [56]. As with other health apps (eg, menstruation trackers [57]), they also need to ensure privacy—it was clear from the user comments that people shared their phones with others and thus would want to keep private the fact that they use an app to support mental health. In exploring this area, many lessons could be drawn from existing literature on behavior change [21], health promotion [7], or medication adherence apps [43].

It is common in CBT interventions that therapists provide personalized examples or tailor exercises based on a client's needs [14]. Study 1 showed that personalization features were more prevalent among CBT apps for depression, and study 2 showed that both users and therapists appreciated the ability to customize apps, which reflects this personalized nature of therapy. This raises questions of how best to support customization of exercises. One option is for the customization to be done by the therapist, and appropriate content uploaded into the client's app. A second option involves a therapist and client working together to customize the app, for example, to set specific exercises for the client to complete between therapeutic sessions. Alternatively, the user (outside a therapeutic relationship) could make such modifications themselves, which some apps already allow. However, when customizations have the potential to impact the therapeutic effectiveness of an app, putting such abilities in the hands of the user would require responsibility on the part of the app designer, to help ensure that such customizations are therapeutically appropriate. The means of implementing this is an important subject for future research.

Building on an Evidence Base From Multiple Fields

The analysis of our data suggests that many end users, including therapists, valued flexibility in the use of therapeutic approaches. Similar to the finding of the study by Kertz et al [37], we found that many apps mixed both CBT and non-CBT features. Some users felt this was inappropriate, particularly when they thought the latter were not evidence-based. However, they were a minority and a number of commenters expressed a desire for features beyond standard CBT, such as the ability to record positive emotions. Although positive logs are used in CBT, the apps tend to focus on negative automatic thoughts and negative thinking styles. Moreover, some therapists seemed to approve the combination of CBT techniques with, for example, relaxation audio. Many users find such a blend to be more engaging, even if not faithful to a core CBT model [14]. Given the importance of engagement in achieving effective outcomes, this raises important questions for the design of mental health apps and potential benefits of non-CBT features in CBT-focused apps.

Prior research on eclecticism emphasizes that it should not be construed as antitheoretical. Rather, eclectic approaches should be guided by some integrating framework that gives coherence to the overall therapeutic process. Within the context of traditional, face-to-face mental health interventions, several such frameworks have emerged [58]. Debate regarding the efficacy of eclecticism versus adherence to a core intervention model has a long history and is the subject of ongoing research [58-60]. A detailed discussion of this literature is beyond the scope of this paper. However, better understanding of how eclecticism can be effectively supported through apps, either with or without therapist support, is an important subject for future research. Promising initial work has been carried out by Mohr et al [26], who developed IntelliCare—an eclectic suite of apps that provide a wide range of features (their Thought Challenger was among the set of 31 CBT apps we identified). In addition, the most comprehensive app in our set, MoodTools, has been developed by health professionals, and is a good example of how different approaches can be blended. The potential benefits of combining CBT with approaches from Positive Psychology [61,62] is another clear message from our work. Moreover, although it is crucial that apps should draw on clinical theory, this alone is not enough. They also need to be based on research grounded in other domains such as HCI, which provide evidence of effective approaches to building desirable and engaging computer systems [23,47].

Responsibility Toward the Users

With potential users expressing different needs, and therefore using the apps in different ways, the above discussion raises the question of the responsibility held by app designers or sellers. Regulating health apps is a challenge [34], raising several ethical and practical issues. Should designers take responsibility for the ways in which their app is used? Should they somehow police it? It is clear that some users felt that certain apps should not be used by someone untrained in CBT or outside a therapeutic relationship. Assuming this view is correct, how can designers ensure that their app is not used inappropriately? Is there potential for the identification and warning of inappropriate use patterns? Alternatively, it may be appropriate to block unsupervised use of apps, for example, through access codes provided by professional therapists to their clients, as used by the Pesky gNATs app [63] and others.

This responsibility also extends to the stability and reliability of the app. While an app failure in general can be inconvenient and annoying, it can have serious consequences in the context of mental health apps—someone who has come to rely on an app for emotional support can find a failure “devastating.” This is also an issue with other health-related apps, for example, app updates can lead to a loss of scheduled reminders from medication adherence apps [43]. Therefore, reliability and backward compatibility of upgrades should be tested more thoroughly than for other types of apps. New providers entering the market should think seriously whether they can take on such responsibility.
This responsibility arguably applies to the app stores as well. They already encourage thorough testing of the apps before launch [32,33], routinely examine the technical implementation of apps, and block apps that do not meet the required technical standards. If an app is available in the health section, and offers mental health support, should the app stores be expected to police its quality from a health or clinical perspective? Perhaps such app listings should be required to explicitly state which health professionals (if any) were involved in its design, what evidence (if any) is available for the techniques it offers, and also provide guidance as to which contexts of use the developers feel are appropriate. Guidelines for evaluating health apps [64], objective app guides [65], and dedicated health app stores (eg, the one curated by the UK National Health Service [66]) are a good first step, but they do not solve the potential issues with apps widely available in commercial app stores.

Limitations
To assess whether the features of the 31 CBT apps for depression reflect CBT practice, we compared them with a recognized CBT Competence Framework [14]. It is important to note that this competence framework was developed for assessing competency of face-to-face therapists, not for CBT apps. Given the current absence of a widely recognized competence framework for CBT apps for depression, we believe this was the best approach.

Our focus on app stores means that the results reflect apps that are commonly available, rather than apps that are the current state-of-the-art apps in research. We believe that by exploring the experience of current users, our work complements other research and can help to inform future designs. Similarly, given the focus on user reviews in study 2, there is an obvious potential for selection bias toward extreme ratings and positive reviews [67,68]. However, we believe that focusing on specific features and context of use allowed us to reduce this bias while still providing relevant insights. Although the reviews were coded by 1 author, the coding and the data were regularly discussed with the rest of the team to ensure everyone is familiar with the data, which is an acceptable approach in qualitative analysis [52,69,70]. Overall, although not definitive, our approach allowed access to user experience data that would otherwise be extremely difficult to obtain. It provided data on experience across a large number of different apps, which people have used over different durations, as part of their daily life. In-depth studies of individual apps do provide stronger data, but not the same breadth of coverage. They also prescribe how a user in a study is expected to use the app, and so provide less insight into the development of in-the-wild usage patterns in response to personal situations.

Conclusions and Future Work
Drawing from a rich pool of public app reviews, our research shows that users use apps alongside and instead of therapy, with the same app being used in both contexts. It also suggests that features not considered evidence-based may be key to facilitating user engagement. The challenges and opportunities we have identified open up new avenues for research. Future work should explore approaches to integrating apps into different therapeutic practices, facilitating engagement, finding a balance between drawing from clinical and design research, and exploring different approaches toward responsibility and accountability, and the role of app stores as gatekeepers.
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Abstract

Background: A large number of health apps are available directly to consumers through app marketplaces. Little information is known, however, about how consumers search for these apps and which factors influence their uptake, adoption, and long-term use.

Objective: The aim of this study was to understand what people look for when they search for health apps and the aspects and features of those apps that consumers find appealing.

Methods: Participants were recruited from Northwestern University’s Center for Behavioral Intervention Technologies’ research registry of individuals with mental health needs. Most participants (n=811) completed a survey asking about their use and interest in health and mental health apps. Local participants were also invited to participate in focus groups. A total of 7 focus groups were conducted with 30 participants that collected more detailed information about their use and interest in health and mental health apps.

Results: Survey participants commonly found health apps through social media (45.1%, 366/811), personal searches (42.7%, 346/811), or word of mouth (36.9%, 299/811), as opposed to professional sources such as medical providers (24.6%, 200/811). From the focus groups, common themes related to uptake and use of health apps included the importance of personal use before adoption, specific features that users found desirable, and trusted sources either developing or promoting the apps.

Conclusions: As the number of mental health and health apps continue to increase, it is imperative to better understand the factors that impact people’s adoption and use of such technologies. Our findings indicated that a number of factors—ease of use, aesthetics, and individual experience—drove adoption and use and highlighted areas of focus for app developers and disseminators.

(J Med Internet Res 2018;20(6):e10141) doi:10.2196/10141
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Introduction

Background
The number of publicly available mental health apps continues to expand at a breakneck pace. One estimate, as of 2017, proposed that nearly 325,000 health apps are available across the most common app stores (Google Play and iOS), a 25% increase from the previous year [1]. The exact number of mental health apps varies by definitions of what constitutes a mental health app, ranging from possibilities including general wellness apps to only disorder-specific mental health apps. Estimates suggest that about 7% of the market is focused on mental health [2], which would imply that 22,750 mental health apps exist. Indeed, more than 600 apps focus on depression, and 200 apps focus on suicide alone [3]. In light of this, various strategies
have been proposed for how professionals and researchers might search for and understand these products [4]. However, there has been little investigation into how consumers with mental health needs search for and select health apps. In this study, first we conducted a survey of people with mental health needs and then conducted in-person focus groups to gain more detailed information. The goals of both the survey and focus groups were to better understand how people find health apps and information they use to guide their decision as to which apps to use.

Despite the wide availability of mental health apps, their impact on addressing the burden of mental health has been seriously lacking. This is largely because of the limited uptake and adoption of such tools both in routine care settings and by users in direct-to-consumer models. Furthermore, even those who do download a mental health app are unlikely to persist with that app over time. Two examples of publicly available apps with published information on their use are PTSD Coach [5-7] and IntelliCare [8]. In an evaluation of the uptake of PTSD Coach in the wild over 3 years, it was downloaded 153,834 times with 61.1% of people using the app within a day of installation, but only 41.6% using it after a month and 19.4% using it after 6 months [9]. In the case of IntelliCare, in the first year of its availability, 5,210 people downloaded a total of 10,131 IntelliCare apps [8]. About half of the users continued to use the apps a day after installation, whereas a month after installation, rates of usage of each IntelliCare app ranged from 12.02% to 23.30% of the people who initially downloaded each respective app. It is worth noting that these 2 examples likely represent a best case for mental health apps, as these apps have empirical studies supporting their effectiveness [6,10]; were developed by well-respected government agencies and an academic medical school via government research funding; and are mentioned regularly in lay and professional audiences. Many mental health apps do not enjoy these benefits. About one-fourth of health apps downloaded are never opened, and 50% of health apps receive fewer than 500 downloads [11]. Although many might suggest that evidence supporting their efficacy or the development team should drive user adoption, the degree to which users value these factors in making choices to adopt a mental health app is unclear.

It has been suggested elsewhere that app adoption is a heuristic process that is guided by various informational cues [12]. Huang and Bashir [12] examined mental health apps intended to reduce anxiety and found that app ratings and reviews on app marketplaces correlated positively with the number of installs, whereas app price correlated negatively with the number of installs. Furthermore, app titles directly related to anxiety disorders or specific symptoms had lower rates of installation than apps with descriptions of the activities contained within the app such as mindfulness or journaling. A limitation of Huang and Bashir’s [12] study, however, was that it used observational data obtained directly from the app stores to understand what influences people’s adoption of mental health apps. Further information could be gleaned by directly asking consumers interested in mental health apps.

The most influential model related to the adoption of digital tools is the technology acceptance model (TAM) [13]. TAM proposes that the behavioral intention to use a technology precedes its use, which would result in uptake and adoption. TAM has been expanded to highlight the factors that influence behavioral intention including performance expectancy, effort expectancy, social influence, facilitating conditions, hedonic motivation, price, value, and habit in the unified theory of acceptance and use of technology (UTAUT) [14]. Although UTAUT is conceptually useful to highlight the constructs that impact people’s intentions and use, each of these constructs need to be operationalized with regards to specific technologies and populations. For example, cost has been noted to be an important determinant of health app adoption [15], but it also seems feasible that people might be willing to pay for apps that confer true health benefits. In the context of mental health, stigma might impact people’s willingness to talk about app use specifically or mental health generally that might impact social influence. As such, in this study, we aim to explore behaviors and perspectives as they relate to mental health apps in a population for which use of such apps would be relevant.

Finally, it is important to understand what information consumers are looking for to improve efforts to provide consumers with guidance for identifying and selecting mental health apps. Indeed, a recent report from a working group from the National Institute of Mental Health on opportunities and challenges of technology in clinical research concluded that “there is a need for rigorous evaluation and development of an evaluation structure of these apps” [16]. Several evaluation structures have been proposed either drawing from expert consensus such as the American Psychiatric Association’s App Evaluation Model [17] or from the synthesis of existing app rating structures such as the Enlight evaluation framework [18]. These structures share a multifaceted structure that considers several elements of the app such as research evidence, ease of use, therapeutic persuasiveness, privacy and security, and aesthetics. However, these models do not consider what factors are most important to consumers.

Objectives
The field needs to better understand what consumers are looking for to build better products that incorporate those qualities and combine evidence-based practices that will result in effective and desirable mental health apps. Furthermore, understanding how people search for apps and what influences their decision to use an app may be helpful in presenting information about apps in persuasive ways to drive uptake and long-term use. This study addressed these issues through asking people about these questions using a survey and focus group methodology. Combining surveys with focus groups combines strengths of both approaches by collecting a large sample of respondents in surveys but eliciting more detailed and nuanced information in focus groups.

Methods
Study Design
We conducted a survey and focus groups to understand how people with mental health needs search for health apps and what information is valuable to consumers in making a decision as to the quality or desirability of particular apps. All participants...
were recruited from a research registry maintained by the Center for Behavioral Intervention Technologies (CBITs), which contains people who are willing to be contacted for future research opportunities. This research registry is framed as an opportunity to be involved in research on the use of technology to improve psychological well-being and improve general health with a particular focus on depression and anxiety. The survey was designed to take between 30 and 45 min to complete and could be completed remotely in exchange for entry into a lottery for a US $50 Amazon gift card. The focus groups lasted 90 min and are described in more detail below.

Recruitment
An email blast was sent to members of the CBITs research registry, which contains 5100 members. Registry members living in Chicago were invited to complete a survey and a focus group but could complete either if they preferred. Registry members living outside Chicago were invited to complete the survey only. The survey link remained live for 8 weeks from a period of October through December 2017, at which point recruitment was suspended because of the high number of respondents. Inclusion criteria were ownership of a smartphone and being comfortable speaking in English. All recruitment and study procedures were approved by the Institutional Review Board of Northwestern University.

Survey Sample
Of the 5100 registry members sent the survey link (both inside and outside of Chicago), 940 opened the survey, representing a response rate of 18.43% (940/5100). Moreover, 932 of these consented to participate and 811 completed the survey. Of the survey respondents, 79.5% were female (645/811), 18.3% were male (149/811), and 2.1% did not specify gender (17/811). The age range was 18 to 84 years (mean 36.1, SD 13.5). The majority of the sample was well educated, as outlined in Table 1. Although we did not ask about mental health symptoms in the context of our study, this information is collected when people enroll in the registry. The registry has elevated levels of symptoms of depression and anxiety with average scores of 14.3 (SD 5.4) on the Patient Health Questionnaire-8 and average scores of 12.2 (SD 5.4) on the Generalized Anxiety Disorder-7. Scores greater than 9 on the Patient Health Questionnaire and the Generalized Anxiety Disorder-7 are indicative of moderate depression or moderate anxiety and are recommended levels for referring people to treatment. We did ask whether survey respondents were receiving mental health treatments, and 57.9% (469/810) indicated they were, including 36.0% (292/810) receiving therapy and 51.1% (414/810) receiving medication. Thus, participants appeared to have mental health needs with many receiving mental health treatments.

These participants had experience with health apps generally. The average number of apps participants reported having on their phone was 54.14 (SD 50.89), with 3.12 (SD 4.35) of these or approximately 6% being health related (3.12/54.14). About one-third of participants (33.8%, 274/811) reported using a health app at least more days than not over the past week. A considerable minority reported they had not used a health app at all over the past week (28.8%, 234/811). Thus, although it seems that health app ownership was high, health app use was not. For mental health apps specifically, about one-third of the sample (33.9%, 275/811) indicated they had mental health apps on their phones. We discuss the results of the survey below.

Focus Group Sample
In total, 163 eligible prospective participants expressed interest in a focus group, and a random selection were invited to a group. Seven focus groups were conducted with a total of 30 participants (23 females and 7 males) and an average of 4 participants per focus group (range of 3-6 participants in each group). Just under half (47%, 14/30) of the focus group sample had also completed the survey. Participants ranged in age from 21 to 72 years (mean 43.3, SD 14.3). The sample had varying levels of formal education, as outlined in Table 2. Participants reported high levels of confidence using a smartphone, demonstrated by level of agreement with the statement “I feel confident using a smartphone and downloading and using apps”; 27 participants strongly agreed, 2 agreed, and 1 neither agreed nor disagreed.

Table 1. Highest level of formal education completed by survey respondents.

<table>
<thead>
<tr>
<th>Level of education</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than high school</td>
<td>5 (0.6)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>38 (4.7)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>178 (21.9)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>62 (7.6)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>306 (37.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>193 (23.8)</td>
</tr>
<tr>
<td>PhD</td>
<td>29 (3.6)</td>
</tr>
<tr>
<td>Total</td>
<td>811 (100.0)</td>
</tr>
</tbody>
</table>
The most common source by which participants identified mental health apps was through social media (45.1%, 366/811), followed closely behind by their own searches (42.7%, 346/811). The most common source by which participants identified mental health apps was through social media (45.1%, 366/811) and a strong negative reaction to the status, increased desire for features to improve navigation and discoverability of apps, and a strong negative reaction to the word “product” as it conveyed commercial interests. These comments guided changes to the site content. We do not report what kept participants from downloading mental health apps to better understand barriers to uptake and adoption. The most common response was that participants were unsure how effective an app would be (31.4%, 255/811), although many fewer participants indicated that lack of research support contributed to this decision (6.6%, 54/811). Another highly endorsed barrier was about lack of knowledge regarding how to find an app or knowing which app to download (27.3%, 222/811). In general, other concerns were much lower including cost (13.7%, 111/811), lack of interest (11.1%, 90/811), privacy and data security (10.7%, 87/811), lack of time to use apps (6.6%, 54/811), lack of space on one’s device (6.0%, 49/811), and/or usability issues (5.0%, 41/811). Finally, we asked participants about what they liked about current mental health apps. Findings from these questions were largely consistent with the patterns found across other questions. The most common response was related to ease of use (27.0%, 219/811), visual appeal (18.2%, 148/811), simple language (17.4%, 141/811), and content (14.4%, 117/811).

Table 2. Highest level of formal education completed by focus group participants.

<table>
<thead>
<tr>
<th>Level of education</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than high school</td>
<td>1 (3)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>7 (3)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>11 (37)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>6 (20)</td>
</tr>
<tr>
<td>PhD</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Total</td>
<td>30 (100)</td>
</tr>
</tbody>
</table>

**Focus Group Procedures**

The groups were held at Northwestern University’s CBITS office space. Participants received US $30 Amazon credit for their participation. Focus groups were semistructured, and facilitators (2 per group) took a flexible approach; questions were asked to guide the group through the relevant topics, whereas unanticipated ideas that emerged in the discussion were also pursued. The focus groups’ aim was to focus on mental health apps, and although we did discuss health apps generally, mental health topics roughly accounted for two-thirds of discussion with the groups. The full semistructured focus group guide is included in Multimedia Appendix 1. In brief, the focus groups were divided into 3 parts. The first was a discussion of mobile apps for health and participant’s experiences (both positive and negative) of using health apps. The second part was a discussion of mobile apps specifically for mental health. Again, participants were asked to share both positive and negative experiences using mental health apps as well as ideas on where to look for mental health apps and what information is important to them when choosing an app. The third and final part of the focus group focused specifically on PsyberGuide [19], a Web-based resource that identifies and reviews mental health apps. This study’s authors are responsible for the operation of and content on PsyberGuide with funding from One Mind, a nonprofit organization under which PsyberGuide is managed. Participants were guided through the website on a projector and gave feedback on content, design, and navigation. Learnings from the PsyberGuide portion of the interview were much more specific (eg, positive reactions to the PsyberGuide’s nonprofit status, increased desire for features to improve navigation and discoverability of apps, and a strong negative reaction to the word “product” as it conveyed commercial interests). These comments guided changes to the site content. We do not report on specific reactions to PsyberGuide further below, but PsyberGuide is available online.

**Results**

**Survey Results**

The most common source by which participants identified mental health apps was through social media (45.1%, 366/811) followed closely behind by their own searches (42.7%, 346/811). Common places people searched for apps were the app stores, Google searches, and Web forums such as Reddit. Although a considerable percentage did indicate that their medical providers were providing information about specific apps (24.6%, 200/811), even more participants indicated that a friend or family member helped them identify apps (36.9%, 299/811). As such, it seems like informal sources of information are relied on more than formal sources of information in identifying mental health apps.

We also asked participants about the relative importance of a variety of features that might impact their adoption and sustained use of mental health apps. Participants responded on a 5-point Likert scale ranging from “not at all important” to “very important.” In Table 3, we display the number of participants who indicated that a feature was either “important” or “very important” to them, ordered in terms of rankings of most important to least important feature based on average responses. In general, the most important features related to the use of the app: is it easy to use and understandable? Issues related to privacy and data security (especially on the app side in terms of encryption compared with the user side in terms of a password) also appeared to be important.

We also explored what kept participants from downloading mental health apps to better understand barriers to uptake and adoption. The most common response was that participants were unsure how effective an app would be (31.4%, 255/811), although many fewer participants indicated that lack of research support contributed to this decision (6.6%, 54/811). Another highly endorsed barrier was about lack of knowledge regarding how to find an app or knowing which app to download (27.3%, 222/811). In general, other concerns were much lower including cost (13.7%, 111/811), lack of interest (11.1%, 90/811), privacy and data security (10.7%, 87/811), lack of time to use apps (6.6%, 54/811), lack of space on one’s device (6.0%, 49/811), and/or usability issues (5.0%, 41/811).

Finally, we asked participants about what they liked about current mental health apps. Findings from these questions were largely consistent with the patterns found across other questions. The most common response was related to ease of use (27.0%, 219/811), visual appeal (18.2%, 148/811), simple language (17.4%, 141/811), and content (14.4%, 117/811). Here, participants did not indicate fun (7.7%, 63/811) or name of the app (4.7%, 38/811) being particularly appealing aspects.
Table 3. Importance of features in mental health apps.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Important, n</th>
<th>Very important, n</th>
<th>Total responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>324</td>
<td>412</td>
<td>736 (90.8)</td>
</tr>
<tr>
<td>Ease of use</td>
<td>321</td>
<td>406</td>
<td>727 (89.6)</td>
</tr>
<tr>
<td>Cost</td>
<td>222</td>
<td>420</td>
<td>642 (79.2)</td>
</tr>
<tr>
<td>Encryption</td>
<td>201</td>
<td>401</td>
<td>602 (74.2)</td>
</tr>
<tr>
<td>Interactive features</td>
<td>314</td>
<td>284</td>
<td>598 (73.7)</td>
</tr>
<tr>
<td>Customization</td>
<td>323</td>
<td>252</td>
<td>575 (70.9)</td>
</tr>
<tr>
<td>Privacy policy</td>
<td>195</td>
<td>377</td>
<td>572 (70.5)</td>
</tr>
<tr>
<td>Direct research evidence</td>
<td>271</td>
<td>293</td>
<td>564 (69.5)</td>
</tr>
<tr>
<td>Indirect research evidence</td>
<td>301</td>
<td>241</td>
<td>542 (66.8)</td>
</tr>
<tr>
<td>Simple language</td>
<td>277</td>
<td>215</td>
<td>492 (60.7)</td>
</tr>
<tr>
<td>User ratings</td>
<td>314</td>
<td>168</td>
<td>482 (59.4)</td>
</tr>
<tr>
<td>User reviews</td>
<td>293</td>
<td>183</td>
<td>476 (58.7)</td>
</tr>
<tr>
<td>Visual appeal</td>
<td>288</td>
<td>162</td>
<td>450 (55.5)</td>
</tr>
<tr>
<td>App description</td>
<td>268</td>
<td>161</td>
<td>429 (52.9)</td>
</tr>
<tr>
<td>Developer</td>
<td>208</td>
<td>199</td>
<td>407 (50.2)</td>
</tr>
<tr>
<td>Fun</td>
<td>238</td>
<td>159</td>
<td>397 (48.9)</td>
</tr>
<tr>
<td>Password protected</td>
<td>162</td>
<td>205</td>
<td>367 (45.2)</td>
</tr>
<tr>
<td>Graphics</td>
<td>214</td>
<td>124</td>
<td>338 (41.7)</td>
</tr>
<tr>
<td>Name</td>
<td>90</td>
<td>35</td>
<td>125 (15.4)</td>
</tr>
</tbody>
</table>

Focus Group Results

Data Analysis

All sessions were audio-recorded and transcribed for coding. We conducted an inductive thematic analysis [20]. After sessions were transcribed, all transcripts were read with first memos and then open codes were created. After each transcript, codes were reviewed, which helped facilitate coding of subsequent transcripts. After all transcripts were memoed, codes were reviewed, and initial themes identified, transcripts were read over again to identify which themes could be revised or combined. Themes were discussed among the study team, including the lead author who led the thematic analysis and the remaining authors who conducted the focus groups. We present the results of this process and provide quotes as specific examples of each theme within the results. We identify participants by number (eg, P1, P2, ...) and which focus group each participant was associated with (eg, FG1, FG2, ...).

Themes

We identified several themes related to people’s discovery and interest in health apps including the importance of personal use before adoption, desired features, and trusted sources. We discuss each of these themes along with related subthemes below.

Trusted Sources

One important source of information about which app to use was to lean on the recommendations of “trusted sources.” However, participants offered very different definitions of what a trusted source might be. Many participants identified “trusted sources” as people that they have an ongoing relationship with, be it a friend, colleague, or health care provider. For example, one participant stated:

*If I’m gonna spend actual money or even stuff like that, I would want at the very minimum a recommendation from a friend, a person I trust, somebody saying, “I really like this one.”* [P8, FG2]

These participants indicated that such people might be more likely to make recommendations that reflect their preferences or needs or built off of something that had worked for them in the past.

However, participants also acknowledged the importance of professional or advocacy organizations in leading people toward effective products because of the perception that such groups would present less biased views or based recommendations on consensus and reviews of a variety of different apps:

*I think it would be helpful, too, to have like the American Psychiatric Association or something, one of those, the licensure bodies or whatever—if they had official recommendations or backing, that would be nice to know.* [P12, FG3]
Finally, people generally indicated that connections to academic institutions or medical centers boost the credibility of apps. However, there were also some concerns about whether such organizations could produce apps that would provide the desired levels of usability and user experience. As one participant put it:

“It’s a medical institution that made this app? It’s gonna be super shitty and really hard to deal with?” [P7, FG2]

Therefore, although such institutions may get a benefit from potential users in terms of expectations regarding effectiveness and safety, the trade-off in negative expectations toward usability and user experience means that these institutions need to ensure that they are comparable with similar apps created by other developers. In the end, however, although participants indicated such trusted sources were useful to inform initial uptake of apps, they seemed less important in supporting their long-term use.

**Personal Use Guides Adoption**

Despite the varied sources, participants reported they would rely on to make decisions regarding downloading apps, ultimately their own impressions and use tended to drive adoption. As such, in the searching phase, participants reported that other user reviews or screenshots were some of the most persuasive. One participant said:

“The screenshots are probably going to be as important [as the developer], to kind of just see what the user interface is.” [P19, FG5]

Several participants commented on capabilities on both the Google Play and Apple iOS store to be able to see screenshots of apps and commented that these screenshots were extremely helpful to get a feel of user interface elements that would guide their decision to download the app.

However, a common theme for personal use is that many people do not simply pick one app and then use it. Instead, it was common for participants to report identifying multiple apps, downloading several, and then trying out those apps to be able to do direct head-to-head comparisons:

“I have a tendency to go find many other apps of the same thing, and decide which one I like, to be honest with you.” [P15, FG4]

Participants noted that this was useful because with many of these apps, they were not sure which features they were looking for until they used it, and aspects about aesthetics, usability, or usefulness of particular features would become more apparent when it could be compared with other options.

Although cost was not a deterrent for participants, many participants did mention the need to preview the app before any purchases being a large factor in that decision. If there was a cost associated with an app, participants preferred in-app purchases or subscriptions that unlocked additional content compared with those that had even a small fee associated with it from the start:

So, if they don’t have the free trial and they want money, I’m not even gonna look at it. I’m not gonna pay for something before I’ve gotten the chance to see if it’s gonna work for me or not; free always wins. [P11, FG3]

It is worth noting with regards to cost that participants did have thoughts about the value of apps with ongoing costs such as subscriptions. Although participants reported that they would pay some ongoing cost for an app they perceived as useful, many participants voiced some sort of limit to how much they would be willing to spend. For example, one participant mentioned one app that:

“they gave the option to pay $50.00 a year. And I did that, because I liked the idea of what they were trying to do, kind of create a social community of people.” [P3, FG1]

Other participants stated:

“I wouldn’t spend $100.00 on any app for a year.” [P13, FG3]

...well, no, I’m not likely to buy a $60.00 a year app. Screw that. Never mind. [P7, FG2]

Thus, although free may be a strong determinant of an initial decision to at least download and try an app, cost might figure differently when long-term use and benefit is considered.

**Features**

In general, participants wanted apps that were useful, easy to use, and aesthetically pleasing. Across participants, there were commonly reported desired features within apps including tracking, analytics (eg, reports and insights based on tracked data), data sharing, and notifications. Data sharing referred to opportunities to send and share data with others either directly, through social features or social media, or to other apps. In fact, participants saw apps’ ability to function for multiple uses or to connect to other data sources as related to usefulness and ease of use as it could reduce the burden for the user for data entry or increase meaningfulness of data through connections to other information. One of the most commonly discussed apps during the focus groups was Clue, a period and ovulation tracker. Many participants commented on Clue’s ability to track a variety of symptoms related to one’s mental state such as focus, distraction, calm, and stress. This ability was useful to make connections between one’s cycle and mental health and to notice other patterns in one’s mental health more generally.

Usability was a major concern of participants that tended to differentiate those apps that would enjoy long-term use to those that would be quickly discarded. One subtheme within usability was the discoverability of different features. Many participants decried complicated multifeatured apps with “busy” home screens and the need to go through several screens. One participant said:

“And for me, it's just too overwhelming and too discombobulating. I just want to tap in and get the information that I need without clicking and searching for dear life.” [P14, FG4]
Another usability subtheme was the intuitiveness of apps, either through using paradigms or models that were similar to other commonly used apps or using language or visual elements that made the app quick to learn and use. The last subtheme in usability was bugs and technical difficulties. Many participants reported many apps associated with medical institutions have issues such as crashes, poor displays on their devices, or high demands on their phones memory. Usability was also strongly related to the other theme of personal use guiding adoption; participants reported that they were not willing to work through an app with significant usability concerns even if they could see it being beneficial.

Finally, participants preferred visually appealing apps, although the sentiment of P13, FG3 that “It has to be cute” was not universal among our participants, many commented on different aspects of aesthetics including color schemes, images, and the use of visual metaphors.

**Discussion**

**Principal Findings**

The large number of mental health apps means that consumers are faced with a considerable challenge to find any particular app. As consumer strategies for finding and selecting apps will likely bias downloads and use toward particular products, it is important to know how and why consumers make their selections. The results of our survey and focus group were largely consistent showing that, in general, content within apps (eg, aesthetics, features, and functionality) was the largest determinant to encourage people to download and use health apps. Although notions of credibility and issues of privacy and security were important, these aspects were often assumed to be present when “trusted sources” were involved in app development. There were also places where the results were potentially discrepant, which highlights some interesting areas for future work. For example, the survey data revealed one hesitation to adoption was uncertainty regarding the effectiveness of digital tools, but the focus group participants did not seem to think that research evidence was extremely compelling. It is possible that our survey responses reflect a broad question on whether digital tools for mental health could even reasonably be effective, especially with some concerns on the mental health impact of technologies such as smartphones and social media more broadly.

It is worth noting that people rely on relatively informal means of identifying apps, relying on Web searches, social media, and word of mouth. Consumer strategies are not wholly different from strategies recommended by Boudreaux et al [4] with the exception that consumers were unlikely to review the scientific literature and do not have professional connections to rely on. As such endorsements, such as that Apple made of *Calm* for the app of the year [21], might have a strong impact on people’s decision to use tools, but the survey results participants rarely received information about apps from professional sources such as providers. It is useful to consider ways to better involve providers in conversations around mobile apps. This might involve learning from providers what types of tools they would be interested in recommending or training providers as to what tools are safe, efficacious, and evidence-based. Indeed, some evidence suggests that people are likely to follow-up on their providers’ recommendations, especially in mental health [11], and aligning consumers’ needs and preferences with providers’ knowledge and recommendations will likely be a key piece of adoption in practice.

In terms of adoption of apps, a considerable amount of discussion in the focus groups revolved around early use and especially the first-time user experience (or what is referred to as the “FTUX”). Some apps mitigated this concern by relegating more advanced features or content to premium versions, which had the added benefit of a revenue stream for the app. Aspects that users were especially mindful of in the early experience were the usability, aesthetics, and visual interface elements. It is worth noting that for many mental health apps, it is unlikely that a single use would lead to the proposed benefit (eg, reduced depression or anxiety), as addressing many mental health concerns requires sustained behavior change. In light of this, developers should consider how to give users appropriate previews of the apps that not only give a sense of the look and feel of the app and the functionality of its feature but also whether or not the app is likely to lead to the proposed benefit. A stronger focus on the proximal outcomes of success early in the app journey might be critical for setting appropriate expectations and promoting long-term use.

Relatley, it is worth noting that although users were strongly motivated by information about whether or not an app would help them, this information was not necessarily research evidence. As such, even though researchers have noted that many apps are not based on evidence-based principles [22] and that most have not undergo rigorous research evaluation [23], this is unlikely to impact consumer behavior. Consumers were much more likely to be interested in a variety of sources of information about expected benefit, including user reviews, anecdotes from friends or family members, or doctor recommendations. Therefore, it might be useful to conduct more structured evaluations leveraging similar logic (eg, n-of-1 designs, multiple baselines) to expand the type of evidence that consumers are looking for. Currently, several efforts to identify and review mental health apps exist (for a review, see the paper by Neary and Schueller [24]); it is possible that such reviews or certification from such sources could represent a “trusted source” of information, but we did not evaluate this directly in our survey or focus groups.

An interesting consideration is if one app could accomplish everything users need in the mental health space. Several participants commented positively on interoperability that allowed connection to other apps or leveraged features such as Apple’s Health or Google Fit. However, the downside to having an app accomplish multiple features is increased complexity...
that might reduce usability. As 2 examples of how this could be addressed, we can look at the Department of Defense apps (eg, PTSD Coach mentioned earlier) or IntelliCare [10]. The Department of Defense has produced several apps, many of which have similar interface elements or features. IntelliCare, on the other hand, has several apps that are interconnected through a hub app. The example of Clue provides another potential alternative in which mental health features are integrated into another health app. It could be that participants talked about health and mental health in this way because we asked questions specifically about health apps and mental health apps. However, it is worth noting that several common health apps, such as apps for physical activity and diet, might have connections to mental health, given the research showing linkages between these areas [25-27]. Apps for sleep may also have an important role to play in mental health, given that sleep is a common symptom of many mental health issues [28,29] and a target of several mental health interventions in both traditional [30] and digital formats [31]. Indeed, participants in our focus groups often cycled back to references to health apps while discussing mental health apps to find examples, make comparisons, or discuss commonalities. Not surprisingly, people talked about health and mental health apps similarly; the distinction between mental health apps and health apps might be more salient to mental health researchers and practitioners than to consumers. Going a step further, it could be that the wave of the future is neither health nor mental health apps, but more mental health app features integrated into commonly used apps like our calendars, conversational agents, or messaging platforms or apps focused on health more broadly. Integrating mental health in the operating system or basic applications would reduce the need to seek and find apps but would concentrate power in the hands of fewer developers who would then have a stronger influence on our health and mental health.

Limitations

These findings, however, were not without their limitations, which are worth acknowledging to ensure that conclusions are accurately represented. First, participants in our study came from an established research registry and might not be representative of the more general population. Individuals willing to enroll in a research registry may be different from participants in other research studies because of their interest to participate in multiple research studies and willingness to be recontacted. The response rate of 18% was somewhat below average for Web-based surveys [32]; however, we did suspend recruitment after 8 weeks of data collection, which might have artificially reduced total participation. Still, our respondents might be biased toward those who are likely to respond more quickly; but it is unclear how such a characteristic might influence the results. Our respondents did tend to be well-educated and female; however, this also mirrors the characteristics of people who tend to enroll in research studies [33] and use technology-based mental health tools more broadly [34]. Furthermore, this registry, in particular, was connected with a group focused on research in digital mental health and as such participants may have more knowledge of digital mental health apps than other people. Nevertheless, given that apps are not currently widely recommended by health professionals, it is likely that interest drives adoption and this population might be representative of likely users. Another limitation is that it is unclear if when people were responding to survey questions, they were being descriptive (ie, how they would characterize the apps they use now) or prescriptive (ie, what they would like to see in apps that they would download and use). Therefore, we cannot conclude if answers relate to the current state of health and mental health apps or what consumers would be interested in seeing in future health and mental health apps.

Conclusions

Mental health apps are a rapidly growing area with little indication that the speed of development will slow down. Although regulatory developments like approval from the United States Federal Drug Administration might impact their adoption, advances in this area are still too new to fully understand their long-term impact for both the marketplace and consumers. As such, better understanding factors that drive people’s decisions to download and use apps is an important step toward sustainable and impactful benefits from such technologies. Our findings highlighted a number of factors—ease of use, aesthetics, and individual experience—and also indicated that evidence-base and usefulness are not equivalent in the eyes of consumers. These findings can inform aspects of the design and dissemination of such products and hopefully impact efforts to ensure consumers get trusted and effective products.
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Abstract

Background: Online discussion forums allow those in addiction recovery to seek help through text-based messages, including when facing triggers to drink or use drugs. Trained staff (or “moderators”) may participate within these forums to offer guidance and support when participants are struggling but must expend considerable effort to continually review new content. Demands on moderators limit the scalability of evidence-based digital health interventions.

Objective: Automated identification of recovery problems could allow moderators to engage in more timely and efficient ways with participants who are struggling. This paper aimed to investigate whether computational linguistics and supervised machine learning can be applied to successfully flag, in real time, those discussion forum messages that moderators find most concerning.

Methods: Training data came from a trial of a mobile phone-based health intervention for individuals in recovery from alcohol use disorder, with human coders labeling discussion forum messages according to whether or not authors mentioned problems in their recovery process. Linguistic features of these messages were extracted via several computational techniques: (1) a Bag-of-Words approach, (2) the dictionary-based Linguistic Inquiry and Word Count program, and (3) a hybrid approach combining the most important features from both Bag-of-Words and Linguistic Inquiry and Word Count. These features were applied within binary classifiers leveraging several methods of supervised machine learning: support vector machines, decision trees, and boosted decision trees. Classifiers were evaluated in data from a later deployment of the recovery support intervention.

Results: To distinguish recovery problem disclosures, the Bag-of-Words approach relied on domain-specific language, including words explicitly linked to substance use and mental health (“drink,” “relapse,” “depression,” and so on), whereas the Linguistic Inquiry and Word Count approach relied on language characteristics such as tone, affect, insight, and presence of quantifiers and time references, as well as pronouns. A boosted decision tree classifier, utilizing features from both Bag-of-Words and Linguistic Inquiry and Word Count performed best in identifying problems disclosed within the discussion forum, achieving 88% sensitivity and 82% specificity in a separate cohort of patients in recovery.

Conclusions: Differences in language use can distinguish messages disclosing recovery problems from other message types. Incorporating machine learning models based on language use allows real-time flagging of concerning content such that trained staff may engage more efficiently and focus their attention on time-sensitive issues.

(J Med Internet Res 2018;20(6):e10136) doi:10.2196/10136

http://www.jmir.org/2018/6/e10136/
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Introduction

Background

Digital health interventions have proliferated in recent years [1], and evidence suggests they can improve management of mental health issues, including substance use disorders (SUDs) [2,3]. Once their design is established, digital interventions can be disseminated with less expense and effort than face-to-face ones [4]. Such scalability is crucial for addressing SUDs, as demand for treatment dramatically outstrips available services [5]. In addition, although SUDs are chronic and relapsing [6,7], the help conveyed through technologies is ongoing and accessible. One recent clinical trial demonstrated that, relative to a control group, individuals who accessed a mobile phone–based recovery system reported reduction in risky drinking days by more than half over a year [8].

Substantial human labor also supports many effective digital health interventions. Some evidence suggests that, relative to interventions that lack human guidance, those that combine computerized tools with human support and coaching can enhance engagement and improve effectiveness of interventions [9]. The need for human expertise extends to interventions featuring peer-to-peer communication. Digital peer-to-peer interventions have involved “moderators” in various ways, including spurring and guiding discussion; monitoring forums for problematic content; and, crucially, providing just-in-time support to patients who are struggling, including through escalating contact or recommending treatment [10,11]. Through just-in-time support, moderators contribute to efficiency of health services at a systems level, making additional attention and resources available to those who most need them, while maintaining less intensive support for those at a lower risk level.

Yet, attending to changing needs of an online health community poses a considerable challenge as participants can produce a massive volume of text exchanges [12]. Demands on staff represent a key hurdle in scaling up digital health interventions [13]. In this paper, we describe how automated linguistic analysis of text-based exchanges, and supervised machine learning, may play a role in managing moderator workflow in a technology-based recovery support system.

Our approach builds on the power of language as a signal of mental health risk, with linguistic cues being increasingly discernable through computational methods. Over the past several decades, researchers have amassed an extensive body of literature showing the promise of language to reveal individuals’ psychological traits, thoughts, feelings, and likely behaviors [14], including in social media contexts [15]. As similar ideas can be conveyed in different ways, individuals’ risk profiles emerge not only from the explicit content of their communication (ie, what topics authors are talking or writing about) but also from the style of their language (ie, how authors say what they say). In this study, we investigate how recovery challenges may emerge both through the individual words that authors use within a discussion forum as well as through general psycholinguistic dimensions of their messages (eg, affect, cognitive mechanisms), as captured through a dictionary-based approach. Leveraging these linguistic features, our goal is to find classifiers that can accurately label messages as conveying or not conveying recovery problems, allowing us to prioritize this content for review and intervention.

We consider several computational linguistic and machine learning approaches. First, we extract linguistic features of messages using 3 techniques: (1) a Bag-of-Words (BoW) approach representing each message in terms of word occurrences, (2) the Linguistic Inquiry and Word Count (LIWC) program (Pennebaker Conglomerates, Austin, TX) [16], which computes rates of language use within validated dictionaries corresponding to psychological and linguistic concepts, and (3) a novel hybrid approach combining important features from BoW and LIWC. We propose that BoW and LIWC have complementary strengths, with BoW attending to important words specific to the dataset (eg, those related to substance use), whereas LIWC attends to relevant psychological states (eg, anxiety, self-focus). We expect that a hybrid approach, capitalizing on the strengths of each, should outperform either LIWC or BoW. We test these techniques in the context of supervised machine learning models that have been utilized in social media contexts: support vector machines (SVM), decision trees, and boosted decision trees.

In interpreting performance of our computational linguistic and machine learning approaches, we consider some particularities of the domain of addiction recovery support, namely: (1) a low tolerance for false negatives, (2) a preference for understandability of the method to stakeholders, and (3) efficiency in processing language and classifying messages in real-time. In other words, in addition to considering overall accuracy of each classifier, we ask: Does it miss too many worrisome messages to be useful to forum moderators? Does it have face validity to a team of health professionals? And can we successfully implement it in real-time? To establish the utility and robustness of our approach, we test our classifiers in a separate iteration of our mobile intervention involving a cohort of primary care patients with SUDs. We finally discuss implications of our findings for future research and system design, including how to improve model performance, and how classification can serve as the basis for directing attention and resources to those who need them.

Online Support Forums

SUDs are among the most common mental health disorders in the United States, with over 20 million adults affected in 2013 [5]. SUDs precipitate distress for sufferers and their communities, as well as serious health consequences [17,18]. Although many individuals with SUDs make attempts to stop using substances, resumption of risky substance use, or relapse, is extremely common [19]. With intensive SUDs treatments being time-limited, it is crucial to find ways to extend recovery support to prevent relapse in the long term [20].
Mobile phones and internet use are now ubiquitous in the United States [21], with one consequence being that individuals with mental health challenges can access social support despite physical distance and at any time of day [22]. Often, this support comes from others who share the same mental health concern, as occurs via digital peer-to-peer forums where participants seek help on an “as needed” basis, and provide it to others [23,24]. Such forums typically involve anonymity or pseudo-anonymity, allowing for candid disclosure of personal and stigmatized issues and experiences [25]. Content analyses show that participants in SUDs forums disclose a variety of recovery challenges, prompting exchange of informational and emotional support [26-28].

The Role of Moderators
Although discussion forums offer a valuable arena for peer-to-peer exchange, moderators can also play a key role. For instance, those in recovery must manage their own health issues, limiting the time and energy that can be applied to help others [29]. In addition, although peers can offer first-hand experience related to coping and recovery, they may lack expertise necessary to guide decision making about clinical issues [30]. In contrast, moderators often have knowledge of intervention components and health behavior change processes and may recognize instances where contact or treatment is appropriate [31,32,10]. Moderators may additionally engage in pseudo-therapeutic activities such as offering emotion-focused support or assisting participants in reassessing dysfunctional perspectives [11] and may be more effective than peers in motivating individuals earlier in their behavior change process [33].

The presence of moderators in digital health forums has been associated with benefits. Notably, studies have found greater participation and expressiveness in moderated health forums relative to unmoderated ones [34,35]. In a mobile SUDs intervention for drug court participants, trained staff played a central role in discussion networks, with many participants communicating only with staff [36]. Prior work has also found that staff can enhance the success of digital mental health interventions regardless of formal clinical training [37].

Machine Learning Applications to Moderator Engagement
To “scale up” digital interventions, designers must take steps to support and streamline moderators’ work. Fortunately, such efforts can make use of extensive data generated as participants engage with technologies. A rapidly growing research area centers on leveraging the digital traces of participants’ activities to gain insights into the changing contexts within which participants are embedded and the psychological states they experience [38,39]. Digital trace data collected through mobile phones may include sensor data (eg, geolocation, accelerometry), as well as patterns of engagement with the intervention itself, and the content of messages exchanged.

By capturing spontaneous, first-hand accounts of authors’ beliefs, feelings, and experiences, text-based messages offer particularly powerful insights into wellness, including the risk of mental health-related outcomes [15]. For instance, prior research has shown that linguistic qualities such as self-focus (as conveyed in pronoun use) can distinguish those who go on to post about suicidal ideation [40], and that negative affective language and swearing can identify individuals who go on to relapse in alcohol recovery [41]. These approaches rely on automated linguistic analysis as described in greater detail below.

Text-based features of user-submitted messages can now be efficiently extracted through a range of computational approaches. One of the most common approaches, BoW, involves representing each message in terms of occurrences of individual words, or “unigrams.” After throwing out extremely common words, and grouping together words with the same stem, a message is represented as a vector formed by the occurrence rate of each stem, relative to that stem’s overall occurrence in the full set of messages. In contrast, dictionary-based approaches search within a message for lists of words corresponding to relevant concepts. For instance, LIWC searches for words representing discussion topics (eg, health, family), psychological dimensions (eg, affect, cognition), and linguistic characteristics (eg, pronouns, conjunctions). LIWC then computes the percent of words in a given message that fall in each category. LIWC has been widely used in research, with studies showing that its categories predict health-related states including suicidality, depression, and dementia [42-44]. Relevant to this study, recent work also uses the above approaches to detect self-disclosure in online forums, defined as messages wherein participants convey personally relevant thoughts, feelings, and experiences [45-47]. In the context of support forums, self-disclosures offer a promising opportunity for intervention (eg, by moderators), because participants are revealing and working through personal issues, and may be actively seeking help [46]. The prior literature suggests that self-disclosure messages involve telltale linguistic cues that aid automatic detection. For example, one study identified a number of LIWC categories predictive of self-disclosure sensitivity, including third person pronouns and discussion of family, sex, death, and negative affect [48]. In another study, individual words conveying affect (eg, “happy,” “love,” and “hate”) were characteristic of mental health–related self-disclosure [49].

Human expertise can also play an important role in guiding the development of language-based models. In supervised machine learning, an expert will designate a subset of messages as belonging to a category of interest (such as mental health risk), and the features of labeled messages are then used to predict whether an unlabeled message would fall in the same category. Labeled data can be generated in a number of ways. For instance, naturally occurring response patterns can be used, such as where Huh and colleagues [12] labeled as problematic those messages to which moderators had previously responded in a health support forum, using their linguistic features to classify new messages that moderators would likely be interested in. Alternately, human judgment can be used to generate each label in the training set, as was implemented in efforts to detect suicidality in an online discussion forum for youth [50,51]. This approach recognizes that moderators’ response patterns do not always clearly follow from the level risk a message indicates. For instance, responding to a message need not represent
concern, but could reflect interest in a particular topic or investment in an ongoing relationship. Using SVM, boosted decision trees, and other models, researchers were able to achieve F-scores over 0.9 in identifying messages urgently requiring response [50,51].

This Study

In online addiction recovery forums, messages can be posted at any time of day or night, and some convey serious or time-sensitive problems. To offer timely help, moderators must continually review new content, but this task is demanding, with potentially dozens or hundreds of new posts to consider every day. Therefore, this study focuses on automatic detection of messages suggesting risk. For instance, interpersonal conflict, legal issues, personal traumas, or encounters with substance use cues could all represent threats to recovery in a substance abuse context [52,53]. Furthermore, these events could inspire psychological states associated with relapse, such as negative affect, cravings, or reduced self-efficacy [54]. Although circumstances and states can be conveyed in a variety of ways, prior literature leads us to anticipate that common language elements should emerge making recovery problems amenable to detection.

This paper contributes to the literature on digital SUDs interventions on several fronts. First, this work has practical application to efficiently capturing concerning content, so that forum moderators can respond in time. Efficient engagement by experts has been identified as a priority for extending the effectiveness of digital mental health interventions [13]. Second, the methodological contribution of our work involves comparing common computational linguistics and machine learning approaches and determining which are suited to the context of mental health risk in support forums.

As far as linguistic analysis, we compare performance of 2 techniques and their hybridization. First, BoW is driven by word-level usage in a given dataset and may therefore have an advantage for recovery-specific words (eg, “drink”). In contrast, our dictionary-based approach, LIWC, characterizes messages along general psychological and linguistic dimensions. Through building on prior knowledge about how words relate to established psychological constructs, LIWC offers potential efficiency, interpretability, and theoretical traction; however, its distinct disadvantage is that its dictionaries are not recovery specific. Thus, although LIWC contains a general category for “health,” it lacks dictionaries corresponding to concepts like “relapse” or “cravings.” Given these trade-offs, it is unclear whether BoW or LIWC will perform best.

Importantly, LIWC and BoW differ in their treatment of common words. The BoW framework retains words that are distinctive of the data at hand. Words with consistently high use across contexts, such as “I” and “we,” are considered insignificant within the BoW framework and typically discarded. In contrast, LIWC computes usage rates of these and other so-called “function” words (eg, pronouns, conjunctions, prepositions), which lack content but hold sentences together [55]. Despite their apparent banality, function words have proved powerful in predicting well-being, with pronouns receiving substantial attention in the mental health domain as a gauge of social integration [40,56,57]. Not surprisingly, personal pronouns also indicate self-disclosure, as they can show that individuals are talking about themselves [49].

In comparing BoW with LIWC and hybrid approaches, we therefore pay particular attention to performance improvements related to function words. In a more general sense, we aim to identify linguistic features most central to manifesting recovery problems, including discussion of substance use triggers, affective states, cognitive processes, and function words.

We also attempt to identify well-performing machine learning approaches. We focus on decision trees with and without boosting, as well as SVM, approaches with good performance in prior social media data [58,59].

Finally, we consider our results in relation to several key features of the domain of recovery support. First, recovery support is an arena where false negatives may be problematic, as missing an opportunity to intervene could allow a problem to escalate, even precipitating relapse. Therefore, in generating gold standard data, we emphasize the importance of establishing a reliable definition of “recovery problems” that is broad enough to capture potentially concerning content. We also reflect our concern about false negatives by prioritizing sensitivity in weighing classifier performance. Second, we seek machine learning methods that can offer insights into the particular language patterns associated with recovery. Decision trees may have an advantage in this regard, as they provide a visualization of the mechanisms of classification that may be helpful to establish face validity among stakeholders [59]. Finally, computational linguistics approaches have different implications for implementing classification in real-time, which we discuss.

Methods

Intervention

Data for this study came from a mobile phone–based intervention that provides on-demand services for recovery maintenance and relapse prevention. These services include informational pages, self-management tools (eg, self-help meeting directories, surveys), and peer-to-peer discussion forums. The intervention has been described in detail elsewhere, and it demonstrated efficacy in reducing risky drinking days by more than half relative to a control group [8]. We used data from 2 studies of the system: (1) a clinical trial involving individuals discharged from alcohol treatment (study 1) [8] and (2) an implementation study in primary care, involving individuals who used either alcohol or illicit drugs (study 2) [60]. The institutional review board at the University of Wisconsin-Madison approved both studies. Study participants provided informed consent for collection and use of their data for research (not shared beyond the team). These data included a log of all uses of the intervention and the content of communications exchanged within the intervention.

Study participants were provided with a mobile phone loaded with the intervention: either the Palm Pre with the Palm OS (Palm, Inc, Sunnyvale, CA) or an HTC Evo running Android 4.4 (HTC Corporation, Taiwan). In study 1, 130 participants posted on the forum. They were 56.2% (73/130) male and had...
a mean age of 38 years (SD 9.7). Participants wrote approximately 20 messages each (average length: 31 words). In study 2227 participants posted on the forum, and they were 53.3% (121/227) male, with a mean age of 42 years (SD 10.7). Participants wrote approximately 69 messages each (average length: 29 words).

This study focuses on text-based messages that were exchanged in the system’s discussion forum, where participants could either start new threads on a topic of their choosing or respond to existing threads. All forum messages were visible to those on study, but study 1 forums were gender segregated. Moreover, 3 members of the research team also monitored the forums (authors GL, FM, and KP). Although the moderators lack clinical background, they are experts in digital health support for self-management of chronic conditions, including addiction recovery.

As mentioned earlier, gold standard data in this study substantially differ from those used in some prior work using moderators’ natural response patterns [12]. We instead developed and applied a standardized, reliable codebook for capturing recovery risk. The first author first conducted an initial interview with the 3 moderators to understand their role in the forum and which messages would be considered worthy of intervention, and then consulted with them throughout the hand-labeling process to ensure our process captured messages of concern.

Computational Linguistics

We represented discussion forum messages using a BoW model, the LIWC program, and a hybrid approach.

The BoW approach represents each message in a feature space characterized by word counts. Common words were discarded, and remaining words were reduced to their stems using the Lancaster Stemmer from the NLTK stem package in Python and the NLTK word_punct tokenizer. For example, the stem “drink” would capture “drinking,” “drinkin,” “drinker,” “drinks,” and so on. We also wrote an additional filter to remove emoticons and other nonstandard characters. After grouping words according to their stems, Term Frequency-Inverse Document Frequency (TF-IDF) weighting was applied to calculate the occurrence rate of each specific stem in a message, offset by the importance of the stem in the entire corpus. Specifically, TF-IDF for a term is expressed as the term frequency (the number of times a word appears in a document divided by the total number of words in that document) multiplied by inverse document frequency (log of: total number of messages in a corpus divided by the number containing the term), thus adjusting for the fact that some words appear more frequently than others in general [61]. Once computed, the TF-IDF weights are used to form a vector representation of each message. After discarding common words, our BoW representation utilized 4247 unique unigrams as features.

The LIWC 2015 program computes rates of using words that fall within approximately 90 categories representing linguistic characteristics (eg, personal pronouns), topics of discussion (eg, family), affect (eg, anger), and cognitive processes (eg, insight) [16]. Each category corresponds to a predetermined dictionary of related words and word stems. Therefore, each message is represented as a 90-dimensional vector, with each dimension corresponding to a category such as “pronouns” and “positive affect.” The value in each dimension is computed as the number of words from the message belonging to that category divided by the total number of words in the message. For example, “personal pronoun” is one of the features scored by LIWC. In the message “I am doing well,” 1 out of the 4 words are personal pronouns, and so the LIWC score would be 1 out of 4 words or 25%.

In a hybrid approach, we exploit linguistic features from both BoW and LIWC. In other words, for a given message, word frequencies of the most important features from the TF-IDF matrix and the percentages falling in the most important linguistic categories from LIWC are stacked together to form a single feature vector. Given that combining too many features can inhibit performance by introducing noise [62], we utilized a subset of features from each representation. After ranking features according to their importance for a random forest model [63], we picked up to 10% of the most relevant features from BoW and LIWC to form a new feature set. Feature importance is calculated using the Gini Impurity measure, defined as the sum across the number of splits over all trees containing a feature, divided by number of samples in each split [64]. The hybrid approach included 310 features.

Machine Learning Techniques

With numeric representations of each message in our training set, and a corresponding label (recovery problem or no recovery problem), we trained 3 candidate binary classifiers for our task: SVM, decision trees, and boosted decision trees. SVM is a widely used technique and involves defining an optimal hyperplane to distinguish between items falling in classes of interest [65]. Decision trees involve segmenting the feature space into a number of simple regions [66]. In a series of decision steps, represented as branches, observations are made about an item (eg, the frequency at which a particular word is used within the message), leading to corresponding conclusions about the appropriate class (represented in the leaves). Finally, a related approach, boosted decision trees, involves an ensemble of decision trees where each tree learns by fitting the residual of the trees before it, allowing iterative improvement in performance. Python scikit-learn was used for machine learning [67].

As our datasets feature unbalanced classes (ie, messages including “recovery problems” are outnumbered by messages without them), we compensated for this imbalance by oversampling from the minority class. Specifically, we used the Synthetic Minority Oversampling Technique to generate synthetic samples from the minority class [68]. Rather than creating exact copies, the algorithm samples 2 or more similar instances, with similarity being calculated by a distance measure, (eg, Euclidean, Cosine), and then slightly perturbs these instances to create synthetic samples.

Once our classes were balanced, we trained our classifiers using labeled training data from study 1, the clinical trial for those completing alcohol treatment (n=2581), and calculated parameters for each machine learning model using k-fold cross
validation. Next, we tested the best performing models in labeled messages sampled from study 2 (n=800) with its primary care population. We report F-scores, as well as sensitivity (the proportion of correctly identified true positives), specificity (the proportion of correctly identified true negatives), and area under curve (AUC). We also describe example decision trees that illustrate classification logic.

**Results**

**Identifying Recovery Problems**

Our conversations with moderators first revealed that they recognized a wide range of issues and circumstances as warranting a response (relationship troubles, cravings, etc.). Moderators expressed a fear of missing an important message, reporting a preference to have unconcerning messages flagged (false positives) than to miss actual problems (false negatives).

Supporting our strategy of hand-labeling problem messages versus using prior response patterns as gold standard data, moderators also reported that contextual considerations influence their likelihood of responding on the forum. For instance, they might be unlikely to respond if participants had already received competent help from peers, or if they had personally had recent contact with participants outside the forum (eg, by phone call or private message). Moderators also stressed that they sometimes miss concerning messages inadvertently.

Guided by this feedback, 3 coders independently reviewed a preliminary set of 200 messages to identify ones they thought disclosed recovery challenges, broadly construed, and then mutually discussed their decisions. Coders arrived at consensus around a rule for coding the entire dataset, when “the writer describes a potential threat to well-being or recovery efforts.”

We further specified that the message may express either feeling vulnerable (eg, “I’ve been clean for about 7 months but even now I still feel like maybe I won’t make it”) or may outline a specific incident (eg, “it’s not looking good, they are talking 0 to 5, and that’s not days [in jail]. It’s got my head all f.... up.”). The coding rule also specified that the code should be applied even if the writer conveys that he or she has skills or abilities to handle a given problem (ie, a message may convey both a threat and mastery of that threat at the same time).

Thus, our codebook captured recovery problems broadly construed. Results of hand-labeling revealed that of the 2581 messages posted to the forum over the course of the study 1, 388 (15%) disclosed some recovery problem. Review of these messages revealed themes including negative affect, cravings, and discouragement. Some described sleep problems, legal issues, medical concerns, unemployment, interpersonal conflict, financial worries, or housing. In a few cases, the writer simply shared that he or she was “struggling” or having a “hard time.”

Some messages relayed relapse. In contrast, messages not relaying recovery problems included small talk, affirmations, bonding, reports of doing well or feeling good, or giving support to others.

**Supervised Machine Learning**

To choose an optimal classifier and its parameters, we performed 10-fold cross validation on labeled data from study 1, partitioned into 70% training and 30% test datasets. Error metrics used were the average F-scores and AUC scores. Moreover, a total of 3 basic classifiers were considered (1) SVMs with linear and Gaussian kernels, (2) decision trees, and (3) boosted decision trees. Our results indicated that SVM performed worst with improvements in decision trees and best performance in boosted decision trees where we achieved F-scores of 0.88, 0.89, and 0.94 for the BoW, LIWC, and hybrid approaches, respectively.

For the decision tree classifiers, we used tree depth of 3 and a minimum of 10 samples per leaf at termination. Boosting utilized an average of 175 estimators across the 3 feature spaces.

Having set parameters, we trained on all data from study 1 and applied all 3 classifiers to test data in study 2. Recall that study 2 contained messages posted by a separate cohort of individuals with substance use disorders (in contrast to study 1 in which all individuals had alcohol abuse issues). F-scores for SVMs, decision trees, and boosted decision trees in test data are provided in Table 1.

**Figures 1 and 2** show the top features extracted from the BoW and LIWC representations, respectively. For BoW, top features included words with the stems: drink, som (eg, some), because, hard, depress, feel, and hav (eg, have). For LIWC, top features are tone, clout, time, authenticity, analytic words, and insight words. Moreover, 3 top categories include pronoun forms.

*Table 1.* F-scores reported by 3 classifiers on the test data from study 2.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>BoW&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LIWC&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.76</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.8</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>Boosted decision tree</td>
<td>0.8</td>
<td>0.83</td>
<td>0.85</td>
</tr>
</tbody>
</table>

<sup>a</sup>BoW: Bag-of-Words.

<sup>b</sup>LIWC: Linguistic Inquiry and Word Count.

<sup>c</sup>SVM: support vector machines.
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To understand whether demographic characteristics (gender, age) would influence how recovery problems were expressed in language, we conducted additional experiments in the 2581 messages from study 1. In these experiments, we left 1 gender or age out of the training set, reserving this gender or age for a testing set. We used decision tree classifiers with feature representation from LIWC to test this question, finding an F-score=0.76 when training on the 1618 messages posted by women and testing on the messages posted by men, which is identical to cross-validation results achieved with the
gender-mixed study 1 sample (F-score=0.76). We used the same approach for age, first leaving out 486 messages from those under 30 years, then 758 messages by those in their 30s, then 881 messages by those in their 40s, and finally 309 messages posted by those 50 years or older. The F-scores achieved were 0.77, 0.78, 0.77, and 0.73, respectively. Thus, they were roughly consistent with full study 1 cross-validation, although slightly lower for the 50 years or older group despite the training data being largest.

We produced decision trees for each approach to represent the relationship between language features in predicting recovery problems. For our models that involved boosting, multiple trees impact each classification decision, so any individual tree will provide only a small window into the logic of classification. Figures 3 and 4 depict truncated exemplar decision trees for the BoW and LIWC approaches. Text in speech bubbles represents messages that would be correctly classified as recovery problem (red) or not a recovery problem (green) by following the associated path. In Figure 3, we can see that the BoW decision tree begins with the stem “lot,” with messages having an absence of the word “lot” (0.0 rate of “lot”) following the “true” branch, and messages with presence of the stem “lot” following the “false” branch and being labeled as “recovery problem” (eg, “I’ve been drinking a lot lately”). For those messages not mentioning “lot,” we next look for the stem “thank,” the presence of which leads to a “no recovery problem” label. For those without “lot” or “thank,” we look for “where,” the presence of which would lead to a “recovery problem” label (eg, “Fighting with my bf again and I don’t know where to go”).

Figure 4 shows the exemplar LIWC tree, which begins with the category of feeling words, producing a categorization of “recovery problem” when paired with time words (eg, “I’ve been feeling not myself for the past week”) but a “no recovery problem” label when mentions of time are below a minimum threshold (eg, “I’m feeling ok.”). For messages without feeling words, the “recovery problem” label would be applied where anger words appear with quantity words (eg, “I’m so pissed!”).

As boosted decision trees performed better than other classifiers, error analysis was summarized in detail for this classifier, with Table 2 providing specificity, sensitivity, and AUC achieved in the test data for each language processing approach. Results reveal that performance was somewhat improved for hybrid over LIWC and for LIWC over BoW (Table 2). More specifically, the hybrid outperforms the LIWC approach in terms of the F-score and the specificity, but not sensitivity, a point we return to below. The hybrid approach makes for an especially robust classifier as seen from the receiver operating characteristics (ROC) curves in Figure 5. BoW had the lowest sensitivity. For example, the following message was correctly identified by the hybrid and LIWC approaches and missed by BoW: “This is the hardest thing I have ever done. I just wish I felt better bout recovery. I’m nervous I’m gonna go back to my old ways.”

**Figure 3.** Example decision tree using features from the Bag-of-Word (BoW) approach. Feature importance was calculated using the Gini Impurity measure.
Figure 4. Example decision tree using features from the Linguistic Inquiry and Word Count (LIWC) approach. Feature importance was calculated using the Gini Impurity measure.

Table 2. Error analysis in study 2 for boosted decision trees using 3 language processing approaches.

<table>
<thead>
<tr>
<th>Language processing approach</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUCa</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoWb</td>
<td>0.87</td>
<td>0.78</td>
<td>0.85</td>
</tr>
<tr>
<td>LIWCc</td>
<td>0.91</td>
<td>0.78</td>
<td>0.88</td>
</tr>
<tr>
<td>Hybrid</td>
<td>0.88</td>
<td>0.82</td>
<td>0.92</td>
</tr>
</tbody>
</table>

aAUC: area under curve.
bBoW: Bag-of-Words.
cLIWC: Linguistic Inquiry and Word Count.

Figure 5. Receiver operating characteristic (ROC) curves for boosted decision tree classifiers on the Bag-of-Words (BoW; left), Linguistic Inquiry and Word Count (LIWC; middle), and hybrid (right) feature spaces.
To understand this classification error, it is helpful to note that the message makes heavy use of personal pronouns such as “I,” which appear in the top 10% of the LIWC features of importance in our datasets but contains just 1 highly ranked unigram from BoW (“hard”). By most metrics, the LIWC and hybrid approach outperform a BoW approach using a boosted decision tree model.

Finally, from Figure 6 we can see the training time for boosted decision trees on LIWC and BoW feature spaces, showing a huge speed advantage for LIWC, a result that was consistent across all classifiers.

Discussion

Principal Findings

The burden on mental health services has fueled recent growth of digital interventions, many of which involve text-based forums connecting a network of peers. Forums often operate with assistance from a moderator who steps in as needed, such as when participants’ problems demand more formal intervention or could overwhelm peers’ abilities to help. Although moderators play an important role, their time-consuming work limits the scalability of digital interventions. This study demonstrates a solution that facilitates moderation efficiency while reducing the possibility of overlooking messages of concern: a machine learning-based model to automatically flag messages that disclose recovery problems. For this work, we used several machine learning approaches, with boosted decision trees performing best, while also offering a view into the logic of classification that may be helpful in establishing face validity.

We also represented our data through a number of computational linguistics techniques. Although the BoW approach captured domain-specific language, it performed somewhat worse than LIWC, a dictionary-based approach capturing psycholinguistic features. LIWC may do well in this context because recovery problems have important affective dimensions; prior literature shows that LIWC may perform well in cases where affect is a dominant theme [42]. We further found that a hybrid approach, leveraging a combination of features from the dictionary-based LIWC program and BoW, performed best for classifying our test data with regard to AUC and F-score. However, these improvements were only marginally improved over LIWC alone. LIWC achieved a similar F-score of 0.83 (compared with 0.85 for the hybrid) and actually had a higher sensitivity of 0.91.

Ideally, analysts often seek solutions that maximize performance as measured by the F-score, which in this case points toward the hybrid approach. However, there are times when an analyst might prefer greater sensitivity (avoiding false negatives) over improved specificity (avoiding false positives), including perhaps the context of addiction treatment and other health contexts where missing problematic messages could be costly. Given our desire for high sensitivity, LIWC may even be a preferable option over the hybrid. To put this in practical terms, LIWC correctly classified 116 out of 127 true positives in our study 2 test data, compared with 112 classified by the hybrid approach. These additional 4 messages came at the expense of an additional 29 false negatives. However, given the potential consequences of a missed true positive, the additional review time may be seen as worthwhile, especially in early stages of implementing this sort of classifier when concerns about missing actionable messages may limit adoption. Digital mental health interventions seek to ease burden on providers while delivering care to patients, but adoption requires faith in system performance among those on the “front lines.”

LIWC may also be preferable given its easier real-time implementation. Our experiments showed that LIWC features enabled faster training than BoW. LIWC may also have an
implementation advantage as the BoW approach involves calculating TF-IDF scores that reflect the occurrence rate of the word in a single document as well as word’s occurrence across all documents in a sample. This suggests that BoW may present computational challenges when applied in a “live” forum, as the overall occurrence for unigrams may change as new messages are posted and new unigrams may emerge over time. On the other hand, as the LIWC dictionaries are broad and fixed, classifiers may work well in a system where messages are continually added.

We found that our classifiers were flexible enough to capture numerous circumstances that present problems in recovery, including interpersonal conflicts, job and housing instability, feelings of hopelessness, and encountering triggers. Despite the variety of problems described, classifiers relied heavily on particular ways of talking about drinking, affect, and context, as evident from the important features extracted for each method. Decision rules using the BoW approach were sometimes based on weights of words explicitly linked to drinking (“drink,” “relapse,” “sobriety,” and so on), but decision trees also revealed the use of certain location and context-related terms (“stay” and “where”) in decision rules. Decision rules from the LIWC approach were rarely based on explicit topics of discussion, but instead reflected characteristics such as tone, affect, insight, and presence of quantifiers and time references, as well as pronouns. In a tree-based approach, it is not simply using words within these categories that matters but co-use with words in other categories.

**Comparison With Prior Work**

Notably, in all cases, we achieved good performance relative to Huh and colleagues [12], who also attempted to detect appropriate messages for moderator intervention, and who achieved F-scores up to 0.54. This may in part reflect the difference in machine learning approach, as we used boosted decision trees rather than the Naive Bayes technique they report. The improvement may also reflect the labeling process for training data. Specifically, their training approach labeled messages according to whether they actually received a moderator response, presuming these to be messages of greatest concern, but we implemented a reliable human coding process that we thought would minimize error, as moderators’ responses are actually driven by a number of factors beyond the level of concern a message produces.

Indeed, our results are more closely in line with studies that have used hand-labeled data for training. F-scores for our hybrid model are comparable with the best results achieved in a shared task challenge to flag messages for elevated suicide risk in a forum for Australian youth [50] and slightly lower than a follow-up study from the same forum that utilized an ensemble of feature extraction approaches (LIWC, topic modeling, meta-data, etc) [51]. However, it is important to note our more conservative approach of testing our model in a separate iteration of the forum with a separate patient population. Like Conan et al [51], we also obtained better results for boosted decision trees relative to SVM.

**Implications for System Design**

Moderators can play a pivotal role in digital forums for at-risk populations but face difficulties keeping up with new content. Recently, scholars have called for improving digital health interventions by emphasizing efficiency of human support: the level of increased engagement and intervention effectiveness relative to the effort expended by staff [13]. Our findings demonstrate an opportunity to improve efficiency through automatically identifying, in real time, when participants disclose pressing concerns. Resulting classifications could be easily used to populate an interface to display high-priority content to moderators (see Multimedia Appendix 1 for an example of how our classifier has been applied in our live mobile-based recovery support platform). The interface may also provide moderators with an opportunity to dispute message classifications they view as erroneous, generating data to refine classifiers in the future (See Multimedia Appendix 2). Upon review of flagged messages, moderators might choose to intervene in a number of ways, such as through providing emotional support, directing participants to intervention elements that might suit their needs, or connecting participants with mentors or services.

Although our present solution requires human review and response, it is worth noting an alternate approach of fully automating responses. For instance, flagged messages could prompt the system to provide immediate contact information for treatment providers or emergency services, thus offering support even late at night and early in the morning. Some systems have also used machine learning methods to match newly posted content to semantically similar earlier content, displaying these older messages alongside the responses they generated in case they are useful to the current poster [70]. In addition, more complex dialogue systems have been applied to further reduce the human labor behind digital health interventions, including interactive “conversational agents,” software programs that mimic human conversation, and that may further display human-like cues through voice or visual representations [71,72]. Such techniques are promising but involve trade-offs relative to trained staff who develop personal relationships with participants and can exercise expert judgment [73]. For instance, unlike software programs, moderators can choose to ignore messages they believe are “false positives,” not warranting their expression of concern. Of course, moderators also vary in personal and professional qualities that make them effective. For instance, staff may be particularly successful through conveying a combination of trustworthiness, benevolence, and expertise [74].

In the future, efficient just-in-time support may involve judicious use of both human support and automated messages. Short of full automation, efficiency could be enhanced through providing moderators with a drop-down list of common responses that may be appropriate after a problem is disclosed, with an editor allowing optional personalization. Information about a given participant (eg, risk score from the last completed survey) could also indicate whether a flagged message should be sent to the moderator for a personalized response or managed through automation.
Future Research Directions

Findings from this study suggest promising areas for future research. First, a number of additional optimizations of our classifiers may be possible. For instance, additional dictionaries have also been developed in the realm of electronic medical records and these could prove promising in capturing recovery-related concepts [75]. Conditional Random Fields methods also work well in classifying natural language [76]. In future, we may also improve our BoW-based model through attention to dimensionality reduction, latent semantic analysis, and potentially extracting bigrams (or trigrams, etc) in addition to unigrams. As far as our hybrid approach is concerned, we might further optimize performance by giving further consideration to the number of features pulled from each component method. Specifically, to determine the number of important features from LIWC and BoW to include in the hybrid model, we tested cut-off points at 5% intervals (10%, 15%, 20%, etc) and found the best results for 10%, but more fine-grained adjustments could be tested, including plotting F-score relative to the number of features, and perhaps allowing for different cut-offs for LIWC and BoW.

Although our models were robust regardless of type of substance of abuse (which varied across Studies 1 and 2) and by gender, our leave-one-out experiments suggest that further research may also be needed to understand if older adults use similar language to convey recovery problems. We also did not test our model across differences such as race or education, leaving it unclear whether our models would work well in populations of different compositions.

Models might also take additional data into account. This analysis was conducted at the message level, but it may be possible to improve our models by considering each individual’s pattern of messaging. Those who habitually post recovery problems may require a different level and style of response than those who escalate posting of worrisome messages. Other system use or sensor data may also inform our model, such that patterns of reading messages, interacting with intervention features (eg, pressing a “panic button”), or moving to new geographic locations may be integrated into decision rules around moderator involvement [77]. Similar work in the domain of suicide risk has incorporated additional features reflecting metadata from the discussion forum (eg, How many usernames are referenced in a message? Where does a message fall in sequence within a thread?) [51].

Ultimately, the efficiency of our approach to flagging concerning messages should be addressed empirically, such as through a trial randomizing some participants to a system where moderators manually review the forum and others to a system where moderators rely on text-based classification. Outcomes may include moderators’ workload as well as patients’ satisfaction and health outcomes. Further research is also needed to establish how to best intervene after a recovery problem message, including through personalized responses from moderators or automated messages.

A final future direction relates to privacy. Our surveillance approach offers opportunities to intervene early to help those in need, but introduces an important trade-off as far as privacy. Specifically, we use passively collected data to infer underlying risk levels that patients may not even be aware of, with these data being highly sensitive [50]. Future research is needed to clarify how patients understand uses of their data for surveillance, how they balance surveillance and privacy concerns, and the contexts under which they find surveillance acceptable. In this study, it is possible that we allayed some privacy concerns by recruiting patients through trusted treatment providers and clinicians and obtaining informed consent, but patients may have greater privacy concerns in the domain of commercial mental health platforms.

Limitations

This study has limitations. First, our approach would not allow us to assist participants who do not post on a discussion forum. Furthermore, we do not look at private messages, where participants potentially disclose even more sensitive information [50]. In addition, as we did not label subtypes of recovery problems, it is possible that our classifier may be biased toward recognizing certain types of common problematic messages over others. Future work should consider coding subtypes of recovery problems. For instance, relatively rare problems that are nonetheless highly concerning may include mentions of suicide risk or solicitations to buy or sell drugs. Finally, one of the core strengths of our dataset is also tied to one of our study limitations. Specifically, we have access to a dataset of anonymous messages exchanged in a system restricted to those who share a SUDs diagnosis (a condition of study eligibility). These factors mean that discussion may be particularly candid and may offer unusual insight into mental health risk. At the same time, these considerations imply that existing labeled datasets cannot easily be adapted to train classifiers within our dataset. Our model leverages a relatively small set of training messages, which has implications for the machine learning approaches available and the results obtained.

Conclusions

Digital interventions hold promise to offer cost-effective, constantly available support to those in recovery, and to reduce human workload relative to face-to-face SUDs interventions. However, human support still plays a vital role in many effective digital interventions. For interventions involving discussion forums, trained moderators can respond in real time to help participants who are facing challenges. Yet, these moderators must dedicate substantial time and effort to manually review newly posted messages to identify serious problems, and the process can be error-prone. Our results show that message content can be effectively leveraged toward facilitating just-in-time supportive intervention. Language-based classification models have potential for massive scalability as digital interventions for addiction support continue to expand.

Individuals’ language use, both through its content and composition, offers a means of understanding psychological states and traits. Our work expands on the existing literature by combining and layering computational linguistics and machine learning techniques in the context of streamlining human support within digital substance abuse recovery interventions. Yet, this work also has theoretical and methodological value beyond this.
specific context, suggesting useful directions for applying language classification to digital mental health more broadly.
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Abstract

Background: To inform measurement-based care, practice guidelines suggest routine symptom monitoring, often on a weekly or monthly basis. Increasingly, patient-provider contacts occur remotely (eg, by telephone and Web-based portals), and mobile health tools can now monitor depressed mood daily or more frequently. However, the reliability and utility of daily ratings are unclear.

Objective: This study aimed to examine the association between a daily depressive symptom measure and the Patient Health Questionnaire-9 (PHQ-9), the most widely adopted depression self-report measure, and compare how well these 2 assessment methods predict patient outcomes.

Methods: A total of 547 individuals completed smartphone-based measures, including the Patient Health Questionnaire-2 (PHQ-2) modified for daily administration, the PHQ-9, and the Sheehan Disability Scale. Multilevel factor analyses evaluated the reliability of latent depression based on the PHQ-2 (for repeated measures) between weeks 2 and 4 and its correlation with the PHQ-9 at week 4. Regression models predicted week 8 depressive symptoms and disability ratings with daily PHQ-2 and PHQ-9.

Results: The daily PHQ-2 and PHQ-9 are highly reliable (range: 0.80-0.88) and highly correlated ($r=0.80$). Findings were robust across demographic groups (age, gender, and ethnic minority status). Daily PHQ-2 and PHQ-9 were comparable in predicting week 8 disability and were independent predictors of week 8 depressive symptoms and disability, though the unique contribution of the PHQ-2 was small in magnitude.

Conclusions: Daily completion of the PHQ-2 is a reasonable proxy for the PHQ-9 and is comparable to the PHQ-9 in predicting future outcomes. Mobile assessment methods offer researchers and clinicians reliable and valid new methods for depression assessment that may be leveraged for measurement-based depression care.

(J Med Internet Res 2018;20(6):e10001) doi:10.2196/10001

KEYWORDS

Patient Health Questionnaire; depression; mobile health; symptom assessment

http://www.jmir.org/2018/6/e10001/
Introduction

Background

Practice guidelines for depression treatment call for systematic symptom monitoring to drive treatment adjustment, known as measurement-based care, an approach that improves patient outcomes [1-3]. In addition, recent value-based payment reforms have led to the creation of incentives for measurement-based care for depression by major payors such as the Centers for Medicare and Medicaid services and several large private insurers [3]. Yet, the majority of mental health providers do not use symptom rating scales, and in the few settings where scales are used routinely, they may be administered too infrequently to inform clinical decision making [3,4]. Chief among the reasons that psychiatrists and psychologists report that they do not use symptom measures is that they consider it too time-consuming or burdensome to administer measures [4,5].

For symptom measures to be clinically actionable and drive measurement-based care, the measures need to be reliable, current, interpretable, and sensitive to change [6]. In addition, experts have called for improving symptom measures by making them more brief [6]. Evidence suggests that measurement-based care is most effective when measures are completed frequently by patients in the outpatient setting, feedback is provided to both patients and clinicians, and progress is monitored over time [7]. However, these guidelines have not been fully implemented in real-world practice. Among large-scale programs identified as exemplars of measurement-based care, symptom data are often infrequently collected by providers—only when patients present to clinic or when ordered by a provider. Furthermore, feedback is usually available only to clinicians [6]. Many of these limitations can be overcome by mobile assessment tools on consumer devices that allow individuals to track their own symptoms. Wide-scale adoption of mobile mood assessment has the potential to alleviate the time burden on clinicians, support real-time symptom monitoring on a daily or more frequent basis even for people who are not presenting for clinic-based services, and may have intrinsic therapeutic value in activating patients [8,9]. However, it is unclear how brief daily ratings relate to established clinical measures and, thus, whether they may constitute useful tools for driving measurement-based care. Likewise, it is not known whether the additional information provided in daily ratings offers better prognostic information on patient outcomes that may be useful in guiding treatment decisions.

Several small-scale studies exploring associations between daily depression measures and standardized scales have yielded inconsistent results. For example, 2 small studies among patients in specialty care for depression found that brief daily measures were associated with the Patient Health Questionnaire-9 (PHQ-9) [10,11]. Likewise, a small study of patients with bipolar disorder in specialty care found that daily mood ratings were associated with a clinician-administered Hamilton Depression Rating Scale [12]. In contrast, in a community-based sample, PHQ-9 scores were not associated with 15 items indicative of depression administered by ecological momentary assessment twice daily [13]. Limitations of earlier work include the small scale of studies and the restricted range of depression symptoms in clinic-based samples.

Objectives

In this study, the 2 primary aims were (1) to examine the association between the PHQ-9, which is the most widely adopted self-report measure that is typically given at most every 2 weeks, and a daily depressive symptom measure; and (2) to compare how these 2 assessment methods perform in predicting patient outcomes. This study, which serves as a proof of concept for the reliability and predictive ability of daily depression symptom measurement, is a secondary analysis of an existing dataset from a large national community-based sample that includes daily depression measures.

Methods

Data Source and Measures

Data came from a fully remote trial of smartphone-based depression apps in which individuals with a PHQ-9 score of 5 or greater were recruited through a Web-based interface (NCT00540865). Participants were recruited across the United States via 4 approaches: traditional approaches (written advertisements in city buses, newspapers, and Craigslist throughout the United States: 88.98%, 2601/2923); social networking methods (regular postings on sites such as Facebook and Twitter, and contextual-targeting methods to identify and directly push recruitment advertisements to potential participants, based on their Twitter and other social media comments: 0.41%; 12/2923); search engine—based methods (Google Adwords: 0.31%, 9/2923); and unanticipated means (eg, referral or own search: 10.30%, 301/2923). Of those recruited, 1098 met eligibility criteria for the trial and were enrolled. Ethical approval was granted by the University of California San Francisco Committee for Human Research, and details of the trial, including methods for obtaining participants’ informed consent, have been previously published [14,15].

Participants completed the PHQ-9 and Sheehan Disability Scale at specified timepoints (eg, weeks 4 and 8) and received US $20 in Amazon gift vouchers for completing the assessment at each of these timepoints. The PHQ-9 is a valid measure of depression symptoms that is widely used for depression screening and treatment monitoring [16,17]. Individuals report how often over the last 2 weeks they have experienced each of 9 core symptoms of major depression. The Sheehan Disability Scale is a 3-item measure of functioning in work, social, and health domains that has been validated in medical and psychiatric populations [18,19]. Participants also self-reported depressed mood on a daily basis via a modified Patient Health Questionnaire-2 (PHQ-2). The PHQ-2, which consists of the first 2 items of the PHQ-9, is a valid screening tool for detecting depressive disorders and is sensitive to change over time [20,21]. The PHQ-2 was modified for daily administration by changing the timeframe to “yesterday” and the response options to a 5-point Likert-type scale anchored at “not at all” (1) to “most of the day” (5). Participants did not receive an incentive for completion of daily measures.
Participants were excluded from the sample if they were missing a PHQ-9 at week 4 or if they did not have any daily PHQ-2 scores within 14 days preceding their week 4 PHQ-9 score. In addition, participants were excluded from the regression analysis if they were missing the PHQ-9 or Sheehan score at week 8 (see below for a description of the analyses).

Data Analysis
To address our first aim, we compared week 4 PHQ-9 with all PHQ-2 scores within 14 days preceding the week 4 PHQ-9 (the timeframe for PHQ-9 response). Specifically, we fit a multilevel confirmatory factor analysis [22] for the PHQ-2 repeated measures and single-level confirmatory factor analysis for the PHQ-9 to evaluate the reliability and correlation of latent depression across these measures (see Figure 1 for a path diagram). The PHQ-2 and PHQ-9 models were estimated in a single analysis, producing a single model and set of fit statistics. We computed reliability of the PHQ-9, between-persons reliability of the PHQ-2 (ie, average depression over a given time period for a specific person), within-persons reliability of the PHQ-2 (ie, reliability of day-to-day variability in depression for a specific person), and the correlation between the 2 latent depression scores (similar to comparing the PHQ-9 with the average of the PHQ-2 over 2 weeks).

We also used a multiple group confirmatory factor analysis to examine differences in reliability and the correlation between the PHQ-2 and PHQ-9 for groups based on age, gender, and racial or ethnic minority status. Separate multiple group models were used to compare the following groups: racial or ethnic minority versus white, men versus women, and age 55+ years versus <55 years. The multiple group models compared an unconstrained model with a constrained model. In the unconstrained model, all factor loadings, intercepts, and residuals were uniquely estimated in each group. In the constrained model, all factor loadings, intercepts, and residuals were constrained to be equal across groups. Given that reliability is a function of factor loadings and residual variances [23] and that it is generally inappropriate to constrain residuals but not intercepts across groups [23], we chose to constrain all parameters.

For our second aim, we evaluated how well each depression measure (PHQ-9 at week 4 and daily PHQ-2 from weeks 2 to 4) predicted PHQ-9 and the Sheehan Disability scale at week 8. One potential advantage of repeatedly administering the PHQ-2 is that the repeated measures can be summarized with a variety of indicators. For example, in addition to the mean PHQ-2, we can examine the predictive ability of parameters such as the score trajectory over time (slope) or highest PHQ-2 score (maximum). Therefore, to construct predictors, we summarized the daily PHQ-2 using the mean daily value, SD, minimum, maximum, and linear slope. The first primary model included the PHQ-9 and PHQ-2 mean as predictors and the second included the PHQ-9; PHQ-2 mean; and the PHQ-2 SD, minimum, maximum, and slope as predictors. We used seemingly unrelated regression [24] to estimate the models, which is a multivariate regression approach that allowed to simultaneously fit the regression model for both week 8 PHQ-9 and the Sheehan Disability scale.

Results

Participants
Among 1098 adult participants, 545 individuals completed the PHQ-9 at week 4 and at least one PHQ-2 in the preceding 2 weeks. Of these, 3 individuals were missing demographic data and therefore could not be included in factor analyses with demographic data. The final dataset has 2992 observations on 545 participants. Participants completed an average of 5.5 daily measurements (see Table 1 for distribution of responses). Among the final sample, 78.3% (427/545) were women and
38.1% (208/545) were identified as racial or ethnic minorities, which is similar to national rate of 39% [25]. The average age was 33 years (SD 11) and 6.1% (33/545) participants were 55 years of age or older. The average PHQ-9 score at baseline was 13.9 (SD 5.0) and 77.8% (424/545) had a PHQ-9 score of 10 or greater. Participants were predominantly employed (68.3%, 372/545) and most (60.0%, 327/545) had at least a bachelor’s degree. Income was widely distributed (≤$20,000: 22.6% [123/545]; $20,000-$50,000: 18.0%, [98/545]; $50,000-$80,000: 10.0% [55/545]; >$80,000: 4.4% [24/545]; missing: 44.4% [242/545]). A minority (27.3%, 149/545) were married or partnered.

Reliability

Table 2 presents the results of the factor analysis of the week 4 data (see Figure 1 for a path diagram). To identify the model, we constrained the mean of each latent variable to 0 and the variance to 1. Given that the PHQ-2 had only 2 indicators, we constrained the loadings at the between level to be equal and the loadings at the within level to be equal. Overall fit of the model was good as indicated by a comparative fit index=0.94, Tucker-Lewis index=0.93, and root mean square error of approximation=0.04. Factor loadings were generally strong for the PHQ-9, with the weakest loadings being for items 8 and 9 (psychomotor symptoms and suicidal ideation). Loadings for the PHQ-2 were strong at both levels.

The PHQ-9 and between-persons PHQ-2 were strongly correlated, r=0.8 (P<.001; see Figure 2). Reliability was also high. Specifically, reliability for the PHQ-2 was estimated as 0.82 (within-persons) and 0.86 (between-persons). Consequently, day-to-day variability in PHQ-2 and the PHQ-2 average over 2 weeks were reliable. Reliability for the PHQ-9 was estimated as 0.88 (see Figure 3 and Table 2).

For all but the minority versus white group comparisons, the unconstrained model fits better than the constrained model: men versus women, χ²=84.0, P<.001; 55+ years versus <55 years, χ²=57.8, P=.004; minority versus white, χ²=38.0, P=.21. This suggests that men and women and participants who are aged 55 years and above and participants who are <55 years have a statistically different factor loadings, intercepts, residuals, and reliabilities. In contrast, participants from racial or ethnic minority groups and white participants did not statistically differ.

Figure 2 shows the estimated correlation by group between the PHQ-9 and PHQ-2 based on the unconstrained model. Figure 3 shows the estimated reliabilities by group based on the unconstrained model. The differences in the correlations and reliabilities were generally small and likely of little practical significance. The most notable difference is between men and women for the within-person PHQ-2 reliability. Specifically, men had a lower estimated reliability but also more uncertainty (ie, wider CI) than women, which is likely because of the fact that there were fewer men than women in the sample.

Predicting Future Functioning

Week 4 PHQ-2 and PHQ-9 were statistically significant predictors of both the PHQ-9 and the Sheehan Disability Scale (SDS) at week 8 (Table 3). This was true when the week 4 predictors were entered into the regression alone and together (compare Models 1 and 2 with Model 3 in Table 3). R² for Model 1, where PHQ-9 at week 4 was the only predictor, was 0.49 (PHQ-9 week 8) and 0.37 (SDS week 8). R² for Model 3, where both week 4 PHQ-9 and PHQ-2 were predictors, was 0.50 (PHQ-9 week 8) and 0.41 (SDS week 8). This suggests that PHQ-2 does not provide much predictive information above and beyond the PHQ-9 when predicting future PHQ-9 values. When predicting future functional disability with the SDS, a more global measure of outcomes, the PHQ-2 does add somewhat to the predictive information of the PHQ-9.

Table 1. Distribution of daily Patient Health Questionnaire-2 (PHQ-2) ratings completed.

<table>
<thead>
<tr>
<th>Number of daily ratings submitted</th>
<th>Participants, n (%)</th>
<th>Cumulative, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40 (7.3)</td>
<td>40 (7.3)</td>
</tr>
<tr>
<td>2</td>
<td>22 (4.0)</td>
<td>62 (11.4)</td>
</tr>
<tr>
<td>3</td>
<td>27 (5.0)</td>
<td>89 (16.3)</td>
</tr>
<tr>
<td>4</td>
<td>45 (8.3)</td>
<td>134 (24.6)</td>
</tr>
<tr>
<td>5</td>
<td>79 (14.5)</td>
<td>213 (39.1)</td>
</tr>
<tr>
<td>6</td>
<td>109 (20.0)</td>
<td>322 (59.1)</td>
</tr>
<tr>
<td>7</td>
<td>199 (36.5)</td>
<td>521 (95.6)</td>
</tr>
<tr>
<td>8</td>
<td>18 (3.3)</td>
<td>539 (98.9)</td>
</tr>
<tr>
<td>9</td>
<td>2 (0.4)</td>
<td>541 (99.3)</td>
</tr>
<tr>
<td>10</td>
<td>2 (0.4)</td>
<td>543 (99.6)</td>
</tr>
<tr>
<td>11</td>
<td>1 (0.2)</td>
<td>544 (99.8)</td>
</tr>
<tr>
<td>12</td>
<td>1 (0.2)</td>
<td>545 (100.0)</td>
</tr>
<tr>
<td>13</td>
<td>0 (0.0)</td>
<td>545 (100.0)</td>
</tr>
<tr>
<td>14</td>
<td>0 (0.0)</td>
<td>545 (100.0)</td>
</tr>
</tbody>
</table>
Table 2. Factor analysis at week 4.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Loadings(^a)</th>
<th>Intercept</th>
<th>Variance(^b)</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9(^c)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>0.60</td>
<td>1.07</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Item 2</td>
<td>0.63</td>
<td>1.12</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>Item 3</td>
<td>0.59</td>
<td>1.25</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Item 4</td>
<td>0.65</td>
<td>1.39</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>Item 5</td>
<td>0.65</td>
<td>1.07</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Item 6</td>
<td>0.70</td>
<td>1.03</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Item 7</td>
<td>0.56</td>
<td>0.90</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Item 8</td>
<td>0.34</td>
<td>0.34</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Item 9</td>
<td>0.37</td>
<td>0.34</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td><strong>PHQ-2(^d) between</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>0.83(^d)</td>
<td>2.20</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Item 2</td>
<td>0.85(^d)</td>
<td>2.20</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td><strong>PHQ-2 within</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1</td>
<td>0.66(^d)</td>
<td>—</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Item 2</td>
<td>0.66(^d)</td>
<td>—</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Participants (N)</td>
<td>545</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparative fit index</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tucker-Lewis index</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Root mean square error of approximation</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)All estimated coefficients were statistically significant.

\(^b\)Variances on rows with items are residual variances and variances on other rows are variances.

\(^c\)PHQ-9: Patient Health Questionnaire-9.

\(^d\)Constrained for identification of latent variables.

\(^e\)PHQ-2: Patient Health Questionnaire-2.
Figure 2. Correlation between Patient Health Questionnaire-2 and Patient Health Questionnaire-9. Interval estimates are 95% CIs. Point estimates are rounded to 2 digits. PHQ: Patient Health Questionnaire; <55 refers to participants under the age of 55 years; 55+ refers to participants aged 55 years or older.
Figure 3. Reliability estimates. Interval estimates are 95% CIs. Point estimates are rounded to 2 digits. PHQ: Patient Health Questionnaire; <55 refers to participants under the age of 55 years; 55+ refers to participants aged 55 years or older.
Table 3. Prediction of week 8 outcomes based on depression scores at week 4.

<table>
<thead>
<tr>
<th>Outcome&lt;sup&gt;a&lt;/sup&gt; and predictor&lt;sup&gt;b,c&lt;/sup&gt;</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient&lt;sup&gt;d&lt;/sup&gt;</td>
<td>P value</td>
<td>Coefficient&lt;sup&gt;d&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>PHQ-9&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 mean</td>
<td>0.7</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2&lt;sup&gt;f&lt;/sup&gt; mean</td>
<td>—</td>
<td>0.4</td>
<td>&lt;.001</td>
<td>0.1</td>
</tr>
<tr>
<td>PHQ-2 slope</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 max&lt;sup&gt;g&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 min&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 SD</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.49</td>
<td>0.34</td>
<td>0.50</td>
<td>0.37</td>
</tr>
<tr>
<td>Sheehan Disability Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 mean</td>
<td>2.7</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 mean</td>
<td>—</td>
<td>1.7</td>
<td>&lt;.001</td>
<td>0.8</td>
</tr>
<tr>
<td>PHQ-2 slope</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 max&lt;sup&gt;g&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 min&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PHQ-2 SD</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.37</td>
<td>0.32</td>
<td>0.41</td>
<td>0.34</td>
</tr>
<tr>
<td>N&lt;sup&gt;i&lt;/sup&gt;</td>
<td>352</td>
<td>362</td>
<td>348</td>
<td>351</td>
</tr>
</tbody>
</table>

<sup>a</sup>Outcomes were all measured at week 8.
<sup>b</sup>Predictors were all measured at week 4.
<sup>c</sup>Each model has a different set of predictors. The coefficient and P values are listed only for those predictors that were included in the Model.
<sup>d</sup>Unstandardized regression coefficients are reported.
<sup>e</sup>PHQ-9: Patient Health Questionnaire-9.
<sup>f</sup>PHQ-2: Patient Health Questionnaire-2.
<sup>g</sup>Max: maximum.
<sup>h</sup>Min: minimum.
<sup>i</sup>N: Number of participants.

One potential advantage of daily symptom monitoring is that this allows patients’ scores to be characterized in more nuanced ways in addition to the daily average, such as the slope over 2 weeks or the minimum or maximum value. Model 4 shows that slope, maximum, minimum, and SD of the PHQ-2 over the 2 weeks preceding week 4 were not significant predictors of either the PHQ-9 or the SDS at week 8, suggesting no additional predictive ability of these features beyond the daily average PHQ-2.

Discussion

Principal Findings

Our findings establish that both the daily PHQ-2 mean and daily PHQ-2 variability are reliable measures of depressive symptoms. The daily PHQ-2 mean is closely correlated with the PHQ-9, the most commonly used measure for assessing depressive symptom severity. These findings hold across a range of demographic groups. As such, we have identified that a brief daily measure can provide current, accurate information on depressive symptom status, thus fulfilling several of the qualities needed for a measure to be clinically actionable and inform measurement-based care [6].

Our findings further demonstrate that daily PHQ-2 mean between weeks 2 and 4 is a strong predictor of depressive symptoms and of overall functioning at week 8 that is independent of the PHQ-9. Although it is an independent predictor of week 8 outcomes, the magnitude of the independent contribution of the PHQ-2 is small when a PHQ-9 is obtained at week 4. Likewise, despite demonstrating that daily PHQ-2 variability is a reliable measure, none of the daily indicators we examined (minimum, maximum, slope, and SD) improved prediction of week 8 outcomes above and beyond the daily PHQ-2 mean. Therefore, it appears that the predictive value of the PHQ-2 in this sample is related to the stable information obtained from the average of the PHQ-2 across the 2 weeks and not the repeated assessments. The daily PHQ-2 is somewhat less strongly predictive of week 8 depressive symptoms than...
the week 4 PHQ-9, although this is not surprising given that week 8 depressive symptoms were measured with the PHQ-9. Importantly, when we examined a more global outcome measure at week 8, the Sheehan Disability Scale, the daily PHQ-2 performs comparably to the week 4 PHQ-9 in predicting the week 8 outcomes. Therefore, the daily PHQ-2 may serve as a proxy measure that can reasonably substitute for the PHQ-9. Given the favorable psychometric properties and strong predictive ability of each measure, researchers and clinicians may wish to consider response rate when selecting a mobile depression measure. In this sample, the response rate for the daily PHQ-2 was greater than the response rate for the PHQ-9 at all timepoints [26], further supporting the utility of the daily PHQ-2. However, it is possible that the response rates in this sample may differ from those that would be obtained in a clinical sample.

Limitations

Our findings are based on a large national sample of community-dwelling individuals who reported a range of depressive symptom scores, which represent a strength for the psychometric analyses we conducted. However, certain limitations also apply. The sample consisted of moderately depressed individuals, 78.3% (427/545) of whom score 10 or above on the PHQ-9. This restricted the response range of participants; however, it is also similar to the scores that would be observed among patients in clinical settings, and the reliability of the PHQ-9 in this study (0.88) is similar to reported values ranging from 0.79 to 0.86 [27]. The factor analysis models were based only on PHQ-9 scores at a single timepoint (week 4) and not all participants completed all daily PHQ-2 measures. Data came from a broad community-based sample that increased generalizability; however, detailed clinical or diagnostic information was not available to characterize participants. Although it is likely that individuals who volunteered to participate in this study differed from nonparticipants in certain characteristics, it is unknown to what extent these differences would have affected the psychometric properties of the measures or the relationship between the daily PHQ-2 measure and the PHQ-9 or disability scores. Similarly, we were unable to separate variability due to completing an assessment from the variability due to responding to these specific questions about depression. Future research that seeks to separate these sources of variability could have participants respond to depression items as well as neutral items to determine which responses are predictive of future symptoms.

We analyzed the modified PHQ-2 as the daily measure based on the availability of this measure in the existing dataset. Although our findings support the use of a daily PHQ-2 for monitoring depressive symptoms, these findings may not entirely translate to other daily mood measures. Our findings can serve as a proof of concept for brief daily depression symptom measurement; however, future studies should assess other measures. Despite receiving daily notifications, participants completed an average of 5.5 daily ratings. This study did not assess patients’ experiences with daily depression monitoring; however, previous research does support the acceptability of monitoring depressive symptoms on a daily basis [28]. In our ongoing work with a weekly symptom monitoring app, one of the most common requests from patients has been for the addition of a daily mood measure [29]. Although, on average, participants completed fewer than half of the daily ratings, this represents completion of a symptom measure every 2 to 3 days, which is considerably more frequent than clinic-based assessment. Treatment dropout is a serious concern with clinic-based services, given that the modal number of visits for depressed patients receiving behavioral interventions is 1 [30,31]. Daily mobile symptom monitoring may serve to promote better engagement in care, and future research in clinical samples should examine its potential to promote retention among patients who may otherwise discontinue services prematurely.

Future Directions

Our findings support the use of a daily PHQ-2 as an alternative to the PHQ-9 for monitoring depressive symptoms. Our finding that daily average PHQ-2 is an independent predictor of week 8 depressive symptoms and functioning demonstrates that a daily measure does provide additional information. Although we found that daily depressive symptom variability as measured by the PHQ-2 did not substantially improve prediction of week 8 outcomes, it is plausible that indicators of daily variability in depressive symptoms may have greater utility at certain phases of treatment, for example, as indicators of incomplete treatment response that may be associated with higher risk of relapse. Future research should examine other types of brief mobile mood measures and passively collected behavioral indicators to evaluate how such measures can be combined with or substitute for self-report measures and whether novel assessment (eg, Photographic Affect Meter [32]) may be more engaging to patients and facilitate long-term self-monitoring. This study serves as a model for researchers examining other brief mobile assessment methods, and future work should link daily mood assessments with clinical information to determine the clinical utility of new assessment methods and to determine the optimal frequency of measurement.

Conclusions

This study represents an important step in establishing a daily depressive symptom measure to drive measurement-based care. Mobile assessment methods that are convenient to administer, reliable, and predict functioning may facilitate the adoption of measurement-based depression care and improve the quality of care and health outcomes. Because optimal outcomes from measurement-based care are achieved when results of such measures are provided to clinicians and incorporated in a structured manner into clinical encounters [7,33], future research should explore the incorporation of daily mood measures within the context of comprehensive measurement feedback systems.
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Abstract

Background: Despite an aging population, older adults are typically underrecruited in clinical trials, often because of the perceived burden associated with participation, particularly travel associated with clinic visits. Conducting a clinical trial remotely presents an opportunity to leverage mobile and wearable technologies to bring the research to the patient. However, the burden associated with shifting clinical research to a remote site requires exploration. While a remote trial may reduce patient burden, the extent to which this shifts burden on the other stakeholders needs to be investigated.

Objective: The aim of this study was to explore the burden associated with a remote trial in a nursing home setting on both staff and residents.

Methods: Using results from a grounded analysis of qualitative data, this study explored and characterized the burden associated with a remote trial conducted in a nursing home in Dublin, Ireland. A total of 11 residents were recruited to participate in this trial (mean age: 80 years; age range: 67-93 years). To support research activities, we also recruited 10 nursing home staff members, including health care assistants, an activities co-ordinator, and senior nurses. This study captured the lived experience of this remote trial among staff and residents and explored the burden associated with participation. At the end of the trial, a total of 6 residents and 8 members of staff participated in semistructured interviews (n=14). They reviewed clinical data generated by mobile and wearable devices and reflected upon their trial-related experiences.

Results: Staff reported extensive burden in fulfilling their roles and responsibilities to support activities of the trial. Among staff, we found eight key characteristics of burden: (1) comprehension, (2) time, (3) communication, (4) emotional load, (5) cognitive load, (6) research engagement, (7) logistical burden, and (8) product accountability. Residents reported comparatively less burden. Among residents, we found only four key characteristics of burden: (1) comprehension, (2) adherence, (3) emotional load, and (4) personal space.

Conclusions: A remote trial in a nursing home setting can minimize the burden on residents and enable inclusive participation. However, it arguably creates additional burden on staff, particularly where they have a role to play in locally supporting and maintaining technology as part of data collection. Future research should examine how to measure and minimize the burden associated with data collection in remote trials.

(J Med Internet Res 2018;20(6):e220) doi:10.2196/jmir.9638
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Introduction

Older adults, particularly those with impaired mobility and cognitive disorders such as dementia, are typically underrepresented in clinical trials, even though they have the greatest need for health care services [1-6]. Reasons for underrepresentation are unclear, but may relate to comorbidities, communication difficulties (due to hearing or vision impairments), and physical immobility that constrains transportation to a research site [7-9]. The perception among health care providers that the clinical research experience is stressful or burdensome can mean that researchers elect not to access patients [10]. Although remote clinical trials may resolve the burden associated with clinical trial participation and make clinical research participation more accessible for traditionally hard-to-reach groups, this has been largely unexplored, particularly in terms of understanding the role of mobile and wearable technology for supporting a partially or wholly remote trial.

Historically, efforts to ascertain and address the burden associated with clinical research have tended to focus on direct risks of clinical interventions or data collection procedures, such as survey participation [11-13]. Lingler et al argued that a complete conceptualization of research burden encompasses not only perceptions regarding direct risks involved in the study but also the indirect burdens [14]. These indirect burdens may vary based on the duration of research, intensity, and invasiveness of study procedures. Moreover, burden may be modulated by the perceived benefit of participation [14]; in other words, the value of participation. Ulrich et al suggested that although institutional review boards regularly evaluate risks and benefits of research on human subjects, how patients perceive burden and benefits of clinical trial participation remains to be extensively and qualitatively examined [15].

As yet, there is no clear and consistent definition of a remote trial in the existing literature. Rather, there are a range of interchangeable descriptive terms ranging from “web-based,” “virtual,” and “nonclinical” trials, to “place-shifted” and “remotely-monitored” trials. Fundamentally, a remote trial follows the underlying principle of placing individuals, rather than investigative sites, at the center of the research process using mobile and wearable technology to support data collection. Covington and Veley claim that a remote patient-centered model offers great potential to advance observational studies and randomized controlled trials [16]. It also offers an opportunity to increase research efficiency through remote patient recruitment and enrollment, retention programs, data collection, and long-term follow-up evaluation. At the same time, this operational approach intensifies patient-centeredness by directly engaging patients in research, overcoming geographic obstacles to connect stakeholders, and incorporating patient input into the research process [16].

There is evidence that some clinical trials have leveraged digital technology to varying extents [16-21]. A study published in 2014 involving researchers from Pfizer marked a clear departure from the traditional clinical model. It sought to purposefully design and conduct a “virtual” trial. However, recruitment was problematic and of the 5157 individuals who registered on the trial website, only 18 were randomized to treat [20]. Although the online informed consent process was successful, for those patients progressing to that stage, the lack of human interaction in the recruitment process was a major barrier (particularly in population studies that predominantly comprise of older adult subjects) [22,23]. This study demonstrated the need for understanding potential sources of burden in a remote trial. It is proposed that the application of mobile and wearable technologies may help in innovating clinical trials toward a more patient-centered approach. However, this shift in location must consider the unintended consequences, namely, the relevant stakeholders who potentially absorb the burden associated with clinical trial participation. When targeting older adults with impaired mobility and cognitive disorders, such stakeholders may include family members, caregivers, or nursing home staff. Thus, to determine the feasibility of a remote trial, it is essential to understand the burden associated with remote data collection on the stakeholders. As our population ages, nursing homes and residential care settings are increasingly important study sites. Thus, in this study, we aimed to explore the burden associated with a remote trial in a nursing home for staff and residents.

Methods

Remote Trial

Between March 2017 and May 2017, we conducted a remote trial with a sample intervention at one nursing home site over 8 weeks. This trial explored the feasibility of remote data collection and transfer and the associated burden on participants in a novel setting. A falls prevention program acted as the intervention and was conducted by a private physiotherapy company, a third-party service provider. Their program involved weekly exercise classes and a daily exercise program over 6 weeks. The aim of the trial was not to assess the efficacy of this intervention—which was expected to be minimal in such a short period—rather, it was to explore the feasibility of remote data collection and transfer in a nursing home setting. Therefore, a number of technological solutions were selected for supporting activities of the trial (Table 1). These solutions were predominantly consumer devices, except for Quantitative Timed Up and Go (QTUG), a medical grade device for assessing fall risk. These solutions provided outcome measures for fall risk and mobility in older adults, offered a variety of data collection methods, offered an engagement tool, and were conducive to mobile data collection.

A participatory approach was used with the nursing home staff to codesign aspects of this study. Two focus groups were formed in the preliminary phase to explore current workflows and routines, existing assessment methods, and anticipated challenges associated with conducting a trial involving mobile and wearable technologies in this environment.

Ethical Approval

Approval for the remote trial was granted the by University College Dublin Research Ethics Committee in February 2017.

Table 1. Mobile and wearable technology in a remote trial.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Description</th>
<th>Users</th>
<th>Data collection period</th>
</tr>
</thead>
<tbody>
<tr>
<td>QTUG (^4) (Kinesis Health Technologies, Ireland) [^{24}]</td>
<td>A sensor-based medical device that assesses gait, mobility, fall risk, and frailty while conducting a timed up and go performance test</td>
<td>Operated by physiotherapists and worn by residents</td>
<td>Pre- or postassessments conducted at weeks 1 or 8, respectively</td>
</tr>
<tr>
<td>Aging Research App (ICON Clinical Research, Ireland in partnership with mPROVE Health, US)</td>
<td>A tablet version of the Age-Related Muscle Loss Questionnaire adapted for self-assessing the impact of muscle loss on activities of daily living</td>
<td>Operated by residents and supported by the researcher</td>
<td>Conducted over weeks 2 and 3</td>
</tr>
<tr>
<td>Vivosmart HR (Garmin Ltd, US)</td>
<td>A wrist-worn watch that tracks daily activity, heart rate, and sleep patterns and acts as an engagement tool</td>
<td>Worn by residents, charged twice weekly by staff, and worn by 3x site administrators</td>
<td>Worn 24/7 from weeks 1-8</td>
</tr>
<tr>
<td>Galaxy J3 (Samsung, South Korea)</td>
<td>A mobile phone (smartphone) used for downloading data from Vivosmart HR and upload data to the cloud server</td>
<td>Operated by 3x site administrators</td>
<td>Worn 24/7 from weeks 1-8</td>
</tr>
<tr>
<td>Covalence (Big Cloud Analytics, US)</td>
<td>A platform for data analytics and visualization used for monitoring data collection and transfer</td>
<td>Operated by 3x site administrators and research team</td>
<td>Throughout the trial (from weeks 1 to 8)</td>
</tr>
</tbody>
</table>

\(^4\) QTUG: Quantitative Timed Up and Go.

Sampling and Recruitment

Using convenience sampling, we identified and enrolled a private nursing home in a middle-class suburb in Dublin. The nursing home had a population of 64 residents (as of February 24, 2017; see Table 2 for resident characteristics). A senior member of the nursing team was the first staff member enrolled in the trial. She was assigned the role of the trial co-ordinator (TC) and acted as a central point of contact between the research team and nursing home (see Table 3 for staff roles and responsibilities).

The TC and nursing home physiotherapist screened the resident population using the inclusion and exclusion criteria established by physiotherapists conducting the falls prevention program. Residents were eligible for inclusion if they exhibited (1) increased risk of falls (ie, experienced at least one fall in the last 6 months and/or scored moderate or high risk of falls in their last fall risk [FRASE] screening) and (2) were likely to benefit from taking part in a falls prevention program in the opinion of the TC or nursing home physiotherapist. Residents were excluded if (1) they were bed or chair bound; (2) required assistance of 2 people to walk; (3) had falls due to polypharmacy or unknown reasons; and (4) were clinically unstable according to TC; (5) were not likely to benefit from participating in the falls prevention program, for any reason, in the professional opinion of the TC or the nursing home physiotherapist (6) were fitted with a pacemaker.

The TC and nursing home physiotherapist identified 19 eligible residents (ie, 30% (19/64) of the nursing home population). The TC approached all eligible residents to invite them to meet the researchers. If they agreed, they were then brought to a private visitor’s room in the nursing home to meet 2 members of the research team (SD and BR) for an information session. The information session was piloted prior to being rolled out. BR took responsibility of assisting the TC in bringing residents to and from the room. SD explained the study to the residents using simple language. Researchers used the teach-back method for enhancing comprehension \[^{24}-^{27}\]. Visuals were used to indicate different components of the trial, featuring an image of the activity (eg, exercise class) and a picture of a person overseeing that activity (eg, the physiotherapists) as well as when and where the activity would take place. Physical devices, such as the Vivosmart HR device (hereafter referred to as the “watch”), were shown to the residents for them to touch and feel. Residents were provided with a summary and a long version of the participant information leaflets. They were given 5 days to review the material after which SD returned to the nursing home to answer any questions and collect written consents. In total, 11 residents were successfully enrolled in the trial (representing a response rate of 58%, 11/19). Of these residents, 5 provided independent consent and 6 provided consent by proxy. Reasons for nonparticipation varied from not being interested in the study to not taking part because fellow residents (ie, friends) were ineligible. Following resident recruitment, TC identified “reliable” health care assistants (HCA) ordinarily assigned to those residents. TC ensured that HCAs from each daytime shift were enrolled so that there was always a member of staff on hand to support trial activities. TC recruited two senior members of nursing staff as site administrators (SA) who were responsible for assisting with study activities and solving technical issues. Two physiotherapists from a private clinic were also enrolled to design and conduct the falls prevention program, and an activities co-ordinator (AC) was assigned for supporting the exercise classes.

In the first 2 weeks of the study, a member of the Big Cloud Analytics (BCA) team conducted 4 visits to the nursing home to provide education to residents on using the watch and to staff on charging the watch and using the mobile phone. They were also on site to set up the devices and address any problems. Prior to being rolled out, the educational process was piloted with an older female (aged 73 years) with low digital literacy.
Table 2. Characteristics of residents.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>80 (10)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (64)</td>
</tr>
<tr>
<td><strong>Mobility</strong></td>
<td></td>
</tr>
<tr>
<td>Had a fall in past 6 months, n (%)</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Uses mobility aid, n (%)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Timed up and go (seconds at baseline), mean (SD)</td>
<td>28 (17)</td>
</tr>
<tr>
<td><strong>MMSE&lt;sup&gt;a&lt;/sup&gt; score, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>30-25 (normal)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>24-21 (mild or early)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>20-10 (moderate)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>9-0 (severe)</td>
<td>4 (36)</td>
</tr>
<tr>
<td><strong>Exercise Class, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Weekly attendance (out of 6 classes)</td>
<td>4 (79)</td>
</tr>
</tbody>
</table>

<sup>a</sup>MMSE: Mini-Mental State Examination.

Table 3. Staff recruitment, roles, and responsibilities in the remote trial.

<table>
<thead>
<tr>
<th>Code</th>
<th>Role in the nursing home</th>
<th>Role in the trial</th>
<th>Responsibilities in the trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC (n=1)</td>
<td>Senior nursing staff</td>
<td>Trial co-ordinator and site administrator</td>
<td>• Oversee trial activities daily&lt;br&gt;• Act as a central point of contact with the research team&lt;br&gt;• Recruit and enroll residents and staff&lt;br&gt;• Troubleshoot any technical issues</td>
</tr>
<tr>
<td>SA (n=2)</td>
<td>Nursing staff</td>
<td>Site administrator</td>
<td>• Assist the trial co-ordinator with overseeing trial activities daily&lt;br&gt;• Troubleshoot any technical issues</td>
</tr>
<tr>
<td>HCA (n=6)</td>
<td>Health care assistant</td>
<td>Support</td>
<td>• Charge the watch twice a week&lt;br&gt;• Assist residents with daily homework exercise program&lt;br&gt;• Assist residents with daily calendar entry</td>
</tr>
<tr>
<td>AC (n=1)</td>
<td>Activities co-ordinator</td>
<td>Support</td>
<td>• Support the weekly falls prevention program by chaperoning residents to and from the exercise room&lt;br&gt;• Assist the Fit for Life physiotherapists when needed</td>
</tr>
<tr>
<td>Physiotherapists (n=2)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Service provider</td>
<td>• Design and conduct a fall prevention program with residents over 6 weeks (included weekly exercise classes and a daily homework exercise program)&lt;br&gt;• Conduct mobility assessments pre- or postfall prevention program (ie, QTUG&lt;sup&gt;b&lt;/sup&gt; and static balance tests)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>QTUG: Quantitative Timed Up and Go.

Residents were issued watches and shown how to use them to tell the time and count their steps. In terms of staff, the TC and SAs were provided with support manuals and trained to use the Covalence dashboard and how to access online support. HCAs were shown how to use the watch, complete a daily diary, and record the home work exercise program. Support manuals for staff were reviewed by the research team for clarity and accessibility before being issued to staff.

It should be noted that compensation—in terms of time or payment—was not offered to staff or residents taking part in the study. Although the research team and industry collaborators (Kinesis, ICON, and BCA) provided support to the study site,
the trial predominantly relied upon existing care providers within the nursing home setting.

Qualitative Research
A range of qualitative methods were embedded throughout the study to capture the lived experience of trial participants. During the 8-week trial, regular visits (1-2 times per week) were made by the research team (SD, OK, and BR) to conduct research activities, conduct observations, and troubleshoot on technical issues. Researchers also maintained regular phone and email contact. An issues log was kept by the research team throughout the trial to document interactions with staff relating to device troubleshooting. All participants were provided with a diary (described as an “experience calendar”) to complete daily or as often as they wished. It featured a calendar with stickers they could assign to any particular day to reflect the feelings they associated with participation. The stickers were adapted from an original faces scale [25]. These diaries were intended to act as a prompt during the semistructured interviews at the end of the trial. Results showing the residents’ activity data (heart rate, sleep patterns, and step count) and static balance were reviewed during the interviews.

Participants were then asked to consider the value of the trial in the context of the burdens they identified. At the end of the trial, semistructured interviews were conducted with staff (n=8) and residents (n=6). Staff interviews were conducted with 4 HCAs, 1 AC, 2 SAs, and the TC. Despite attempts, in some cases severe cognitive impairment and dementia meant resulted in 3 residents being unable to engage in exit interviews.

A team of experienced qualitative researchers, including a research assistant (OK), research lead (BR), and postdoctoral research fellow (SD) with backgrounds in anthropology, gerontology, and sociology, respectively, conducted the interviews. A topic guide was developed that included two distinct sections to explore the perceived burden and value of participation. When discussing burden, diaries (experience calendars) were used as a prompt for reflecting on their experience and assisting with recall. Once burden was captured, the interviewer showed the participant data generated by the activity tracker (heart rate, sleep patterns, and step count) as well as results of the static balance tests. These were provided on hard copy print outs that were given to the residents to keep. The participant was finally asked to consider the value of the trial in the context of burdens they had identified.

Data Analysis
On average, interviews with staff lasted for 43 min, and interviews with residents lasted for 29 min. All interviews were digitally recorded and transcribed verbatim. Thematic analysis was conducted on these transcripts using NVivo 11 software package (QSR International Pty Ltd, Victoria, Australia) [28]. The analysis followed a largely grounded approach, with the exception of loosely imposed themes of “burden” and “value.” These themes provided an initial structure under which the interviews with residents were coded. First, by reviewing the resident interview transcripts, a comprehensive coding framework was generated. Analytical rigor was ensured using interrater and intrarater reliability testing. Samples of transcripts were coded by SD and OK, after which they were compared, reviewed, and discussed to resolve coding issues. Miles and Huberman recommend minimum interrater reliability levels of 0.70 and minimum intrarater reliability levels of 0.80 [29]. Using this standard, reliability levels were in the acceptable range, at 0.73 and 0.81 respectively.

For the staff interview transcripts, the framework generated from the resident interviews was duplicated and expanded with additional codes that were relevant to the staff experience (eg, time emerged as a burden for staff but not residents). As part of this iterative process, the staff codes were then synthesized with the resident codes. Additionally, team members as well as 2 expert colleagues from the center for Applied Research for Connected Health were consulted to review and provide feedback.

Results
Thematic Analysis
The thematic analysis is summarized in Table 4 and includes the number of sources (people) who quoted the respective theme and the number of mentions (quotes). Among staff, we found that the following eight characteristics of burden emerged: (1) comprehension, (2) time, (3) communication, (4) emotional load, (5) cognitive load, (6) research engagement, (7) logistical burden, and (8) product accountability. The watch emerged as a consistent source of burden throughout the trial for HCAs who were responsible for charging it. Similarly, the Samsung mobile phone (hereafter referred to as the “phone”) was a source of burden for SAs responsible for syncing it with the watch to support data transfer. Among residents, we found only four sources of burden: (1) comprehension, (2) adherence, (3) emotional load, and (4) personal space. Comprehension and emotional load were shared burdens across the two groups.

Burden
Comprehension
Comprehension referred to the extent to which participants understood the research. Despite participants receiving detailed information about the study prior to providing informed consent, our results indicated that the trial was not consistently or fully understood by staff or residents at the nursing home. Among residents, there were various misinterpretations of the trial. One resident explained that she thought the daily exercises within the falls prevention program were being done “to keep your mind active” [Resident 5]. Other residents displayed an understanding of the purpose of the trial explaining that it was “preventing falls” [Resident 1]. However, the link between the watch and the intervention was unclear. When observing Resident 10 in conversation with another resident, she pointed to the watch and exclaimed, “How is a watch going to prevent falls?” [Resident 10]. However, some residents understood the basic function of the watch stating that “I understand [that it] was...counting steps...I think, to see how much we were walking. Is that it”? [Resident 9].
Resident’s cognitive impairments were potentially a factor which limited their understanding and imposed additional burden. At times, residents struggled to retain information about the research. When asked about her experience of taking part in the 8-week trial, a resident with mild cognitive impairment reported that “I don’t know because I don’t know what this thing is all about.” She also added, “What study? This study? Well I’ve only [learned] this for a few minutes, so I don’t know anything about it” [Resident 10].

Similarly, staff expressed difficulty understanding what the research was trying to achieve and what the devices were for as well as their roles and responsibilities within the trial. A senior nurse explained how her understanding shifted over time: “In the beginning, I understood that it was with regard to falls in the nursing home, but then I said that it has [little] to do with falls, it’s just for the technology to see how the technology works, I think”? [SA2]. HCAs’ understanding of the trial revolved around the watch—the device with which they had the most interaction. HCA 1 explained that “I knew it was obviously about reading the steps and the movement of residents, that’s what I understood [what] it was about. Just the kind of steps” [HCA1].

For staff, understanding their roles and responsibilities was also a burden. Staff in the dementia unit initially struggled with understanding how to use the experience calendar with their patients. HCA4 explains that although the study was explained to her:

I didn’t fully understand until you and your colleague [the researchers] came the following day or whatever day, until you explained fully. I didn’t get completely what I was supposed to do. Filling in their mood and stuff like that because they [dementia patients] couldn’t reply, they can’t tell me, you know that way? But, you then told me that I could answer for them. I was thinking “ah, this is never going to work” if I was to ask them “are they OK with taking part?” because they have no understanding, you know? [HCA4]

The burden associated with comprehending the role and tasks of site administration was evident in the comments of SA1. She expressed her frustrations:

It was a nightmare (laughs), no it was okay. So, when I started off, first probably through my own fault, I probably didn’t have enough of an insight as to what my role was. Kind of throughout the study I was kind of unsure what it was that I was meant to be doing. So, was I just meant to be overlooking the whole thing? Was it only meant to charge the watches? I was little bit unsure of what to do then with the [phone] in terms of how to sync it, but I asked questions, and I asked my colleague to show me. [SA1]

She added that she “felt a bit stupid sometimes because I wanted to give you guys [research team] an answer but because I wasn’t sure [of the exact issue with the activity kits] myself…I felt a bit silly sometimes” [SA1]. Overall, the burden associated with comprehension—encompassing the trial, their roles, and the technology—was found to be the most pervasive aspect of burden in this study, as it emerged in some form in every interview.

**Time**

Staff reported lack of time to conduct research activities. Aside from the duration of tasks, time was constituted by many factors, for example disruption of workflow, interruption of tasks, and a lack of prioritization. Most notably, charging the watches was perceived as time-consuming. HCA5 explains that:
...It is time-consuming. By the time you go to the resident, get the watch off them, go up, plug it in...you get called on the way to do other things. And you have to put the residents’ needs before charging a watch, you know? [HCA5]

HCA5 recognized that charging the watch was relatively quick but finding the time to do so was challenging: “Ah, it was easy enough to do [charge the watch]. It was just getting the time to do it. I know it sounds silly because it only takes like a minute or two.” [HCA5] The issue of having insufficient time was inherently explained in terms of being interrupted (ie, called to do other things) and prioritizing needs of the residents above the needs of the trial.

Completion of the daily homework exercise program with residents was also perceived to be burdensome. These exercises were part of the fall prevention program. HCA5 explained her lack of time to complete these exercises with residents: “We just don’t have time. We have other residents as well, upstairs we have 34 residents. And you just don’t have time to do the exercises with them every day.” [HCA5]

Overall, there was a lack of protected time for staff to complete trial-related tasks, and they simply had to add them to their current workload. When asked if she would take part in this type of research again, HCA4 replied:

...(Laughs) Not on top of my work, I wouldn’t, no. But, if you’re just doing like that, when you assign separate time to be able to…fully kind of focus on it, but no, I am just too busy in my work day. [HCA4]

Communication

TC and two SAs provided local technical support to the research team. During the trial, communication between the nursing home and research team was largely one-way. The staff did not contact the research team for technical support at any point. However, the research team frequently contacted SAs. Continuous technical support was required throughout the trial to ensure data were transferred from the activity tracking kits to a remote server. BCA provided onsite tech support on two occasions between weeks 1 and 2 of the trial, and the research team provided technical support between weeks 3 and 6. In that time, 37 issues were logged with SAs at the nursing home and the research team was largely one-way. The staff did not contact the research team for technical support at any point.

The trial appeared to increase the burden associated with communication between staff internally. Staff explained that when they would forget to charge the watch, they would need to contact one of their colleagues. HCA1 explained that:

I called one of the night staff to just tell one of the girls upstairs because it was one of the nurses downstairs that picked up. I asked her to tell one of the girls [upstairs] to put [the resident’s watch] in one of the chargers for me. The girls from the other team would know to take it out the next day, so it’s fine. [HCA1]

In the interviews, staff reported difficulties with family members who did not understand the presence of the phone in the resident’s rooms. For example, HCA1 recalls one incident:

A family member came in for [Resident1] and I don’t know, well he didn’t really know that it was going on, but I presume it wasn’t him that they would have told about [the study]. So, he came in and was like ‘oh, what is this phone?’ as he thought it was a different phone. I said to him it was about the watch. It’s a case study that’s going on here and he was like “I didn’t know about it.” I was just like “oh my god, I’m so sorry about that” but somebody would have been told because the family has to know about it. So, it was just a bit of concern about the phone but I said it was for the watch and then that was about it, like there wasn’t much of a big deal about it, but he didn’t know about it. [HCA1]

Emotional Load

Emotional load is based on the concept of “emotional labor” [30]. The term captures feelings of shame, embarrassment, and stress are often related to noncompletion of research tasks. In relation to charging the watch, one HCA remarked, “I was afraid to forget about them.” She explains, “…I [would] forget about the watches and I was always worried about [them]” [HCA6]. Another HCA reflected on the guilt she felt as a result of the watch not being charged and therefore not collecting data. “I felt bad because obviously it wasn’t recording anything for them…So it’s obviously going to have gaps here and there” [HCA4].

When discussing aspects of the trial that she deemed unsuccessful, TC attributed some personal blame:

The daily exercise thing was a massive flop, and I feel I am partly to blame for that. Because, um…I’d forgotten it. So, I know some were doing them and some weren’t, but I didn’t push on that. [TC]

She explained her perception of staff feelings about the trial:

I did feel that they [staff] felt…like they’d kind of let the study down…because they just didn’t get around to doing [tasks]. I said look this is all learning, don’t worry if you don’t…get time to do it. Its fine, so don’t sweat about it…But I know there was a bit of that as well, you know? [TC]

This sense of letting the study down was echoed by 1 resident. This resident had severe visual impairment and needed assistance of a staff member to fill out her experience calendar and complete her exercises. She explained how she was not inclined to interrupt the staff: “I hadn’t the courage to say would you do this with me when they were coming in for just about 10 minutes you know? So, I didn’t help you much there” [Resident 6]. This resident felt that she may have not been able to “help” data collection as a result.

Cognitive Load

Staff discussed the mental effort and burden associated with needing to remember to complete research tasks. This included charging the watch twice a week and assisting residents to
complete daily exercises and their experience calendar. In this context, charging the watch was reported as particularly challenging. HCA4 reflected on the least enjoyable part of the trial as charging the watch, explaining that she was frustrated with “...trying to remember it, then forgetting it, and then remembering it” [HCA4]. Similarly, HCA1 also reflected on the burden associated with forgetting to charge the watch as the least enjoyable part of her experience stating that “Charging it (laughs). Charging it. Not that I don’t like [it], it’s just that I never remember to do it” [HCA1].

HCA1 outlined the context in which she was trying to complete the task of charging the watch. She explained that:

> There were a few times when a good few hours would have past because I wouldn’t be getting them all at the same time to charge. It could be different, at the start [Resident 4, dementia patient], up until recently, would sleep until later. So, I wouldn’t be able to get his watch until later in the day to try charging, and maybe someone else would be earlier in the morning. Trying to remember was the thing, when you are busy. [HCA1]

**Research Engagement and Adherence**

Although there was initial excitement and interest in the study, engaging in research activities over time became a burden for staff:

> I didn’t mind it at the start...as the weeks went on I was getting a bit “ughh,” I have to keep doing it... then [I kept] forgetting the watches and then you’re like “ughh,” [if the watch is] obviously not on them...it’s not going to be recording [data] for you. And, just toward the end, I was like “I’m over it now” (laughs). [HCA4]

Staff also perceived that residents disengaged with research activities over time and became nonadherent. HCA5 reflects that “At the start, for the first week or two, I did [Resident 5’s experience calendar] with her, but after that...I think some of the resident’s kind of lost interest in it, especially [Resident 5]” [HCA5]. Indeed, this resident reported that she had initially filled out her experience calendar but then stopped explaining, “I just never thought of it really” [Resident 5]. She reported that she also gradually forgot to complete the daily exercises, “I didn’t do it anymore...I didn’t think about it” [Resident 5]. Another resident explained that she did not engage with the experience calendar because she could not see the purpose of it:

> I don’t think I did [fill it out]. I kind of said, “what’s this for?” I pushed it aside and kind of said, “I think I’m jogging along reasonably well.” It was something...I kind of pushed aside. I paid no attention to it. [Resident 12]

Another resident remarked that “I didn’t do it...because I didn’t know what I was doing” [Resident 1]. Residents who did perform the homework exercise program did not report any associated burden. However, a member of staff reported some discontent: “No they [the residents] never protest [about exercising], but there were sometimes they weren’t happy. They’d say ‘oh not again,’ but it depends on the day for everybody” [HCA6]. AC experienced some difficulty in motivating residents from the dementia unit to attend the weekly exercise class:

> Some residents didn’t attend [the exercise class] particularly people with dementia. So one time [Resident 14] …and I don’t know if he remembered…when I said “we go for exercises, he didn’t want to go, but I think it’s kind of dementia you know. [AC]

**Logistical Burden**

The nursing home contained 4 wards spread over 2 floors. Mobile phones and chargers for watches were set up in the participating resident’s bedrooms. Residents were recruited from every ward; therefore, their bedrooms and the respective devices and equipment were dispersed across every ward. It appears that this presented a logistical burden for SAs who needed to move among different locations within the nursing home to check and sync devices. This was regarded as highly inconvenient:

> You need to go take the watch to the phone, take the phone to the watch, person to the phone...when it wasn’t syncing. It took a long time to get through them. And it was never just one, there was always more than one, you know if it was one, it takes 5 minutes, but...there was upstairs, downstairs. Residents are here, residents are in the dining room. [TC]

Each watch was identical, but had a unique identifying code (UIC) placed on its underside. As is standard practice in research, for data protection purposes staff, did not have the key between the UIC and the names of the residents. However, this created a burden for staff when attempting to collect and charge multiple watches at once. HCA6 explains “I never took all of [the watches] together. I only took them one-by-one…I never wanted to mix them up” [HCA6]. She explains:

> I think one time I took two…and I said left (hand) is [Resident 9] and the right one is [Resident 10] (laughs). Or I look at the number on the code and say okay, this is (910) or (374). So, (910) is [Resident 10] and (374) is [Resident 9]. [HCA6]

**Product Accountability**

There was a burden associated with responsibility to keep the devices safe and secure so that they were not damaged or broken. Staff appeared to be conscious of the cost of the devices. In their supervisory role as SAs, senior nurses took it upon themselves to ensure that the activity trackers issued to residents throughout the nursing home were kept safe. SA1 was conscious that these products were not their property and was apologetic in instances where they were damaged:

> In terms of the residents, I would always be keeping an eye; there were two watches, as you know, that were a little bit damaged by the residents for whatever reasons. I did say to [the researcher] that they were damaged and I apologized for that but, in general,
we, the staff, would make sure that they were being looked after and weren’t thrown around. So, yeah we would be conscious as they weren’t our property. [SA1]

The phones were often placed on the floor under the resident’s nightstand to keep them out of the way. SA2 reported awareness that the products may become damaged by routine cleaning:

I was more aware of the cleaning staff because some of the phones were on the floor, so I was more aware not to wet them or not to damage them in that way. But, the HCA were very careful and I knew they were going to take care of it, just cleaning staff more so than anyone else. I made sure they were on the nightstand and not on the actual floor. [SA2]

One staff member reported an incident where a phone went missing:

One day, one of the families unplugged the whole phone and everything because they thought it was a staff member charging their phone. Even though they had been told about the study, they just didn’t want them charged in the room. Then, I had to go, plug it all back in, and make sure it was working. [HCA5]

This HCA described this encounter with the family member as “awkward.” Locating the device was challenging and stressful for HCA: “I had to go and find it because her daughter had put it away, and then [the resident] had moved it…at first, I thought part of it was missing and I was like ‘Oh God, where did it go?’” At this point, she described an emotional burden related to her responsibility and accountability for the device. She reported feeling panicked and thinking “God, if it is gone, what are we gonna do?” [HCA5]. However, the phone was ultimately found and the presence of the device was re-explained to the family member. HCA felt this resolved the issue.

Personal Space

Conducting research in a residential setting has the potential of reduce privacy for residents in their home. During the 8 weeks of the trial, their phones were frequently checked by SAs and the researcher in the resident’s rooms. Sometimes, this happened when the resident was not in his or her room and may have created unease if the resident thought someone had been in their personal space. One resident explained:

Funny I thought that someone was mooching around my clothes, affairs, and things like that now…don’t know whether I lost anything or not…I thought that someone was coming into the place. [Resident 12]

Relationship Between Burden and Value

While participants reported to find value in data, this was found to be somewhat superficial. For example, one member of staff reported that “I just find it interesting, I don’t know why” [HCA6]. Value was largely expressed in terms of its absence rather than its presence. Staff struggled to understand how tracking heart rate, step count, and sleep patterns could be useful to them in their everyday life and how it related to preventing falls. One staff member explained “I think it’s useful (dubious tone). Yeah, no I do, but I would have to look at it a little bit more just to see how this can help us to further prevent falls” [SA1]. Similarly, abstract relationship between the watch and falls prevention was a barrier for residents. When the interviewer explained that the watch was counting steps, one resident exclaimed, “What the hell difference does that make? Sorry for my language” [Resident 10].

TC felt they captured much of this data informally anyway and would communicate it in handover meetings between day and night shifts:

Generally, our communication systems around our hand over are that…those type of things are our main highlighters. In terms of a hand over, [it] would be, “Did they sleep well?” “Did they have any falls today?” “Did they eat?” “Did they eat well?” “Are they drinking well?” All that type of thing is basic. [So we are] doing that anyway. [TC]

The perceived value of data may have been comprised by skepticism over the integrity of data collection. A staff member reflects:

Well I don’t think you got the full information that you wanted. Did you get the full information that you wanted? I’m still not sure if I helped you enough to have your study fully, fully completed. [SA2]

TC explained, “I don’t know the relevance of it. Is it going to be, will it be accurate? You know, in terms of feedback, just because there are so many gaps and holes in it” [TC]. Overall, analysis suggested that the value of data appeared to be limited for participants, relative to the burden they encountered.

Discussion

Principal Findings

Mobile and wearable technologies offer the potential to conduct clinical trials remotely in a nonclinical setting, thereby reducing the associated burden on patients. However, this study suggests that the burden associated with the remote trial was not modulated by the value of participation. Staff burden emerged to be multifaceted and interrelated in practice. For example, a cognitive burden (ie, forgetting to charge the watch), may have prompted an emotional burden (ie, anxiety about the battery dying) and posed a logistical burden (ie, phoning a colleague on the ground floor to instruct a colleague on the first floor to charge the watch). Thus, burden should be considered as multifaceted in practice.

Comprehension emerged as the most commonly shared burden among residents and staff in the trial. Inability to comprehend the purpose of the trial—particularly the relationship between the intervention and wearable device—was a substantial challenge and may have contributed to a lack of motivation and engagement to participate in trial activities. Thus, the need for participants to understand and “buy in” to the concept of the study is arguably paramount [31]. Indeed, there is a large amount of evidence to suggest that comprehension can pose a barrier to clinical trial participation and recruitment [32-34]. Our findings suggest this is also relevant in a remote trial where the
relationship between the intervention and devices used for supporting the intervention have the potential to be unclear.

**Staff Experiences**

A lack of adherence among staff is a recognized barrier to research in nursing homes [35]. Nonadherence among staff in this study may have been related to the experience of burden. Thus, it is useful to further analyze adherence to better understand how it is constituted in this setting.

**Communication and Feedback**

Communication was the most frequently cited burden. Although the research team made regular site visits, the informal nature of capturing feedback was not sufficient. The participatory approach enabling feedback and dialog between the staff and research team was front-loaded into the study design. However, communication may have been improved by formalizing a feedback loop with staff, residents, and their families throughout the trial. This could have enabled the research team to accurately capture and respond to emerging issues, thereby improving the experience for all stakeholders. For example, having a staff member assigned to the collection and charging of devices in the evening and another assigned to the return of devices each morning may have been more effective and may have created less logistical concerns. This would require careful labeling of devices to ensure consistency of use.

**Workflow**

Although the study protocol was developed with nursing home staff input, embedding tasks and activities into the work plans of staff might have helped in alleviating some communication and role or responsibility issues. Ensuring that study procedures are integrated into daily activities and task list of the care staff is important. Remuneration for the nursing home staff, as would be the case in a typical clinical trial, may have helped in achieving this. While the protocol was developed with staff input, protected time for TC and senior nursing staff to embed tasks and activities into work schedules might have helped in alleviating some communication and role or responsibility issues. Similarly, protected time for staff to execute these activities might also have reduced burden. Although efforts were made to build a collaborative design, there are known structural and cultural issues around the execution of participatory approaches that are not unique to nursing home settings [36-38]. Arguably, a more comprehensive, rather than a piecemeal approach to participatory research is required.

The job of integrating research activities into the routine workflow of the nursing home was the responsibility of TC. Although her knowledge of staff shifts and vast experience in the nursing home meant that she was best placed to oversee this, a lack of protected time to devote to her role and to train and work with the research team was challenging. Her responsibilities also shifted over time. For example, it was intended that TC would be responsible for recruitment of residents. However, in practice, managing this task alongside her senior role in the nursing home was not feasible. It is noteworthy that AC was the only staff member who did not identify time as a burden. She was not assigned with any tasks that fell outside of her typical workflow (ie, assisting completion of the daily exercise program or experience calendar with residents or with charging the watch).

**Exposure to Value**

In this study, we explored the burden associated with a remote trial, and this study was not designed to explicitly measure values. Therefore, there were limited opportunities for participants to become exposed to data. It was assumed that there would be inherent value in participation in the form of resident’s receiving data from the watch and that this would provide insight to staff. However, a report of the full clinical data (ie, step count, sleep patterns, and heart rate) was only shared with participants at the end of the study. Thus, staff and residents only had the opportunity to become exposed to the value of the data at the end of the trial, once the burden associated with participation was over. The only opportunity for feedback of data during the trial was to the residents in the form of the step count captured by the watch. Yet with the exception of one resident, it appears that the residents generally did not interact with the watch. Arguably, the conception of the trial was overly abstract and contributed to a lack of comprehension of the trial and study. The lack of exposure to value is problematic in that it is therefore unable to modulate the perceived burden and may indeed inflate the perception of burden.

**Connectivity**

For staff, burden was likely amplified by persistent problems with connectivity at the research site. This resulted in the research team frequently phoning and emailing the SAs to conduct localized troubleshooting. Arguably, this increased burden and restricted the potential value of the trial. This may have been compounded by a lack of protected time for the staff at the nursing home to conduct research activities and troubleshooting.

**Residents’ Experiences**

Resident burden was found to be relatively limited. Where it was observed, it was mainly related to comprehension and adherence, with some evidence of burden relating to emotional load and personal space. There also appeared to be interdependency between comprehension and adherence, whereby a resident may not have understood why he or she needed to complete a research activity. Therefore, many residents did not engage with the research. Data security did not emerge as an issue in interviews with residents. This issue was also not raised by staff or families during the trial.

**Engagement**

It was assumed that the watch, which was a consumer device, would act as an engaging tool for residents (and staff), potentially acting as a talking point and generating competition among users. However, it was observed by staff and the research team that only one resident engaged with the watch as a step counter. Among this cohort, there is no evidence to suggest that inclusion of mobile and wearable technology improved participation, engagement, retention, or adherence. However, convenience of the remote trial did allow for the inclusion of typically hard-to-reach individuals, such as patients with dementia.
Limitations

Specificity of Site and Devices

The findings of this study refer to a remote trial conducted in a specific nursing home setting using specific health technology devices. This research was conducted at a single site; therefore, the extent to which unique aspects of this one setting—within this one organizational culture—contributed to the specific findings is unknown. The burden associated with technology for health care staff, however, is not necessarily unique to this setting. The problem of “real-world” deployment is recognized within the literature, particularly in terms of workflow integration and conceptualization [39,40]. Indeed, the evidence base to support clinical claims of eHealth technology has been debated, and it has been suggested that costs associated with commonly deployed eHealth technologies (ie, time and infrastructure) may in fact decrease organizational efficiency [39].

Thus, before we can overcome these burdens, qualitative exploratory studies—of the kind presented here—are crucial for understanding how and why burden manifests. The devices used in this study were chosen because they were widely available to the research team, which had worked with this technology in previous studies. It is possible that the choice of devices may have contributed to some of the burdens identified in this study, although the extent of this burden is unknown. Although comparing a range of devices and their limitations was beyond the scope of this study, this should be considered in future research.

Information Overload

In terms of comprehension, it is possible that in our efforts to be transparent and didactic during recruitment, we risked overloading the residents with information. Although there is no evidence to suggest that this interfered with their willingness to enroll in the study or their ability to retain information over the 8-week period, effectiveness of teach-back methods for information retention over time (ie, a clinical trial period) requires further study [41-43].

Opportunities for Feedback

As part of a participatory approach, focus group studies were conducted with staff prior to the trial being designed. However, this was not continued throughout the trial. Formalizing a feedback loop may have improved communication and eased the burden associated with comprehension. Although regular visits were made by the research team to the nursing home, whereby feedback was captured informally, more structured follow-ups with staff and residents may have enabled the research team to determine how much information was actually being retained, address issue or gaps in knowledge in a timely manner, and reinforce the purpose of the study.

Staff Training and Protected Time

This study involved leveraging the resource of research-naive health care professionals. Increasing training resources available at the start of and during the study may have been useful in alleviating some of the issues identified. In particular, comprehensive face-to-face training, which specifically addresses aims, objectives, and importance of the study, should be conducted for all study staff. Indeed, the need for more formalized staff training around the implementation of connected health technologies has been found outside of the nursing home setting, for example in community settings [38].

Similar to that observed with many clinical trials, finding approaches for effectively training personnel who are not able to attend face-to-face trainings because of operational commitments, shifts, or working patterns is an important consideration. A possible solution could be online or app-based study guides to provide more convenient and immediate methods to access training and troubleshooting materials. Progress feedback reports during the study identifying progress to date and detailing issues encountered and how to resolve them would provide an additional method to re-iterate study objectives and importance. Again, formalized meetings with staff should also be in place to support dialog between staff and researchers.

Staff were not remunerated for the additional work required by the study. Remuneration could have provided staff with protected time to engage in training and meetings. This in turn, may have improved communication during the trial. It is also possible that remuneration for the nursing home staff may have provided additional motivation.

In addition to the operation of the study, training should include defining roles and responsibilities. Clearer definition and communication of the roles and responsibilities of staff may have reduced the burden associated with comprehension. Again, this would have been better facilitated by ensuring protected time for staff.

Conclusions

The paper identifies and characterizes perceived burden associated with a remote trial in a particularly challenging patient population. It identifies eight aspects of staff burden and four aspects of resident burden that could be further explored and developed. The exploratory nature of this research meant that there were many unknowns before entering the research site. From the outset, we assumed that the staff burden associated with a remote trial would be related to increased workload and the time consuming nature of co-ordination. Although these burdens were indeed observed in the staff experience, their nuance, variation, and extent were relatively unexplored until now. This research, therefore, offers a novel understanding of the nature of staff burden in a remote trial and underlines the importance of the relationship between burden and value. The potential of remote clinical trials requires further examination to optimize and enhance the methodology. This study suggests the convenience of a remote trial that can aid inclusion of hard-to-reach patient groups; however, we need to comprehensively measure and minimize the associated burden on relevant stakeholders.
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